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Summary 

Chronic infections that can relapse after recurrent courses of antibiotic therapy are a major biomedical 

problem. Bacteria are able to survive prolonged antibiotic treatments not only by acquiring resistance 

through genetic mutations, but also by exhibiting persistent phenotype in a small subpopulation of 

genetically uniform cells. These rare phenotypically distinct cells, known as persisters, become 

transiently tolerant to antibiotics by restraining their growth and entering a dormant-like physiological 

state. After antibiotic removal, persister cells can sense improved conditions and resume their growth 

to produce the same phenotypically heterogeneous population that contains a small fraction of drug-

tolerant cells. The emergence of persisters is triggered by the activation of so-called toxin-antitoxin 

(TA) genetic modules, composed of two genes: one encoding a toxin that interferes with essential 

cellular processes, and another encoding an antitoxin that inhibits toxin activity. One of Escherichia 

coli toxins is a serine/threonine protein kinase HipA that promotes antibiotic tolerance through 

phosphorylation of the glutamate-tRNA ligase (GltX), causing a halt in translation, inhibition of growth 

and induction of persistence. Toxic activity of HipA can be counteracted by the corresponding 

antitoxin protein HipB through a HipA-HipB interaction and by transcriptional repression of the hipBA 

operon. The first gene associated to bacterial persistence was identified by the isolation of a gain-of-

function allele hipA7 from E. coli. The hipA7 gene encodes a HipA variant, HipA7, that increases 

persistence markedly compared to the wild-type HipA due to two amino acid substitutions (G22S and 

D291A) and has therefore been widely used as a model for studying persistence. Whereas ectopically 

expressed hipA inhibits growth and induces persistence, hipA7 expression does not inhibit growth, yet 

leads to equal increase in persistence as the wild-type HipA. Based on this, it was suggested that 

growth inhibition and persistence are separate phenotypes caused by two distinct functions of HipA, 

which could be explained by different substrate specificities of the two kinase variants. Moreover, 

because HipA affects multiple cellular functions, primarily protein and RNA synthesis, it is likely that 

this kinase has more than one substrate. Such relaxed substrate specificity is often seen for other 

bacterial kinases. 

To investigate the differences in HipA- and HipA7-mediated growth inhibition and persistence in vivo, 

I employed a stable isotope labeling by amino acids in cell culture (SILAC)-based quantitative 

phosphoproteomic workflow in combination with high-resolution mass spectrometry. When mildly 

produced from plasmids, both HipA and HipA7 phosphorylated GltX as the main substrate, which is 

likely the primary determinant of persistence. Unlike HipA7, HipA phosphorylated several additional 

substrates involved in translation, transcription, and replication, such as ribosomal protein L11 (RplK) 

and the negative modulator of replication initiation SeqA. Conversely, HipA7 exhibited reduced kinase 

activity in vitro and phosphorylated only a few additional substrates in vivo only when it was highly 

overproduced from the plasmid. Furthermore, in the model where hipA7 was expressed from the 

chromosome, it lead to the increase in GltX phosphorylation compared to wild-type hipA, providing a 

direct evidence that HipA7 targets GltX in vivo. Under these conditions, phage shock protein PspA was 

detected as an additional potential substrate of HipA7. To determine the influence of novel 

phosphorylation events detected in this study on persistence, the function of RplK site-specific 
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phosphorylation was further investigated. However, initial testing did not reveal connection between 

phosphorylated RplK and persistence dependent on the activity of the GTP pyrophosphokinase RelA. 

Taken together, this study shows that HipA and HipA7 differ substantially in their kinase activities and 

substrate pools, which may contribute to their distinct phenotypes. Moreover, these results 

contribute to understanding of molecular mechanisms of HipA and HipA7. In addition, the 

phosphoproteome data obtained here yielded a comprehensive collection of phosphorylation events 

in E. coli and can thus serve as a valuable resource for further studies of phosphoregulation in bacteria.  

Except for investigating signaling events related to HipA-mediated growth inhibition, the second aim 

of this work was to establish a method for studying turnover of individual proteins during persistence 

and resuscitation on a system-wide scale. To that end, I performed a time-resolved analysis of protein 

abundances during HipA-induced persistence and HipB-mediated resuscitation by implementing a 

dynamic SILAC pulse-labeling approach in conjunction with MS-based proteomic analysis. This method 

enabled to selectively label persister cells during antibiotic treatment and determine half-lives of 

several hundred proteins synthesized under growth-inhibited conditions. Accordingly, analysis of 

newly synthesized proteins revealed that persistence was characterized by reduced metabolism, cell 

division and cellular respiration. Conversely, proteins involved in general stress response and 

translation exhibited higher abundance and turnover. The same methodology was then applied to 

persistence induced by another toxin, mRNase RelE, in order to investigate common signature of toxin 

regulation. Indeed, a high overlap between two experiments was observed, yielding a set of proteins 

that are actively produced during persistence and therefore likely involved in the maintenance of the 

persistent state. Notably, proteins involved in stress response, protein folding, protein degradation, 

RNA production and ribosome biogenesis were newly synthesized during persistence in both models. 

Although mechanisms of persister formation are relatively well understood, much less is known about 

molecular processes that provoke their resuscitation, a state that is greatly responsible for the 

reactivation of the disease. Therefore, pulse-labeling was applied to resuscitating persister cells and 

the resulting data set revealed a number of proteins, the synthesis of which was triggered at the early 

stage of the wake-up process, including a positive control, antitoxin HipB. In contrast to persistence, 

resuscitation was characterized by increased metabolism orientated towards energy production and 

biosynthesis of amino acids. Altogether, this study shows that the dynamic SILAC approach applied to 

the model of toxin and antitoxin expression could be used as a general strategy for studying newly 

synthesized proteins in the context of persistence and resuscitation. 
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Zusammenfassung 

Chronische Infektionen, die nach wiederholter Antibiotikatherapie auftreten, stellen ein 

ernstzunehmendes biomedizinisches Problem dar. Bakterien können andauernde 

Antibiotikatherapien nicht nur durch erworbene Resistenzen aufgrund genetischer Mutationen 

überleben, sondern auch durch das Auftreten des persistenten Phänotyps in kleinen Subpopulation 

genetisch einheitlicher Zellen. Diese vereinzelten, phänotypisch unterschiedlichen Zellen, die als 

Persister bezeichnet werden, werden durch ein gehemmtes Wachstum und das Eintreten in einen 

dormanzähnlichen physiologischen Zustand vorübergehend resistent gegen Antibiotika. Nach dem 

Absetzen der Antibiotika können Persisterzellen die verbesserten Lebensumstände wahrnehmen und 

ihr Wachstum fortsetzen, um eine phänotypisch gleichartig heterogene Population aufzubauen, die 

einen kleinen Anteil an antibiotikaresistenten Zellen beinhaltet. Das Auftreten von Persistern wird 

durch die Aktivierung sogenannter genetischer Toxin-Antitoxin (TA) Module ausgelöst, die aus zwei 

Genen zusammengesetzt sind: ein toxinkodierendes Gen, das essentielle zelluläre Prozesse stört und 

ein zweites antitoxinkodierendes Gen, das die Aktivität des Toxins blockiert. Ein Toxin in 

Escherichia coli ist die Serin/Threonin Proteinkinase HipA, die eine Antibiotikatoleranz durch 

Phosphorylierung der Glutamat-tRNA Ligase (GltX) vermittelt, was einen translationellen Stopp, 

Wachstumsinhibierung und Persistenzbildung verursacht. Die Toxinwirkung von HipA kann durch das 

entgegenwirkende Antitoxinprotein HipB mittels HipA-HipB Interaktion und transkriptioneller 

Repression des hipBA Operons blockiert werden. Das erste mit bakterieller Persistenz in 

Zusammenhang gebrachte Gen wurde durch Isolierung des Funktionserwerb-Allels hipA7 in E. coli 

identifiziert. Das hipA7 Gen kodiert die HipA Variante HipA7, die aufgrund zweier 

Aminosäuresubstitutionen (G22S und D291A) eine deutlich gesteigerte Persistenz im Vergleich zum 

wildtypischen HipA verursacht und daher häufig als Persistenzmodell dient. Während ektopisch 

exprimiertes hipA das Wachstum inhibiert und Persistenz induziert, steigert die Expression vom hipA7 

die Persistenz wie im Wildtyp, inhibiert das Wachstum jedoch nicht. Darauf basierend wurde 

vorgeschlagen, dass Wachstumsinhibierung und Persistenz gesonderte Phänotypen darstellen, die 

durch zwei unterschiedliche Funktionen von HipA ausgelöst werden und durch verschiedene 

Substratspezifitäten der beiden Kinasevarianten erklärt werden können. Darüber hinaus ist es 

wahrscheinlich, dass HipA mehr als ein einzelnes Substrat hat, da mehrere zelluläre Funktionen 

beeinflusst werden, vorrangig die Synthese von RNA und Proteinen. Eine derartig lockere 

Substratspezifität ist für bakterielle Kinasen gewöhnlich. 

Um die Unterschiede zwischen HipA- und HipA7-vermittelter Wachstumsinhibierung und Persistenz 

in vivo zu untersuchen, habe ich eine auf der Markierung von Aminosäuren mit stabilen Isotopen in 

Zellkultur (SILAC: stable isotope labeling with amino acids in cell culture) basierenden quantitative 

Phosphoproteome Analyse in Kombination mit hochauflösender Massenspektometrie angewandt. 

Wenn HipA und HipA7 mit niedriger Expressionsrate von einem Plasmid exprimiert werden, 

phosphorylieren beide Varianten GltX als hauptsächliches Substrat, was wahrscheinlich den primären 

Faktor der Persistenzbildung darstellt. Anders als HipA7 phosphoryliert HipA mehrere zusätzliche 

Substrate in der Translation, Transkription und Replikation, wie beispielsweise das ribosomale Protein 
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L11 (RplK) und den negativen Modulator der Replikationsinitation SeqA. Im Gegensatz dazu hat HipA7 

eine reduzierte Kinaseaktivität in vitro und phosphorylierte nur wenige zusätzliche Substrate in vivo, 

wenn es von einem Plasmid aus stark überexprimiert wurde. In einem Model, in dem hipA7 

chromosomal exprimiert wurde, führte dies zu einer verstärkten Phosphorylierung von GltX im 

Vergleich zu wildtypischem hipA, was einen direkten Hinweis darauf liefert, dass HipA7 GltX in vivo 

modifiziert. Unter diesen Konditionen wurde das Phagenschockprotein PspA als potenzielles, 

zusätzliches Substrat von HipA7 identifiziert. Um den Einfluss bisher unbekannter 

Phosphorylierungsereignisse, die in der vorliegenden Studie identifiziert wurden, in Bezug auf die 

Persistenz zu untersuchen, wurde die Funktion eines spezifischen RplK Phosphorylierungsereignisses 

in Bezug auf das Toxin RelA, einer GTP pyrophosphorylase, weiterführend analysiert. Jedoch zeigten 

erste Versuche keine Verbindung zwischen phosphoryliertem RplK und RelA-abhängiger Persistenz. 

Zusammen genommen zeigt die vorliegende Studie, dass sich HipA und HipA7 grundlegend in ihrer 

Kinaseaktivität und Substratspezifität unterscheiden, was zu ihren unterschiedlichen Phänotypen 

beitragen könnte. Darüber hinaus tragen diese Ergebnisse zum Verständnis der molekularen 

Mechanismen von HipA und HipA7 bei. Zusätzlich liefert der hier erzeugte 

Phosphoproteomedatensatz eine umfassende Zusammenstellung von Phosphorylierungsereignissen 

in E. coli und kann deshalb als wertvolle Ressource für weitere Studien zur Phosphoregulation in 

Bakterien dienen. 

Neben der Untersuchung von Signalisierungsereignissen der HipA-vermittelten 

Wachstumsinhibierung war die Etablierung einer Methode zur Untersuchung des individuellen 

Proteinumsatzes während der Persistenz und der Regeneration in einem gesamtsystematischen 

Maßstab das zweite Ziel dieser Arbeit. Hierzu habe ich mittels dynamischer SILAC Puls-Markierung in 

Verbindung mit MS-basierter Proteomanalytik eine zeitaufgelöste Analyse der Proteinabundanz 

während HipA-induzierter Persistenz und HipB-vermittelter Regeneration durchgeführt. Diese 

Methode ermöglichte eine selektive Markierung vom Persistern bei Antibiotikabehandlung sowie die 

Bestimmung der Halbwertszeit von mehreren hundert Proteinen, die unter wachstumsinhibierten 

Bedingungen synthetisiert werden. Dementsprechend ergab die Analyse neu synthetisierter Proteine, 

dass die Persistenz durch eine Reduktion des Metabolismus, der Zellteilung und der Zellatmung 

gekennzeichnet ist. Im Gegensatz dazu wiesen Proteine, die mit der generellen Stressantwort und der 

Translation verbunden sind höhere Abundanzen und Umsätze auf. Dieselbe Methodik wurde 

angewandt, um die Persistenz die durch ein anderes Toxin induzierte wird, die mRNase RelE, auf eine 

gemeinsame Signatur der Toxinregulation zu untersuchen. Tatsächlich konnte eine hohe 

Übereinstimmung zwischen den beiden Experimenten mit einer Vielzahl an Proteinen beobachtet 

werden, die während der Persistenz aktiv produziert wurden und aufgrund dessen wahrscheinlich in 

deren Regulation involviert sind. Insbesondere Proteine der Stressantwort, der Proteinfaltung und 

Degradation, der RNA Synthese und der Ribosomenbiogenese wurden in beiden Experimenten 

während der Persistenz neu synthetisiert. Obwohl die Mechanismen der Persistenzbildung relative 

gut verstanden sind, ist noch wenig über die molekularen Prozesse bekannt, welche die Regeneration 

auslösen und somit hauptverantwortlich für den Wiederausbruch der Erkrankung sind. Um dies zu 

untersuchen wurde die Puls-Markierung bei regenerierenden Persisterzellen angewendet. Der 

resultierende Datensatz zeigte etliche Proteine auf, deren Synthese in einem frühen Stadium des 
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Aufwachprozesses ausgelöst wurde, unter anderem für die Positivkontrolle, das Antitoxin HipB. Im 

Gegensatz zur Persistenz war die Regeneration durch einen gesteigerten Energiemetabolismus und 

eine erhöhte Aminosäurebiosynthese geprägt. Zusammengefasst zeigt diese Studie, dass die 

dynamische SILAC-Methode als grundlegende Strategie in Bezug auf das Toxin-Antitoxin 

Expressionsmodell angewandt werden kann, um neu synthetisierte Proteine im Kontext der Persistenz 

und Regeneration zu analysieren. 
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1 Introduction 

1.1 Bacterial persistence 

The antibiotic resistant crisis occurring worldwide is an acute health problem, as the number of 

recurrent bacterial infections increases drastically. Many bacteria are categorized as serious threats 

representing a considerable clinical and financial burden (1, 2). This has been connected with the 

overuse of antibiotics and the lack of new drugs being developed by the pharmaceutical industry. 

Since several decades, the research was mainly focused was on the isolation and genetic 

characterization of antibiotic-resistant bacterial strains that emerge through mutations in genes 

associated with the mechanism of drug action or through a horizontal gene transfer (2). Mechanisms 

of antibiotic resistance are based on the ability of bacteria to either produce the enzymes that directly 

modify the antimicrobial molecule, change the drug-target site on the proteins, prevent the drug 

penetration or extrude the drug out of the cell by the activation of antibiotic-efflux pumps (3). In 

addition to resistance, bacteria also possess a sophisticated innate strategy that enables them to 

withstand antibiotics without acquiring genetic changes (4). Bacterial persistence is a phenomenon 

that is being increasingly recognized in the last decade and, unlike resistance, exhibited within a 

subpopulation of genetically uniform cells (5). Persisters are defined as phenotypic variants of normal 

bacterial cells that become transiently tolerant to antibiotics by restraining their growth and entering 

a dormant-like state (6, 7). While bactericidal antibiotics typically require actively growing cells to 

exploit their function, in the persistent state, cells are not replicating which makes them immune to 

the lethal action of antimicrobials. In addition to the slow growth, persister phenotype is also 

associated with low metabolic activity (8), although persisters are not necessarily entirely 

metabolically inactive (9). 

The discovery of bacterial persistence dates back to 1944, when Joseph Bigger observed surviving 

colonies of penicillin treated Staphylococcus aureus that were equally sensitive to the repeated 

treatment forming a small subpopulation of viable cells (10). He hypothesized that these rare cells 

survived the antibiotic treatment due to their lack of growth, which was confirmed only 60 years later 

with microfluidics and live cell imagining (6). This observation was explained by the biphasic killing 

curve of exponentially growing culture treated with a high dose of ampicillin (Figure 1) (6, 7, 11). An 

initial, rapid drop in bacterial counts explained that a vast majority of cells was sensitive to the 

antibiotic treatment. The tail of the killing curve that reached the plateau revealed a small 

subpopulation of surviving cells that were killed at a much slower rate (12). Based on this insight, it 

became clear that the biphasic killing curve is a hallmark of persistence and time-dependent killing 

assays are the standard for quantifying persistence (2). Unlike resistant mutants, persister cells do not 

proliferate in the presence of the drug. However, after antibiotic removal, persisters are able to 

resume their growth and produce a heterogeneous population that is as drug-sensitive as the initial 

one, containing mainly antibiotic-susceptible cells and a small fraction of drug-tolerant cells (13).  
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Figure 1. Biphasic killing kinetics of bacterial cultures treated with bactericidal antibiotic. A lethal dose of 
bactericidal antibiotic added at time point zero rapidly eradicates the drug-sensitive population (green line), 
while drug-tolerant persister cells are killed at a slower rate (red line). After removal of the antibiotic, surviving 
persister cells resuscitate and give rise to a population, which is genetically and phenotypically identical to the 
initial population. Dashed lines show how high-persister (hip) and antibiotic-resistant mutants behaved in this 
model system. Figure from Semanjski and Macek (14).  

To summarize, persistence and resistance can be clearly distinguished: persisters are phenotypic 

variants that cannot pass on their tolerance to their descendants, whereas resistance is hereditary (4). 

Therefore, re-inoculation of surviving persister cells gives rise to a population with similar small 

persister fraction (11). Resistance is commonly measured by a minimum inhibitory concentration 

(MIC) metric. While resistant mutants grown in higher concentrations of antibiotics show an increase 

in MIC, isolated persisters show no difference. Rather, a minimal duration for killing (MDK) was 

suggested to be used as a standardized metrics to detect tolerance to drug exposure (2). 

Mechanistically, persisters are distinct from resistant mutants, as the cellular processes targeted by 

antibiotics are believed to be inactive in persister cells rendering antibiotics ineffective. Due to the 

low frequency of persister cells in exponentially growing cultures - typically one in 104-106 - it has been 

challenging to study this phenomenon. Persister levels generally increase when growth enters 

stationary phase (11) and they are similar to the levels in slow growing biofilms (15). In recent years, 

numerous studies begun to unravel the complex molecular mechanisms underlying persister 

formation and resuscitation. Several laboratory models have been generally used to study the 

persistent phenotype, including antibiotic treatment of growing and stationary phase cultures, 

nutrient starvation or rapid nutrient shift to generate persisters, and overexpression of genes involved 

in the induction of persistence (16).  

 

1.1.1 Clinical relevance of persistence 

Persisters are thought to be important in clinical settings and responsible for recalcitrance of chronic 

infections due to their ability to survive prolonged antibiotic treatments followed by their 

resuscitation that can cause a therapy to fail. However, only after a discovery of persister cells in 

biofilms (15), persistence started to draw attention in clinics as a serious medical threat. Biofilm 
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infections are difficult to eradicate because bacterial cells reside in communities enclosed in a 

exopolysaccharide matrix, where they evade the immune response, but do not strongly restrict the 

penetration of antibiotics (17). Similar to liquid cultures, planktonic microbial cells showed a biphasic 

dose-dependent or time-dependent killing with the remaining small population insensitive to 

increased drug concentrations.  

Proving the connection between persistence and therapy failure is a challenging task. Persisters form 

a small subpopulation that exhibits a temporary phenotype, therefore, it is not possible to introduce 

them directly into an animal infection model (18). Instead, high doses of bactericidal antibiotics were 

applied periodically to the clinical isolates of bacterial infections to select for mutants that increase 

levels of persisters, known as high-persister (hip) mutants. This approach was used to determine the 

presence of persister cells in the isolates of Pseudomonas aeruginosa from cystic fibrosis patients (18). 

Therefore, it was suggested that the emergence of hip mutants could be a general feature of 

recalcitrant infectious diseases. Indeed, hip mutants of hipA gene were identified in clinical isolates of 

uropathogenic E. coli from urinary tract infections (19). Interestingly, hip mutants were also found in 

the isolates of eukaryotic microorganisms such as the opportunistic pathogenic yeast Candida albicans 

in patients with oropharyngeal candidiasis (20). The use of fluorescent proteins in single-cell imaging 

enabled first attempts to study persistence in animal models (21). One study examined Salmonella 

Typhimurium persister-cell formation during infection in mice (9). For that, they used a fluorescence 

dilution method that monitors the extent of bacterial replication at the single-cell level after the 

termination of green fluorescent protein (GFP) induction combined with the antibiotic treatment. The 

study revealed the presence of non-replicating bacteria in lymph nodes, which could resume growth 

in vitro in absence of antibiotics. The concept of bacterial persistence can also be applied to other 

medical problems such as failure of chemotherapy in tumor cells. Similar to bacterial persisters, cancer 

cell populations are heterogeneous and contain phenotypic variants that are responsive to the same 

chemotherapeutic agent after remission and can cause a cancer to relapse (21, 22). 

 

1.1.2 Stochastic and responsive persister formation 

Although antibiotics enhance the frequency of persister formation, persistence can arise stochastically 

as an adaptive mechanism of heterogeneous bacterial population to cope with environmental 

changes. Such evolutionary population-level tactic that is based on the pre-existing phenotypic 

diversity to increase the survival of an isogenic population in changing conditions, is known as bet-

hedging strategy (23, 24). This adaptive strategy involves spontaneous phenotypic switching of a 

certain number of individuals to different phenotypes, such as dormancy, regardless of the presence 

of a drug. This concept was for the first time directly linked to persistence in a study, which showed 

that individual, non-growing E. coli persisters form spontaneously before antibiotic exposure (6). It is 

known that all cellular processes are intrinsically noisy, leading to fluctuations in gene expression in 

individual cells (25). However, naturally occurring variations are not sufficient to trigger large 

phenotypic changes unless it involves additional regulatory processes that enhance the signal. In the 

case of persistence, stochastic persister formation is governed by the fluctuations in the expression of 

persister genes resulting in coexistence of dormant and growing cells (26).  
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Besides its spontaneous occurrence, a variety of physiological and environmental factors contributes 

to the development of persistence and leads to the increase in persister levels (4, 12, 27, 28). These 

factors include cellular aging (29), nutrient limitation (11), oxidative and acid stress (30), diauxic and 

rapid nutrient shifts (31-33), heat shock (34), quorum sensing (35), biofilm microenvironment (36) and 

sublethal concentrations of antibiotics and phagocytosis by immune cells (9). Persister levels depend 

greatly on the growth phase with very low numbers in the early exponential phase, which increase 

significantly throughout mid-exponential and stationary phase (11). This can be explained by cellular 

aging that is characterized by increased protein aggregation, which was shown to correlate with 

persister levels in E. coli (37). The hypothesis of age-induced persistence was also shown in 

Mycobacterium smegmatis treated with isoniazid as older cells showed higher survival probability 

(29). In addition, decreased nutrient availability in stationary phase cultures can cause starvation that 

was shown to stimulate persister formation (11). Moreover, reactive oxygen species that are used by 

the mammalian immune cells to antagonize microbes, such as hydrogen peroxide, lead to an increased 

persistence in E. coli and S. Typhimurium (35, 38). Bacterial communication through chemical 

signaling, a phenomenon known as quorum sensing, can also promote persister formation. Quorum 

sensing enables bacterial populations to communicate through signaling molecules and coordinate a 

group behavior by regulation of gene expression in response to fluctuations in cell density. The 

stationary phase signaling molecule indole, which is normally produced under nutrient-limiting 

conditions, was shown to induce persister formation in E. coli (35). Additionally, when co-cultured 

with E. coli, a non-indole-producing S. Typhimurium strain was more tolerant to antibiotics due to 

indole signal derived from E. coli. This suggests that indole signaling between species can induce 

persistence (38).  

 

1.1.3 Toxin-antitoxin (TA) modules 

The genetic basis of persistence was for the first time identified through the selection of chemically 

mutagenized E. coli cells that survived repetitive treatments of high antibiotic doses (39). This led to 

the isolation of bacterial strains with mutations in specific genes that increased persistence without 

increasing resistance. In particular, a high-persister mutant of the hipA gene, called hipA7, was 

identified as a gain-of-function allele that increased persistence up to 1,000-fold. Since then, several 

other approaches were used to identify genes involved in persistence, such as screening of deletion 

mutant libraries (40, 41), transposon insertion libraries (42), overexpression libraries (43), 

transcriptome analysis of isolated persisters (44, 45) and proteomic analysis of nutrient-shift induced 

persisters (46). 

Since the discovery of hipA, a gene that together with hipB constitutes a genetic toxin-antitoxin (TA) 

module (47-49), many other TA modules were found to be involved in persistence, mainly by 

employing genetic screenings. TA modules consist of two genes: one encoding a toxin that inhibits cell 

growth, and another encoding an antitoxin that inhibits toxin activity (12, 50). While the product of 

the toxin gene is always a protein that interferes with essential cellular functions, antitoxin genes 

encode either noncoding RNAs or small proteins (50). Based on the antitoxin nature and the 

mechanism by which it neutralizes the activity of the toxin, TA modules are divided in six classes (28). 
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Antitoxins of type I and type III TAs are RNA molecules that inhibit translation of the toxin messenger 

RNA (mRNA) (type I) or the toxin protein directly (type III). Antitoxins of type II and type IV TA modules 

are proteins that either form a complex with the toxin (type II) or inhibit the toxin indirectly by 

reversing its effect on the target (type IV) (28). The antitoxin of the only known type V TA module is 

an RNase GhoS that cleaves the toxin GhoT mRNA under normal conditions, whereas under stress, the 

antitoxin mRNA is degraded by the type II antitoxin MqsR, which in turn enables translation of the 

toxin GhoT (50, 51). The antitoxin of the only type VI TA module is a proteolytic adaptor protein SocA 

that promotes degradation of its cognate toxin protein SocB by the ClpXP protease system (52). TA 

modules were initially discovered on bacterial plasmids and had a role in post-segregational killing (53, 

54). Since then, TA modules have been found on the chromosomes of many different bacteria (55, 56) 

including Mycobacterium tuberculosis with 88 TA loci (57). The model organism E. coli K-12 MG1655 

encodes 19 type I, 13 type II and three type IV TA loci (Figure 2) (28). 

 

Figure 2. TA modules of Escherichia coli K-12. The chromosomal loci of all known TA modules encoded by the 
E. coli K-12 MG1655. Figure from Harms et al. (28).  

The toxins encoded by TA modules use a variety of molecular mechanisms to inhibit cellular growth 

(Figure 3) (28). Numerous toxins are nucleases that function by inhibiting replication such as DNase 

RalR (58) or translation, such as ribosome-dependent mRNA endonucleases of the RelE superfamily 

(59), ribosome-independent mRNA endonucleases (such as MazF and HicA) (60, 61), or VapC family 

toxins that cleave tRNAs or rRNAs (62). In contrast, some toxins modify their target proteins through 

posttranslational modification, such as protein kinases HipA and Doc that inhibit translation by 

phosphorylating their main substrates GltX and EF-Tu, respectively (63, 64). Some other toxins are 

AMP transferases of the FicT family that adenylate and inactivate DNA gyrase and topoisomerase IV 

(65) or N-acetyltransferases, such as TacT, that acetylate tRNA leading to translation inhibition (66). 

The membrane-associated toxin Hok decreases the potential of bacterial membrane leading to a 

decrease in cellular energy levels and induction of the persistent state (67). 
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Figure 3. Different molecular mechanisms by which toxins of TA modules interfere with essential cellular 
processes to inhibit growth. Figure from Harms et al. (28). 

It is well established that TA modules play a central role in persistence, with thousands of type II TA 

loci identified across many free-living bacteria (50). Members of type II TA module represent the 

largest and the best-studied TA class in which both, toxin and antitoxin are proteins. In E. coli K-12, 11 

of 13 type II TA modules encode toxins which are mRNA endoribonucleases (mRNases) (relBE, 

yefM/yoeB, yafNO, dinJ/yafQ, higBA, prlF/yhaV, mqsRA, mazEF, chpSB, hicAB and rnlAB), one is an 

topoisomerase I specific inhibitor (topAI/yihQ) and one is a protein kinase (hipBA). The main control 

mechanism of toxins encoded by type II TA modules is based on the direct interaction of toxin and 

antitoxin proteins that form a complex, in which the active site of the toxin is blocked. In contrast to 

the stable toxin, the antitoxin proteins are labile and thus highly susceptible to proteolysis. Therefore, 

under stress conditions, ATP-dependent cellular proteases selectively degrade antitoxins, which 

enables a quick release and activation of the toxin. In E. coli, antitoxins are predominantly degraded 

by the Lon protease, while some are recognized by ClpA or ClpX chaperones and degraded by the ClpP 

protease (68). Elevated amounts of free toxins lead to the generation of persister cells that coexist 

with the actively growing cells within a genetically uniform population. The regulation of observed 

phenotypic variability was investigated by a single cell study that established a threshold-based 

mechanism of TA-mediated bacterial persistence (26). In this mechanism, cells become transiently 

dormant when the amount of the toxin is higher than a certain threshold of expression, which is 

specific for each toxin. Fluctuations in toxin amounts above and below this threshold result in co-

existence of persistent and growing subpopulations.  
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Type II antitoxins typically have two protein domains, an N-terminal DNA-binding domain and a C-

terminal domain that directly binds and inhibits the cognate toxin (69). Via its DNA-binding domain, 

an antitoxin can bind to one or more operators located in the promoter region upstream of its 

respective TA loci to repress the transcription (50). In many cases, toxins can form a complex with 

antitoxins in variable stoichiometry to regulate transcriptional auto-repression, known as “conditional 

cooperativity” (70). This transcriptional autoregulation of type II TA modules is based on the ratio of 

toxin and antitoxin subunits in TA complexes. At low T:A ratios, the TA complex is stable and represses 

the transcription of TA mRNA, which ensures a minimal expression of the TA locus during normal 

growth conditions. This enables an immediate release of the toxin from the TA complex upon TA 

module activation. When the levels of free toxins are elevated due to antitoxin degradation, the T:A 

ratio increases and destabilizes the binding of the TA complex to DNA, causing transcriptional de-

repression of the TA operon. When the signal for antitoxin degradation is gone, expression of TA locus 

produces high amount of antitoxin, which binds and inhibits the free toxin and restores transcriptional 

repression (28). Conditional cooperativity was observed for relBE TA module (70), but has not yet been 

shown experimentally for hipBA. 

 

1.1.4 The hipBA TA module and HipA kinase 

The first gene linked to persistence was hipA (high persister protein A) gene discovered in E. coli by 

the isolation of a gain-of-function allele hipA7 in 1983 by Moyed and colleagues (see 1.1.3) (39). It 

showed a major increase in persistence of up to 1,000-fold due to two amino acid substitutions (G22S 

and D291A) in the HipA protein (11, 49). This allele has recently been detected in pathogenic and 

commensal strains of E. coli clinical isolates from patients with urinary tract infections (19). Almost a 

decade after the discovery of the hipA7 allele, it was found that hipA and an upstream located gene 

hipB are organized in the hipBA operon (47). Based on the inability to obtain deletion mutants of hipB 

alone (71, 72), it was suggested that HipA is toxic. Indeed, ectopic overproduction of HipA at low levels 

causes growth inhibition by attenuating protein synthesis, DNA replication and transcription, and 

strongly increases persistence (73). Growth inhibition can be counteracted by the production of HipB, 

which interacts directly with HipA and neutralizes its toxicity (72, 73). Therefore, the hipBA operon 

was classified as a type II TA module, which consists of the toxic, 440-residue protein HipA that is co-

transcribed with the 88-residue, DNA-binding antitoxin protein HipB (48, 49). Moreover, HipA and 

HipB can form a protein complex that autoregulates the transcription of the hipBA operon by binding 

to its common promoter (19, 72). Increased activity of HipA during antibiotic treatment is the result 

of HipB degradation by Lon protease that enables the release of active HipA (74). Unlike other E. coli 

toxins, HipA was suggested to be a protein kinase based on a comparative sequence analysis (75). The 

predicted kinase activity was supported by the observation that HipA is able to autophosphorylate on 

Ser150. The substitution of Ser150 with alanine yielded an inactive HipA protein, overproduction of 

which did not abolish cell growth and resulted in decreased persistence to different antibiotics, 

implicating that the kinase activity of HipA is necessary for persister phenotype (75). Although the 

HipA toxin was discovered to be involved in persistence more than three decades ago, the core 

molecular mechanism was unknown until recently. The first structural analysis of HipA revealed the 
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existence a eukaryotic serine/threonine (Ser/Thr) kinase-like fold, and based on in vitro experiments, 

it was initially proposed that HipA inhibits cell growth by phosphorylating the translation elongation 

factor EF-Tu (76). However, it was later found that HipA in fact phosphorylates the glutamate-tRNA 

ligase (GltX, also known as glutamyl-tRNA synthetase GluRS), causing the halt of translation and 

inducing persistence (63, 77). Phosphorylation of the conserved residue Ser239 has an inhibitory effect 

on the aminoacylation activity of GltX (63) preventing the transfer of glutamate to tRNAGlu (Figure 4). 

Phosphorylation of GltX is enhanced upon binding of tRNAGlu to the protein, causing a conformational 

change of the conserved flexible loop that contains Ser239, which becomes more exposed in 

phosphorylated state (63). Consequently, uncharged tRNAGlu accumulates at the ribosomal A-site and 

triggers the production of (p)ppGpp by RelA (78). Increased amounts of (p)ppGpp inhibit the enzyme 

exopolyphosphatase (PPX) that degrades polyphosphate (Poly(P)) and causes accumulation of Poly(P) 

synthesized by polyphosphate kinase (PPK). It has been suggested that Poly(P) stimulates Lon protease 

to degrade HipB and antitoxins of other type II TAs, which in turn activates the release and production 

of toxins (79). Most of these toxins are mRNases that inhibit translation further by cleaving mRNA (80).  

 

Figure 4. Molecular model of HipA-mediated growth inhibition and persistence and genetic organization of 
the hipBA operon in E. coli K-12. Free HipA phosphorylates and inhibits the glutamate-tRNA ligase (GltX); 
uncharged tRNAGlu accumulates at the ribosome and triggers RelA-dependent synthesis of (p)ppGpp. The 
(p)ppGpp inhibits the exopolyphosphatase (PPX) and activates polyphosphate kinase (PPK) to synthesize 
polyphosphate (Poly(P)). Poly(P) stimulates Lon protease to degrade HipB and antitoxins of other TA modules to 
induce persistence. Figure adapted from Germain et al. (79). 

HipA is structurally homologous to the human cyclin-dependent kinase 2 (CDK2) and adopts a Hanks-

type kinase fold (see 1.2.6) (76, 81), but is distantly related to this type of Ser/Thr kinases (82). It also 

has all catalytic residues found in other prokaryotic and eukaryotic kinases, including the putative 

catalytic base Asp309. The first protein structure of HipA in the absence of HipB was obtained by 

crystallization of the HipA D309Q mutant, in which replacement of Asp309 in the active site prevented 

HipA to induce growth inhibition and persistence (75). HipA is a 50 kDa globular protein composed of 
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distinct N- and C-terminal domains, which form a cleft in which ATP binding site is situated. The 

unusual P loop motif (151-VAGAQEKT-158), that is part of the ATP binding pocket, was found to be 

disordered in the structure of HipA phosphorylated on Ser150 (81). Although it was initially suggested 

that this regulatory site is necessary for the kinase activation (75), structural studies and in vitro ATP 

binding assays showed that phosphorylation of Ser150 in fact inhibits HipA activity. In the structure of 

non-phosphorylated HipA, Ser150 is buried in the protein core and the P loop motif adopts an “in-state” 

conformation (81). Upon Ser150 phosphorylation, P loop motif is ejected from the protein hydrophobic 

core due to steric clashes of Ser150 and adopts an “out-state” conformation that disrupts the ATP-

binding pocket (81). Unexpectedly, the structure of a HipA S150A mutant revealed similar “out-state” 

conformation of the P loop motif due to inability of Ser150 to form a hydrogen bond with Leu64. Thus, 

this disordered conformation explains the HipA S150A phenotype (75). 

Under normal cellular conditions, HipA activity is neutralized by the antitoxin HipB, which also 

functions as a transcriptional autoregulator of the hipBA operon. HipB is a 10 kDa protein that binds 

DNA via a helix-turn-helix (HTH) motif (47, 76). Specifically, HipB represses the hipBA operon by 

binding cooperatively to four operators within the hipBA promoter region with the palindromic 

consensus sequence TATCCN8GGATA, where N8 refers to a 8 base pair spacer (47). The HipA-HipB2 

complex binds the operators with even higher affinity compared to HipB alone and causes strong 

hipBA operon autorepression (47). In the structure of the HipA-HipB-DNA complex bound to two 

operators, HipB dimers bind one HipA molecule and induce substantial bending of the DNA strand, 

enabling dimerization of HipA with other HipA protein and binding of HipB dimers to the second 

operator (Figure 5) (19). This blocks the access of RNA polymerase to the -35 and -10 elements of the 

hipBA promoter, which disables transcription resulting in a low hipA and hipB expression (19). HipA 

dimerization blocks the active sites of both HipA molecules, possibly to prevent the ejection of the P 

loop motif to keep HipA in a non-phosphorylated, active state upon its release. In addition, the 

sequence of the hipBA operators was found in the promoter regions of 33 other genes in E. coli 

genome and it was shown that HipB binds to the promoter region of the relA gene (83). Therefore, 

HipB serves as a transcriptional regulator of multiple other genes beyond the hipBA TA module.   

 

Figure 5. Structure of two HipA-HipB2-DNA complexes bound to operators of hipBA promoter. (A) Active sites 
of HipA, indicated by ATP molecules, are blocked by HipA dimerization of two HipA-HipB2-DNA complexes. (B) 
Locations of HipA7 mutations (G22S, D291A) in two HipA-HipB2-DNA complexes situated far from the active 
sites. Gly22 and Asp291 are shown as green spheres. Figure adapted from Schumacher et al. (19). 
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The HipA7 mutant (G22S and D291A) is a common model used for studying persistence (5, 6, 26), 

because bacterial populations carrying the hipA7 allele exhibit high survivor frequencies of up to 1% 

when treated with ampicillin (11, 39, 49). Unlike HipA, an ectopic overproduction of the HipA7 variant 

has only minor effects on cell growth and protein synthesis, but nevertheless increases persistence 

similarly to the wild-type HipA (73). Although a D291A mutation, located close to the HipA-HipB 

interface, was initially thought to be important for an observed persistence phenotype of the hipA7 

strain (49), it was later elucidated that this mutation has a dampening effect (19). An increase in 

persistence was explained by the weakened interaction between two HipA7 molecules in the 

promoter complex with HipB mainly due to the substitution of Gly22 to serine, located in the HipA 

dimer interface (Figure 5) (19, 26). In this complex, active sites of wild-type HipA are normally blocked, 

leaving HipA inactive, whereas a G22S substitution impairs HipA7 dimerization and releases HipA7 

from the promoter complex. This causes de-repression of the promoter and accumulation of unbound 

HipA7, which then leads to a higher persistence. Although this model explains a high persister 

phenotype of hipA7, it still remains elusive why HipA7 is seemingly less toxic than HipA. Altogether, a 

striking difference in the HipA and HipA7 led to the suggestion that persistence and growth inhibition 

by HipA could be two separate phenotypes caused by two distinct functions of HipA (73).  

 

1.1.5 The relBE TA module and RelE mRNase 

The majority of type II toxins are endoribonucleases (RNases) (50), that inhibit translation by RNA 

cleavage. In E. coli K-12, 11 out of 13 type II toxins are mRNases (28), that either bind to the A site of 

the ribosome and cleave ribosome-associated mRNA (ribosome-dependent mRNases), or cleave 

mRNA in absence of the ribosome (ribosome-independent mRNases) (84). The relBE locus of E. coli 

encodes the RelE toxin, a ribosome-dependent mRNase that inhibits translation efficiently by mRNA 

cleavage at the ribosomal A-site of the 30S subunit (Figure 6) (85-87). RelE occupies the A site and 

cleaves mRNA strands after the second nucleotide in specific codons using its catalytic residues Tyr87 

and Arg81 (87). Initially, a high codon specificity was observed in vitro, with a cleavage preference after 

the second position of the UAG stop and CAG (glutamine) sense codon, and a lower efficiency for the 

UAA and UGA stop codons and the UCG (serine) sense codon (88). Later in vivo study on a few highly 

expressed genes and global ribosome profiling data from overproduced RelE revealed a more relaxed 

specificity with a cleavage preference before G in the third position of the codon (89, 90). Upon RelE 

cleavage, ribosomes are stalled from damaged mRNA and recognized by transfer-messenger RNA 

(tmRNA), a small RNA molecule required for rescuing stalled ribosomes and allowing ribosome 

recycling (91). Indeed, cells lacking tmRNA showed enhanced sensitivity to the presence of RelE and 

overproduction of tmRNA counteracted RelE toxicity (59). Trans-translation is a unique process in 

bacteria in which tmRNA, together with the SsrA-binding protein SmpB and EF-Tu, adds an alanine 

from a tRNA-like domain of tmRNA to the unfinished polypeptide. A specific reading frame within 

tmRNA is translated into a specific short tag sequence (ANDENYALAA) that is added to the polypeptide 

(92). The resulting polypeptide carries the C-terminal tag, which is recognized and degraded by various 

cellular proteases (ClpXP, ClpAP, Lon, FtsH and Tsp) in order to protect the cells from non-functional 

trans-translation products (91).  
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Figure 6. Molecular model of RelE-mediated translation attenuation by mRNA cleavage in E. coli and genetic 
organization of the relBE operon. RelB promoter can be transcriptionally auto-regulated by RelB or the RelBE 
complex. Lon protease degrades RelB and releases RelE toxin, which cleaves mRNA between the second and the 
third base of the codon in the ribosomal-A site. tmRNA is associated with the ribosome at the A site ready to 
deliver alanine to the polypeptide chain. Figure adapted from Christensen and Gerdes (59). 

Growth inhibition caused by overproduced RelE is counteracted by direct protein-protein interaction 

with its antitoxin RelB (Figure 6) (86). Like HipB, RelB also autoregulates transcription of its TA module 

by direct binding to the relBE promoter region, but RelB alone has only a weak affinity for its operator 

and the RelB2-RelE complex represses relBE transcription much more efficiently (93). However, an 

increase in the RelE concentration, caused by the Lon-dependent degradation of RelB (85), changes 

the RelB:RelE ratio and leads to the formation of an RelB2-RelE2 complex with a 1:1 ratio, which cannot 

bind DNA (71). The destabilization of DNA binding occurs because the additional RelE molecule would 

clash with the adjacent RelB2-RelE2 complex (94). This mechanism of transcriptional autoregulation by 

the titration of the toxin-antitoxin stoichiometry is known as “conditional cooperativity” (see 1.1.3) 

and was observed for several other type II TA modules, such as phd/doc, ccdAB, vapBC or kis/kid (95-

98). Moreover, expression of the relE toxin activates transcription of several other TA operons (mqsRA, 

mazEF, dinJ/yafQ, hicAB, yefM/yoeB, prlF/yhaV) (99). The produced TA transcripts are cleaved and 

antitoxin-encoding mRNA fragments are rapidly degraded, while toxin-encoding mRNA regions are 

accumulated. Similarly, transcription of the relEB operon was activated in response to the 

overproduction of other toxins, such as MazF, MqsR, HicA and HipA, but not of YafQ, showing a 

specificity in transcriptional cross-activation of TAs. Therefore, a mutual cross-interaction of different 

TA modules and the cleavage of their transcripts towards increase in the toxin products enables a 

positive feedback loop, which leads to the induction of persistence. 

 

1.1.6 Signaling pathways and other mechanisms involved in persister formation 

Various intracellular signaling pathways control formation of persisters, such as stringent and SOS 

response. The stringent response is a central stress response mechanism that controls persistence 

through production of the alarmones guanosine tetraphosphate (ppGpp) and guanosine 

pentaphosphate (pppGpp), collectively known as (p)ppGpp (100). In E. coli, amino acid starvation and 

heat shock activate the GTP pyrophosphokinase RelA to synthesize (p)ppGpp, whereas nitrogen, 

carbon, iron, phosphate and fatty acid deprivation activate the bifunctional (p)ppGpp 
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synthase/hydrolase SpoT. The (p)ppGpp alarmone is synthesized from ATP and either GDP or GTP by 

RelA and SpoT and subsequently degraded by SpoT to pyrophosphate and either GTP or GDP (100, 

101). (p)ppGpp can also be degraded rapidly by pppGpp pyrophosphatase GppA (102). In 

exponentially growing cells, (p)ppGpp is present at basal levels and is responsible for the fine-tuning 

of the metabolism (100). In stress conditions, increased (p)ppGpp levels reprogram the cellular 

metabolism by altering the transcription of numerous genes and by a direct binding to target proteins 

(103). During stringent response in E. coli, ppGpp interacts directly with the RNA polymerase and, 

together with the transcription factor DksA, inhibits the transcription from the promoters of stable 

RNA (rRNA and tRNA) for the expression of amino acid biosynthesis and stress response-related genes 

(103). For example, a sigma factor RpoS, a master transcription regulator of stationary phase and 

general stress response, was shown to regulate persister formation (104). Generally, E. coli mutants 

lacking relA and spoT produce less persisters due to decreased levels of (p)ppGpp (105). High levels of 

(p)ppGpp are connected to the elevated expression of TA modules and increased activity of toxins, 

which indicates that TA modules are regulated by the stringent response (4). In favor of this 

hypothesis, a recent model suggested that increased amounts of (p)ppGpp inhibit 

exopolyphosphatase PPX and promote synthesis and accumulation of polyphosphate (Poly(P)) by 

polyphosphate kinase PPK, which stimulates Lon protease to degrade type II antitoxins (Figure 4). In 

contrast to type II protein antitoxins, type I TA antitoxins are RNA molecules, which cannot be targeted 

by Lon. So far, it has been shown that the expression of toxin HokB is induced independently of Lon 

or Clp proteases, but by the GTPase Obg, most likely due to direct interaction of Obg with (p)ppGpp 

(67). The direct interaction of (p)ppGpp with Obg and several other GTPases in S. aureus demonstrated 

their enzymatic inhibition (106).  

Because bacterial persistence is based on the inhibition of DNA replication along with other processes, 

the SOS response was believed be important for persister formation. Indeed, E. coli mutants lacking 

the SOS response genes lexA, recA or recB showed a reduced ability to form persisters under 

ciprofloxacin treatment (107).  Whereas the SOS response is obviously important for the induction of 

DNA repair mechanisms in the presence of fluoroquinolones, which are antibiotics that cause direct 

DNA damage, the SOS regulon was also upregulated in persisters tolerant to β-lactams (108). This is 

due to the fact that the SOS response activates two type II (dinJ/yafQ and yafNO) and two type I TA 

modules (tisB/istR and symE/symR) (109). For example, SOS response mechanisms are associated with 

the induction of the toxin TisB to increase persistence by decreasing the proton motive force and ATP 

levels (110).  

Besides TA modules, many other factors have been suggested to be involved in persistence, but their 

function is much less investigated. For example, the action of aminoglycosides that corrupt the 

translation can be avoided by ribosome hibernation, a process in which ribosomes form inactive 

dimers (111). The ribosome modulation factor RMF, a key factor of the ribosome hibernation, was 

found to be strongly expressed in persister cells (108). Similarly, persisters seem to inactivate cell 

growth and the main target of β-lactams, peptidoglycan synthesis, in order to escape the effects of 

this antibiotic (112). Moreover, there was evidence for an increased expression of genes encoding 

efflux pumps under β-lactam treatment, particularly TolC, which resulted in reduced antibiotic 

concentrations in persister cells due to an enhanced antibiotic efflux (113). 
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1.1.7 Metabolic activity of persisters and persister resuscitation 

Although persister cells enter a non-dividing dormant state that was assumed to be prerequisite for 

antibiotic tolerance, it does not mean that persisters are necessarily metabolically inactive. Global 

transcriptome studies performed either on stochastically formed persister cells isolated by FACS 

sorting, or on persisters enriched by ampicillin treatment, revealed an increased expression of stress 

response genes and TA modules, as well as downregulation of flagellar and metabolism associated 

genes (45, 108). It was later shown that persister cells induced by nutrient depletion are metabolically 

active (46). The consumption of the available carbon sources for respiratory energy production 

enables persister cells to sustain the maintenance of the cell associated with growth arrest. Moreover, 

persisters induced by overexpression of hipA and mazF were also found to take up glucose and oxygen, 

and maintain high ATP levels during growth inhibited states, suggesting that persister populations 

have active metabolism (78, 114). In line with that, enhanced drug efflux activities and an increased 

expression of the efflux pump tolC was associated with a lower drug accumulation and higher 

persistence in E. coli (113). This demonstrated that a passive defense against antibiotics through 

dormancy and active processes are co-regulated to achieve and maintain persistence. In fact, it was 

shown by several studies that a lack of growth is not necessary for persistence induction (16). Rapidly 

growing bacteria can form persisters prior to exposure to antibiotics, and growth inhibition and 

reduced metabolic activity simply increase the probability of persister formation (115). Likewise, 

growth inhibition is not a guarantee for persister formation, because only a minority (less than 1%) of 

a growth arrested population exhibits persistence. Altogether, persistence is triggered by different 

stress responses occurring in parallel, resulting in a metabolically active, growth-inhibited state (27).  

Recently, there have been suggestions that persistence and resistance are more connected than 

initially assumed. More precisely, persister cells may function as a pool of surviving cells, which are an 

intermediate state that contributes to the emergence of resistance-conferring mutations (4, 27). The 

residual metabolic activity and low cell division rates in the presence of antibiotics raised the 

possibility that persisters accelerate mutagenesis and horizontal gene transfer, due to an induced 

stress responses. However, further research needs to be done to confer these suggestions.  

Persister survival ultimately depends on their ability to resuscitate from dormancy and revert to 

growth conditions in the absence of antibiotic stress. Persister resuscitation is suggested to be a 

stochastic event occurring in a temporally random manner, enabling the population to test if the 

environmental conditions improved (26). The actual molecular mechanisms underlying resuscitation 

are largely unknown and remain elusive because of the lack of experimental approaches. However, 

for type II TA modules it has been suggested that conditional cooperativity modulates toxin/antitoxin 

ratios to promote regrowth and serve for a rapid recovery upon a renewal of the antitoxin pool. It is 

known that toxin-induced growth inhibition can be rescued by overexpression of the antitoxin or the 

target (63). A mathematical model proposes that antitoxins buffer increased amounts of free toxin by 

complex formation and transcriptional autoregulation (116). This results in the increase in antitoxin 

abundance when the signal for its degradation is absent, and leads to neutralization of the toxin that 

in turn triggers resuscitation. Other mechanisms could also be involved in a fast response, such as 

regeneration of corrupted targets in case of the Salmonella toxin TacT (66). The acetyltransferase TacT 
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inhibits translation by acetylation of amine groups of amino acids charged onto their cognate tRNA, 

whereas the peptidyl-tRNA hydrolase Pth releases uncharged tRNA and promotes growth resumption.  

 

1.1.8 Eradication of persisters 

Bacterial persistence is undoubtedly an increasing problem in the public health demanding the 

development of more efficient therapies to eradicate persisters. The design of new antimicrobial 

molecules is currently based either on direct killing of persisters or on potentiating conventional 

antibiotics (4). Despite being dormant and in the state of slow growth, persisters are metabolically 

active at a low extent with a residual activity, providing a target for new drugs. Therapies that directly 

kill persisters usually target either the cell envelope or DNA, or involve a combination of antibiotics 

corrupting multiple targets. For example, antimicrobial dendrimeric peptides with repeating arginine 

or tryptophan residues effectively eradicated planktonic cells and biofilms of P. aeruginosa, probably 

by disrupting the outer cell membrane (117). Some anti-cancer drugs, such as mitomycin C, were 

tested in their ability to kill persister cells, although their applicability remains questionable due to 

strong side effects in patients. Mitomycin C is reduced in the cell cytoplasm where it leads to cross-

linking of two DNA strands. An efficient treatment against persisters in planktonic cultures and 

biofilms of commensal E. coli K-12 was proven, as well as against pathogenic strains of E. coli, S. aureus 

and P. aeruginosa (118). Instead of directly killing persister cells, compounds can also be designed to 

inhibit their formation. The most obvious way would is to target TA modules by developing toxin-

specific inhibitors, which inhibit the transition to the persistence state (50). Due to the high 

redundancy of TA modules in bacterial genomes, targeting a single TA module would likely not inhibit 

persistence; rather, a combination of different toxin inhibitors might be required. Several novel HipA 

inhibitors were discovered using a structure-based virtual screening study. These inhibitors reduced 

persistence in E. coli when combined with ampicillin and kanamycin (119). Furthermore, TA modules 

can be used as a template for designing drugs that would mimic the activity of toxins and therefore 

interfere with essential processes in bacteria. Example for this strategy is the ParE toxin, which was 

used to design and synthesize a series of linear peptides that efficiently inhibited DNA gyrase (120).  

Besides the inhibition of persister generation, a promising strategy to eliminate persisters could be 

the reverting of already existing persister cells to a normal, drug-sensitive state in combination with 

applying conventional antibiotic treatments. For example, simple sugars like mannitol and fructose 

can be used to induce the import of aminoglycoside antibiotic like gentamicin by increasing a proton-

motive force and thus enhance the antibiotic killing in E. coli and S. aureus biofilms (121). In addition, 

fatty acid signaling molecule cis-2-deconic acid is able to revert P. aeruginosa and E. coli persister cells 

to a metabolically active state and, in combination with ciprofloxacin, efficiently reduce the number 

of persisters (122). Alternatively to a conventional target-inhibition approach, some targets are rather 

suitable for corruption in the active state. One example is the acyldepsipeptide antibiotic ADEP4 that 

activates ClpP-protease and actively reduces its specificity for misfolded proteins (123). This turns ClpP 

into a non-specific protease causing unregulated protein degradation and self-digestion of the cells. 

In combination with rifampicin to limit resistance development, ADEP4 efficiently killed S. aureus in 

biofilms and in a mouse infection model.   
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1.2 Mass spectrometry-based proteomics 

Mass-spectrometry (MS)-based technologies have emerged as a powerful method for identification 

and quantification of proteins and protein posttranslational modifications (PTMs) in biological 

systems. Proteins are dynamically organized into functional modules and complex networks 

distributed across different locations in the cell, collectively known as the proteome (124). Overall, 

MS-based proteomics enables determination of the quantitative state of the proteome through large-

scale, systematic analysis of proteins to provide insights into complex phenotypes and biological 

processes. Current state-of-the-art MS-technology provides high throughput and robust 

measurements characterized by high sensitivity, accuracy and resolution that are needed for 

comprehensive studies of entire cellular proteomes. Such complete and reliable analyses on a routine 

basis are prerequisite for hypothesis-driven investigations and systems biology studies. Tremendous 

improvements in MS-based proteomics have already been demonstrated by the ability to catalogue 

the complete proteome of simple organisms such as bacteria or yeast achieved already one decade 

ago (125). Improvements in instrumentation have allowed comprehensive analysis of the entire yeast 

proteome is possible in a single measurement (126). Efforts have also been made to map the human 

proteome by a large collection of experiments from different cell types (127, 128). Recently, the 

deepest proteome of a human single-cell type has been achieved by the improvements in the 

chromatographic separation methods and MS instrumentation that enabled identification of more 

than 14,200 protein isoforms (129). 

The most widely used strategy in MS-based proteomics is the bottom-up approach, in which peptides 

derived from digested proteins are measured by MS and used as proxies for respective proteins (130). 

In a typical shotgun proteomic workflow proteins are isolated from a biological source such as cells, 

tissues or body fluids, and enzymatically digested into short peptides (Figure 7). Peptides are then 

separated by liquid chromatography (LC) and subjected to electrospray ionization (ESI) to spray ions 

directly into an online-coupled mass spectrometer (LC-MS/MS). Separation, ionization, MS 

measurement and subsequent data interpretation of intact proteins is much more challenging 

compared to simple peptides due to high complexity of multiply charged protein molecules (131). 

Therefore, the shotgun proteomic approach is still the method of choice for large-scale studies. 

Protein digestion with trypsin generates peptides that are typically 10 - 20 amino acids long and their 

mass-to-charge ratio (m/z) is accurately measured by mass analyzer at the first level (MS1). Following 

MS1, precursor ion is subjected to a fragmentation and m/z values of specific fragment ions are 

measured in the MS2 (MS/MS or tandem MS) spectrum. The specific fragment ion pattern of each 

peptide is matched to the database to retrieve the information about the peptide sequence. In 

contrast to peptide-based strategy, in the top-down strategy intact proteins are directly subjected to 

the mass spectrometer where the mass of the entire protein and its fragments are measured (132). 

This approach is still limited to single proteins and very simple protein mixtures, but has the advantage 

to achieve complete sequence coverage, full characterization of protein isoforms and quantification 

of PTMs that coexist on the same protein. However, due to technical challenges regarding proteome 

coverage, throughput and sensitivity, top-down proteomics is lagging substantially behind bottom-up 

approaches (133). Recently, a middle-down approaches that analyses 50 – 60 amino acid long N-
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terminal peptides have been used to study combinatorial PTMs in the context of heavily modified 

histone proteins in eukaryotes (134).  

 

Figure 7. Workflow for high-resolution mass spectrometry-based proteomics. Proteins isolated from cells or 
tissues are digested into peptides (e.g. by trypsin), which can be first pre-fractioned (e.g. by strong anion 
exchange chromatography) and then subjected to the nanoscale reverse phase liquid chromatography coupled 
online to the high-resolution mass spectrometer (LC-MS/MS). As the peptides elute from the column, their 
accurate mass-to-charge ratio (m/z) is measured in the mass spectrometer, followed by the fragmentation of 
specific precursor ions to generate characteristic MS/MS spectrum. Figure taken from Mann M. (135). 

To achieve deep proteome analysis, the complexity of peptide mixtures can be reduced by introducing 

a pre-fractionation step prior to LC-MS/MS measurement. Traditionally, two dimensional 

polyacrylamide gel electrophoresis (2D-PAGE) in combination with matrix-assisted laser 

desorption/ionization (MALDI) mass spectrometry was the main proteomic technology used before 

the development of MS-based methods (136). Although 2D gel-based protein separations are 

outdated and barely used, 1D gel electrophoresis remains a popular approach for protein separation 

and sample purification, known as GeLC-MS/MS (137). Alternatively, proteins can be separated by a 

solution-phase isoelectric focusing (IEF) in a gradient of pH. Protein digestion can be carried out either 

in solution or in the gel by using proteases such as trypsin or endoproteinase Lys-C that cleave 

specifically C-terminal to lysine and/or arginine residues. Alternatively, other proteolytic enzymes with 

different specificities, such as chymotrypsin, Asp-N, Glu-C, Arg-C or Lys-N can be used to increase the 

sequence coverage or to obtain specific peptides that contain a modification at a particular position 

(136). In addition, digestion with these enzymes ensures that the majority of the peptides are multiply 

charged following ionization. Protein digestion increases sample complexity further and a standard 

nano-LC-MS/MS setup, which uses reversed-phase (RP) chromatography to separate peptides under 

low pH, is not sufficient for extensive fractionation of more complex proteomes. Therefore, efforts 
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have been made to develop orthogonal off line separation methods with high chromatographic 

resolution as an additional fractionation step to boost the proteome coverage and dynamic range. 

Several peptide-base chromatographic techniques that are widely used include strong anion exchange 

(SAX), strong cation exchange (SCX), hydrophilic SAX (hSAX) (138), hydrophilic interaction (HILIC) or 

high pH RP chromatography (136, 139, 140). Latter has been increasingly used as the measurement of 

many fractions in a combination with very short LC gradients and fast scanning MS/MS method 

enables increased sensitivity and deep proteome coverage (129). 

 

1.2.1 LC-MS/MS Instrumentation 

In a standard shotgun LC-MS/MS setup, peptides are first separated based on their hydrophobic 

properties on an analytical chromatographic column that is commonly packed with reversed-phase 

octadecyl carbon chain (C18) material. Peptides interact with C18 stationary phase and are resolved 

according to their hydrophobicity with a gradient of increasing organic solvents compatible with MS 

such as acetonitrile. The use of long and narrow capillary RP columns with small one micrometer-sized 

particles improved the sensitivity, resolution and peak capacity (141). However, the backpressure in 

LC depends on the size of the beads and such long columns combined with small particles increase 

the backpressure generated by the pumps of the LC system (142). Therefore, ultra-high performance 

LC (UHPLC) instruments are now routinely used in combination with nanoliter flow rates that allow 

for low sample amounts and result in high analytical sensitivity due to large concentration efficiency 

(143). Nanoflow LC (nanoLC) systems are compatible with a soft ionization technique, electrospray 

ionization (ESI) that revolutionized the field of proteomics (144). ESI can be directly coupled to liquid 

chromatography allowing for a direct transfer of analyte molecules into the mass spectrometer. 

Charged analytes are ionized and transferred from the liquid into the gas phase by applying high 

voltage (2-5 kV). This results in the dispersion of charged droplets into a fine spray followed by the 

evaporation of solvent molecules and electrostatic repulsion of charged analyte that finally enters the 

mass spectrometer. In contrast to ESI, MALDI ionization technique uses short laser pulses applied on 

the analyte that is mixed and crystalized with absorbing matrix (145).  

After ESI ionization, charged molecules in the gas phase are guided in the mass spectrometer by 

pressure differential (vacuum) and by ion optics (RF lens, inject and bent flatapole) using voltages, 

which also focuses ions and filters neutrals or ions of opposite polarity (Figure 8). High vacuum also 

prevents uncontrolled collision of ions with air molecules that induces their unwanted fragmentation. 

The essential component of every mass spectrometer is a mass analyzer. The release of the first 

Orbitrap-based mass spectrometer in 2005, which incorporated an Orbitrap mass analyzer and a linear 

ion trap (LTQ), played a key role in the evolution of MS-based proteomics (Figure 7) (146). Since then, 

a variety of Orbitrap-based instruments have been developed with significant improvements in their 

performance regarding the resolving power, sensitivity, sequencing speed, dynamic range and mass 

accuracy (147, 148). The Orbitrap mass analyzer consists of a central spindle and outer barrel-like 

electrode that enable injected ions to be electrostatically trapped, while rotating around the central 

electrode and performing axial oscillation (149, 150). Oscillating ions induce an image current into the 

outer electrodes and these signals are then converted from time to frequency domain by Fourier 
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transformation. The frequency of axial oscillation is a characteristic of the ion m/z value and therefore 

frequencies are simply converted into a mass spectrum. The Orbitrap works in combination with an 

external ion storage device (C-trap), which collects ions and ensures that short ion packages are 

injected into the Orbitrap (Figure 8). Taken together, the Orbitrap mass analyzer enables high mass 

accuracy of sub-1-ppm, extremely high resolution and fast measurements ideal for high-throughput 

large-scale analyses. Latest ultra-high-field Orbitrap mass analyzer enables even faster scanning mode 

and therefore shorter injection times allowing for a high number of MS/MS spectra acquisitions or a 

shorter total measurement time (147). This improvement also enabled that both, MS and MS/MS, 

spectra are recorded in the Orbitrap analyzer in the newest generation of Orbitrap instruments (Q 

Exactive series). Previously, a quadrupole linear ion trap (IT) mass analyzer was used in hybrid MS-

systems for ion selection, fragmentation and acquisition of MS/MS spectra due to its higher speed and 

sensitivity on the cost of the lower resolution and mass accuracy. However, quadrupole analyzers are 

still used in modern hybrid Orbitrap instruments, as they allow for high ion filtering and isolation 

efficiency with improved ion transmission, such as in the case of a segmented quadrupole (Figure 8) 

(151).  

 

Figure 8. Main components of the Q Exactive HF (Thermo Scientific) mass spectrometer. The instrument 
consists of a stacked-ring ion guide (S-lens), an injection flatapole, a bent flatapole that ejects solvent droplets 
and neutral species, a segmented quadrupole mass filter for improved transmission, a C-trap that injects ions 
into the Orbitrap mass analyzer and the higher energy collisional dissociation (HCD) cell for peptide 
fragmentation. Figure adapted from Scheltema et al. (151). 

After MS1 (full scan) spectrum is recorded in the Orbitrap with high mass accuracy, precursor ions of 

specific masses are selected in the segmented quadrupole and transferred into the higher energy 

collisional dissociation (HCD) cell for the fragmentation (Figure 8). The HCD cell is an octopole collision 

cell, in which differential voltages are applied to increase the kinetic energy of the ions which undergo 

collisions with nitrogen molecules (152). This collision induces fragmentation that occurs primarily on 

the weakest bonds in the peptide, such as the amide bond of the peptide backbone (131). 

Predominant fragment ions produced by collision-induced dissociation (CID) in the ion trap or by HCD 

are called b ions, when the charge is retained by the amino-terminal part of the peptide, and y ions, 

when the charge is on the carboxy-terminal part (Figure 9). Resulting fragment ions are then 

transferred back to the C-trap and their mass is measured in the Orbitrap. Because the cleavage occurs 
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at different amide bonds in the peptide, fragment ions are of different length and have overlapping 

sequences, which enables determination of the exact peptide sequence from a generated MS/MS 

spectrum. In a complementary method, known as the electron transfer dissociation (ETD), electrons 

are transferred from a reagent anion to the positively charged peptide creating c and z ions (153). 

Unlike CID and HCD, ETD fragmentation does not cleave labile PTM(s) providing a useful information 

about the localization of the modification. Whereas ETD fragmentation favors peptides of higher 

charge states, the combination of ETD and CID/HCD provides more complete fragment ion coverage 

including peptides of lower charge states (131, 154). Indeed, the combined fragmentation method, 

called EThcD, is implemented in the novel instruments such as Orbitrap Fusion Lumos that makes use 

of the deepest sequence coverage and most accurate PTM localization. It also contains a high capacity 

transfer tube and an electrodynamic ion funnel for improved transmission of incoming ions and an 

improved peak detection algorithm, named Advanced Peak Determination (APD), which increases the 

number of assigned precursor charge states in real-time (155). These components are also 

implemented in the latest Q Exactive HF-X instrument (148), which provides the analysis with high 

scanning rates of up to 40 Hz and at high resolution of 240,000 defined at 200 m/z (147, 151). Recently, 

a trapped ion mobility spectrometry (TIMS), an additional ion separation technique, was coupled to 

the quadrupole time-of-flight (QTOF) mass spectrometer in the timsTOF Pro instrument (Bruker). 

Using TIMS technique, gas phase ions are accumulated and released sequentially according to their 

ion mobility in an electrical field, in which ions are separated by their size, shape and mass mobilities 

(156). This approach enables trapping of precursor ions, which are usually lost during traditional data-

dependent analyses during fragmentation of one ion at a time (157). Together with an online scan 

mode termed parallel accumulation-serial fragmentation (PASEF), which increases sequencing speed 

(157), timsTOF showed improved sensitivity and enabled measurement of only 10 ng of HeLa digest 

(158). For comparison, Q Exactive instruments usually require around 500 ng of HeLa sample. 

 

Figure 9. Collision-induced peptide fragmentation along the backbone. Fragments ions that retained positive 
charge on C-terminus are named a, b, c ions, and ions that retained the charge on N-terminus are named x, y, z 
ions. Figure from Macek et al. (159). 
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1.2.2 Discovery and targeted proteomic acquisition methods 

A mass spectrometer can be operated in different modes to acquire data. The most widely used 

strategy in discovery proteomics is called data dependent acquisition (DDA), which relies on intensity-

based selection of peptides for fragmentation (136). First, the accurate mass of all eluting peptides in 

a particular time is determined in a survey scan at MS1 level. Afterwards, a specific number of most 

intense (topN) precursor ions is chosen for further fragmentation. Each of these precursors is 

individually selected using a narrow m/z window and fragmented into fragments whose mass is 

recorded in the MS2 spectrum. This cycle of MS1 and topN (usually 10 – 20) MS2 scans is continuously 

repeated in an automated manner during the entire chromatographic separation. To avoid repeated 

isolation and fragmentation of same high intense peptides that are typically eluting for a longer time, 

a dynamic exclusion feature is introduced. It excludes already fragmented precursor ions for a defined 

period (typically 30 – 60 s) by creating a list of masses in real-time. Despite that, this method suffers 

from missing low abundance peptides and results in a low dynamic range of detection. Therefore, the 

proteomic community is now focusing more on the development of the data independent acquisition 

(DIA) method (160), which circumvents all of these shortcomings as it has a potential to identify all 

peptides within a sample (161). In DIA analysis, instead of targeting a specific peptide, all peptides 

within a wide m/z isolation window are fragmented together in a single MS2 event. The isolation 

windows are overlapping and recorded consecutively to cover the entire m/z range of a full scan. 

While DIA measurement is relatively simple, the data interpretation is much more challenging because 

of very complex MS2 spectra that contain fragments of multiple precursor ions (161). Specialized 

software tools are being developed for processing DIA data and they are typically based on fragment 

ion spectral libraries. Spectral libraries are sets of refined peptide MS2 spectrum matches recorded a 

priori in a DDA experiment, which are used to match fragmentation pattern of each peptide with DIA 

derived data. Spectral libraries are also made from synthesized peptides measured by targeted 

methods (see below) in a method called SWATH MS (162). As a pre-processing step, DIA MS2 spectra 

derived from co-fragmented precursors is deconvoluted based on the grouping of fragment ions with 

correlating elution profiles into multiple pseudo-spectra (161) or by more advanced linear 

deconvolution implemented in Specter software (163).  

Because of a stochastic nature of DDA measurements, the reproducibility of such experiments is not 

sufficient in studies that require quantification of specific proteins in a large number of samples, such 

as in clinical biomarker validations. Therefore, complementary targeted proteomic workflows that are 

based on the analysis of a set of selected proteins and peptides were developed (164). Targeted 

proteomics provides highly reproducible and accurate quantification, which is particularly useful for 

very low abundant proteins. These assays require the inclusion list that gives the instruction to the 

mass spectrometer which precursors to choose for the fragmentation and which fragment ions to 

select for the analysis. Peptides with most optimal sequence and MS characteristics are selected a 

priori from prediction software suites and/or from spectral libraries generated from shotgun 

experiments or synthetic peptide libraries (165). The precursor ion of interest is first selected in a mass 

analyzer based on its m/z and retention time, which is followed by its fragmentation in a collision cell 

and selective detection of predefined precursor-specific fragment ions in the mass analyzer. Several 
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such precursor/fragment ion pairs (also called transitions) are monitored over time producing a set of 

chromatographic traces that are defined by the retention time and the intensity of specific transition 

(166). Single reaction monitoring (SRM) is a classical targeted method performed on a triple 

quadrupole (QqQ) MS instrument, which enables high selectivity due to two mass filtering steps in the 

first and the third quadrupole, whereas a second quadrupole serves as a collision cell (164, 166). The 

extension of SRM to multiple product ions recorded at the same time is known as multiple reaction 

monitoring (MRM). Targeted assay has also been optimized for high-resolution mass spectrometers 

in which the Orbitrap mass analyzer serves as a third quadrupole. As it enables scanning of all fragment 

ions in parallel, it is called parallel reaction monitoring (PRM) (167, 168). 

 

1.2.3 Data processing and database search 

Acquired MS proteomic data is extremely complex and thus requires automated data processing 

methods that automatically assign peptide sequences to the fragmentation spectra. The most often 

used approach is a database search, in which MS data is searched against the protein sequence 

database, typically derived from translated gene sequence for the organism of interest. Specialized 

software packages, such as MaxQuant (169) or Proteome Discoverer (Thermo Fisher Scientific), 

convert acquired MS and MS/MS spectra into a peak list with accurately determined masses, which 

are in the MaxQuant additionally corrected for the systematic mass error of the instrument that 

improves the mass accuracy (170). These programs are used in combination with database search 

engines, such as Mascot (Matrix Science) or Andromeda (171), that digest in silico protein sequences 

from the database to create theoretical peak lists. First, accurate peptide masses from MS spectra are 

compared to the theoretical masses within a specified mass tolerance window. Then, the peak list of 

fragmentation spectra is compared to the peak list of the theoretical spectra predicted by the search 

engine. Finally, a list of theoretical spectra candidate matches ranked according to the peptide score 

is created and typically only the top scoring peptide-spectrum-match (PSM) is used for peptide 

identification and further analysis. The above mentioned search engines use probability-based 

peptide scoring system. The size of the database search space increases with the number of proteins 

in the database, the mass tolerance, the number of enzyme missed cleavages specified, labeling state 

and PTMs allowed. Therefore, statistical tools need to be used to control for true and false peptide 

matches in the enormous amount of resulting data. Commonly used approach implemented in the 

MaxQuant is the target-decoy search strategy, in which the target sequences (forward database) are 

randomized or reversed (decoy database). These databases are searched and decoy hits are used to 

determine a statistical cutoff for acceptance of PSMs. The most commonly used measure is a false 

discovery rate (FDR) used as a global cutoff and posterior error probability (PEP) used at the level of 

individual PSMs (172). For protein identification, peptide hits are assembled into protein hits, in 

particular, into protein groups that can contain more than one protein if identified based on the 

common peptide, which is usually the case for protein isoforms.  
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1.2.4 Quantitative proteomics 

To address biological questions, many different quantitative approaches compatible with MS were 

developed to measure changes in protein and PTM abundance. MS-based quantitation is achieved 

either by introducing stable isotope labels or by label-free approaches, which can provide the 

information about relative or absolute protein quantities (Figure 10) (136). The most widely used 

strategy for relative quantification is stable isotope labeling with amino acids in cell culture (SILAC) 

introduced in 2002 (173). In a typical SILAC experiment, cells are grown in a medium supplemented 

with either “light” (natural) or “heavy” (isotopically labeled, nonradioactive) form of an amino acid for 

several cell doublings. After achieving complete proteome labeling, samples are mixed early in the 

procedure, at the level of cells or proteins minimizing the technical error, and processed together for 

LC-MS/MS measurement. As isotopes do not change chemical properties of amino acids, differentially 

labeled peptides co-elute from the LC column and are subsequently analyzed together in the mass 

spectrometer in the same full scan differentiated only by the mass shift introduced by the label. The 

relative intensity of peptide peaks corresponding to SILAC pairs in MS1 spectrum can be very 

accurately quantified to allow for determination of peptide ratios. Multiple MS1 scans can be acquired 

for each peptide, resulting in highly accurate determination of the peptide ratio that is further 

extrapolated to the ratio of the corresponding protein. Most commonly used SILAC amino acids are 

lysine and arginine, which in combination with trypsin digestion ensure that almost every peptide 

(except for the peptide of protein C-terminus) in a mixture carries the label. SILAC methodology was 

originally used in mammalian cell culture systems because eukaryotic cells are auxotrophic for lysine 

and arginine allowing for a complete metabolic labeling by externally added amino acids (173). 

However, SILAC is also applicable to some autotrophic organisms that can produce their own amino 

acids, such as bacterial culture. While SILAC labeling with isotopically labeled lysine was successfully 

applied to E. coli grown in defined medium even without the use of lysine auxotrophic mutants (174), 

other bacteria failed to incorporate it sufficiently to enable quantitative comparison, as in the case of 

cyanobacteria (175). In some bacteria, such as Bacillus subtilis, auxotrophic mutants for lysine can be 

constructed to obtain optimal SILAC labeling (176). As arginine can be converted to proline in 

eukaryotes (177), causing difficulties in quantitation, the usage of SILAC amino acids in bacteria is 

restricted only to lysine (178). Besides cell culture, SILAC labeling was later also applied to human 

tissues or whole organisms such as mouse or zebrafish (179, 180). The major limitation of SILAC 

approach is that the maximum number of conditions that can be compared in one experiment is only 

three. However, multiple SILAC experiments can be compared to each other by using the common 

sample in one channel, or by using super-SILAC spike-in standard (181, 182).  

When the organism or the cell line of choice is incompatible with SILAC labeling, or the experimental 

design requires multiplexing to more than three conditions, other approaches that are based on 

chemical, rather than metabolic labeling can be used (Figure 10). The most commonly used chemical 

labels are tandem mass tags (TMT) or its equivalent isobaric tags for relative and absolute 

quantification (iTRAQ) (183, 184). These chemical tags are composed of a unique mass reporter and a 

cleavable linker that serves as a mass balancer and carries an amine-reactive group. Labeling is 

performed on the peptide level after protein digestion ensuring that every peptide is modified on its 
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N-terminus and additionally on lysine residues. All tags have the same total mass and thus are analyzed 

together in the MS1 scan as one peak, which is subsequently fragmented to release reporter ions of 

different masses recorded in the MS2 spectrum. The accuracy of the quantification at MS2 level is 

shown to be compromised by co-eluting peptides with similar m/z that are co-isolated for 

fragmentation causing underestimation of actual abundance difference, a phenomenon known as 

ratio compression. The introduction of triple-stage MS (MS3) eliminated interfering ions, although at 

the cost of scan speed (185). In this approach, fragment ions that carry the tag are isolated at the MS2 

level and subjected to MS3 fragmentation (186). This way, precursor identification is performed at 

MS2 and quantification of reporter ions at MS3 level. Current commercially available kits enable 

multiplexing of up to 10 conditions in one sample. In addition to TMT and iTRAQ, new labeling reagents 

have been introduced, such as EASI-tag that fragments at lower collision energy than the peptide 

backbone enabling generation of peptide-coupled reporter ions at MS2 level (187). Another chemical 

labeling method that is often used due to a simple and cost-effective procedure is stable isotope 

dimethyl labeling (188). It is based on chemical modification of peptide amine groups that introduces 

two isotopically-labeled methyl groups and up to three conditions can be compared in one 

experiment. 

With advances in the speed and resolution of current mass spectrometers, modern quantification 

approaches are moving from labeling techniques to label-free strategies that overcome limitations of 

labeling methods, such as time consuming experimental procedure, insufficient labeling, low sample 

number or quantification of low abundant proteins (136). Label-free quantification (LFQ) is based on 

the comparison of different samples measured in separate MS runs and can be achieved either by 

counting the MS/MS spectra corresponding to a particular protein (spectral counting) (189) or by 

measuring the intensity of the peptide peaks (Figure 10) (190). Spectral counting assumes that protein 

abundance positively correlates with the probability of corresponding peptides to be selected for 

MS/MS analysis and uses discreet counts of MS/MS spectra as a proxy for protein intensity. Intensity-

based approaches are much more accurate as they compare extracted ion currents (XICs) at specific 

retention times that correlate better with protein abundance. Many algorithms for accurate intensity 

determination and normalization of label-free data across number of samples were developed, such 

as MaxLFQ algorithm (191). Although label-free approaches improve the identification rate and the 

dynamic range due to lower sample complexity compared to labeled samples, they have several 

disadvantages that include differences in sample preparation, the need for many technical and 

biological replicates and stable LC-MS/MS systems capable of reproducible measurements across all 

samples. In addition, label-free approach are more accurate and reliable on protein than on the 

peptide level, and are therefore less used for quantification of PTMs. 
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Figure 10. Strategies for quantitative proteomics. Label-free quantitation is performed across separate LC-
MS/MS runs using accurate mass and retention time windows for comparison of different samples. Metabolic 
labeling (e.g. SILAC), chemical labeling (e.g. dimethyl labeling) and chemical isobaric labeling (e.g. TMT or iTRAQ) 
use stable isotopes for quantitation and samples are mixed after labeling and analyzed together in the same LC-
MS/MS run. Figure adapted from Riley and Coon (192). 

While relative quantification methods provide valuable information about the altered protein 

abundances between samples, absolute quantification gives more precise information, as it uses the 

absolute protein amount described in moles or copy numbers per cell. Most of these methods rely on 

the use of internal peptide or protein standards of a known concentration, which are often isotopically 

labeled. For example, absolute quantification strategy (AQUA) uses chemically synthesized stable 

isotope labeled peptides that are spiked into the peptide sample. The absolute amount of the peptide 

of interest is determined by comparing its intensity is with the intensity of the spiked-in peptide 

measured in the same MS spectrum (193). Similarly, isotopically labeled protein can be used as a 

standard and mixed earlier in the process providing multiple peptides per protein (194). Moreover, 

SILAC-labeled purified recombinant protein can be added to the cells or tissues in a technique called 

absolute SILAC (195). Absolute protein amounts can be estimated by using a mixture of unlabeled 

proteins as an internal standard for other proteins. In particular, the universal proteomics standards 

(UPS1 and UPS2), that consist of 48 accurately quantified human proteins concentrations of which 

span six orders of magnitude, are added to the protein sample and quantified by the intensity-based 

absolute quantification (iBAQ) (196). Briefly, measured protein intensities are normalized to the 

number of theoretical peptides to calculate IBAQ intensity of each protein. IBAQ intensities of UPS 

standard proteins are then plotted against their known molar amounts producing a linear calibration 

curve to which IBAQ intensities of other proteins are correlated to determine their absolute amounts.  
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1.2.5 Phosphoproteomics  

Posttranslational modifications or PTMs control many cellular functions through quick and elegant 

mechanism. Addition of modification to the protein enables more rapid response to the stimuli 

compared to gene expression or protein degradation. Considering that PTMs can be studied only at 

the protein level, MS-based proteomics revolutionized the field of PTMs, not only by allowing the 

analysis of PTMs in the large-scale, but also by initiating numerous discoveries of novel protein 

modifications. More than 300 different PTMs have been reported to date among which 

phosphorylation, acetylation, methylation, ubiquitination and glycosylation have been most 

extensively studied by MS resulting in identification of tens of thousands sites (197, 198). However, 

analysis of PTMs is much more challenging, technically and conceptually, compared to the proteome 

analysis. While one protein can be identified by several different peptides, modification site is unique 

for one particular peptide that needs to be generated by enzyme digestion and measured. In some 

cases, tryptic peptides can be too short or too long for MS analysis, thus proteases with different 

cleavage specificity need to be used to produce modified peptide of optimal size. Due to the low 

abundance of modified peptides and the substoichiometric occupancy of protein modifications, it is 

more difficult to identify peptides containing PTMs (199). For that reason, many different strategies 

were developed for enrichment of PTMs to eliminate the dominant pool of unmodified peptides or 

proteins. Enrichment methods therefore require much greater starting amounts than classical 

proteomes. They are based either on metal affinity chromatography, antibodies or other proteins 

specific for a particular PTM, such as lectins that bind glycosylated proteins. Some PTMs, such as 

ubiquitin-like modifications pupylation and SUMOylation, are enriched by a pull-down of 

overexpressed tagged protein that adds the modification (200, 201). Once modified peptides are 

analyzed in the mass spectrometer, it is important that their MS/MS spectra contain sufficient 

fragment information, which is needed to accurately localize the modification on a single amino acid. 

In addition, the sample preparation methods require inhibition of enzymes that remove or add the 

modification of interest during cell lysis; for example, phosphatase inhibitors must be present in the 

lysis buffer for phosphoproteomic experiments.  

Most common PTM is protein phosphorylation, a fast and reversible modification that is tightly 

regulated by protein kinases and phosphatases that add or remove the phosphate group, respectively. 

Phosphorylation can modulate protein activity, its conformation or interaction with other proteins 

and altering phosphorylation signaling pathways is associated with many diseases such as cancer or 

chronic inflammatory diseases. Protein phosphorylation is very well studied in eukaryotes where it 

predominantly occurs on serine (Ser), threonine (Thr) and tyrosine (Tyr) residues via ester bond, as 

the main switch in many signal transduction cascades (202). Phosphorylation can also occur on other 

amino acids such as histidine (His), lysine (Lys) or arginine (Arg) through phosphoamidate bonds.  

Traditionally, protein phosphorylation has been studied using radioactively labeled ATP (32ATP), 

Western blot and immunoprecipitation methods with antibodies that target specific phosphorylation 

sites on particular proteins or phosphorylated amino acids on different proteins. The application of 

MS allowed the detection and quantification of phosphorylation sites on a large scale with high 

sensitivity. Unlike other phosphorylated residues, Ser/Thr/Tyr phosphorylation is stable at low pH and 
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thus most suitable for MS-based analysis. In contrast, phosphorylated His, Lys and Arg are labile and 

difficult to enrich, hence are much less investigated by MS on the global scale. Aspartate (Asp) and 

cysteine (Cys) residues can also be phosphorylated. The majority of phosphoproteomic studies use 

metal ion-based affinity capture methods to enrich for phosphopeptides. Most frequently used 

techniques are immobilized metal affinity chromatography (IMAC), such as Fe3+-IMAC or Ti4+-IMAC, 

metal oxide chromatography (MOAC), usually titanium dioxide (TiO2) or polymer-based metal ion 

affinity capture (PolyMAC) (Figure 11) (203). In these methods, metal ions have high affinity for 

negatively charged phosphate group, but also for negatively charged amino acid residues such as 

glutamate and aspartate, which can compete for binding with phosphoryl moiety. However, unspecific 

binding can be avoided by the usage of very acidic buffers that neutralize the negative charge of 

peptide carboxyl groups, or by the addition of 2,5-dihydroxybenzoic acid (DHB), which outcompetes 

acidic peptides while not interfering with phosphopeptide binding (202). These methods are usually 

performed in multiple sequential enrichment steps to increase phosphopeptide identification or in 

combination with pre-fractionation strategies to reduce sample complexity. Latter approaches yielded 

remarkably high coverage of eukaryotic cell line phosphoproteomes, one in a study that identified 

more than 38,000 phosphorylation sites in HeLa (204) and the other with more than 40,000 

phosphosites detected in mice fibroblasts (205). In addition to metal ion-based enrichment 

approaches that mainly capture Ser and Thr phosphorylated peptides, less abundant Tyr 

phosphorylation is usually enriched by immunoprecipitation (IP) with specific antibody against 

phosphorylated Tyr (pTyr). So far, antibody-based approach yielded more than 2,000 Tyr-

phosphorylated peptides (204). Due to the negative charge of a phosphate group, that reduces usual 

positive charge of the peptide (typically from +2 to +1 for singly phosphorylated tryptic peptide), SCX 

chromatography is also routinely used for phosphopeptide enrichment, often in combination with 

TiO2 or IMAC as a second step (206). With recent advances in the speed of current mass spectrometers 

together with the extensive orthogonal pre-fractionation, it is now possible to obtain comprehensive 

phosphoproteomes (more than 10,000 phosphosites) even without any enrichment step (129). Finally, 

most phosphoproteomic studies are performed in quantitative manner to investigate the regulation 

of phosphorylation signaling pathways in response to stimuli or in disease, and for that, all types of 

quantitative approaches can be utilized (see 1.2.4). 
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Figure 11. Most common strategies for phosphopeptide enrichment. Negatively charged phosphate group of 
the phosphopeptide interacts with immobilized metal cations. For Tyr phosphorylation, immunoprecipitation 
with antibody specific for pTyr is usually used. Figure taken from Arrington et al. (207). 

Another challenge in PTM studies is the site-specific localization of the modification. The addition of 

one phosphate group (HPO3) increases the molecular mass of the peptide by 80 Da. One singly 

phosphorylated peptide often contains more than one Ser, Thr or Tyr residue that can carry the 

phosphate group. Therefore, to place the modification on the specific amino acid, a good quality 

fragmentation spectra needs to be acquired by MS methods optimized for phosphoproteomic 

experiments. Phosphorylation of Ser and Thr is a labile PTM that is cleaved from the peptide during 

fragmentation in MS by β-elimination that produces phosphoric acid (H3PO4) (208). After this reaction, 

phosphorylated Ser and Thr are converted to dehydroalanine and dehydro-2-aminobutiric acid, 

respectively. This leaves a specific mass signature of -98 Da on the fragments that carried the 

phosphate group prior to fragmentation, called neutral loss. The extent of neutral loss is dependent 

on the charge of the peptide and the energy imposed for the fragmentation. For example, CID type of 

fragmentation in the ion trap leads to prominent neutral losses compromising peptide backbone 

fragmentation, which can cause interference with accurate sequence determination. However, 

neutral loss fragments can provide useful information when the fragmentation method produces both 

types of fragment ions (fragments carrying phosphate group and fragments with neutral loss). More 

sensitive fragmentation technique, HCD, results in a more even cleavage of the peptide backbone, less 

prevalent neutral loss on y ions due to consecutive fragmentation, and detects low m/z fragment ions 

(209). ETD fragmentation is particularly useful for localization of labile PTMs due to its mild nature, 

which enables direct identification of phosphorylation sites from fragment ions that retain the 

phosphate group; however the drawback of this technique is longer analysis time. The combination 

of different fragmentation techniques, such as HCD and ETD (EThcD) can improve the identification 

and localization of phosphorylation sites, as it generates different types of fragment ions yielding 

higher sequence coverage (154). In contrast to Ser and Thr, phosphate group is not eliminated from 

Tyr, but phosphotyrosine-containing peptides can be identified by the characteristic phosphotyrosine 

immonium ion at m/z 216 Da (209, 210).  
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1.2.6 Protein kinases and phosphoproteomics in bacteria 

In eukaryotes, protein kinases are usually associated in complex regulatory networks that include 

multiple cross-phosphorylating kinases with a high substrate specificity. In contrast, bacteria reveal 

much simpler kinase regulation and it was for long assumed that they do not have such complex signal 

transduction pathways. However, bacteria use protein phosphorylation extensively and possess 

several kinase families, including two-component system kinases, Hanks-type kinases, BY kinases and 

sugar phosphotransferase systems (PTS) (211-213). Two component regulatory systems are hallmark 

of bacterial sensing and are consisting of a sensor histidine kinase, which autophosphorylates itself on 

a histidine residue, and a cognate response regulator. The aspartate kinase transfers this phosphate 

group upon stimulation on the sensor kinase to an aspartate residue on a receiver domain of the 

response regulator. Most histidine kinases are transmembrane proteins activated by extracellular 

signals, while response regulators are present in the cytosol and usually modulate expression of a 

target gene by binding directly to the DNA regulatory elements. Histidine/aspartate kinases were for 

a long time thought to be the only phosphorylation signaling devices in bacteria (214), until large-scale 

metagenomics and later proteomic studies revealed that microbial Ser/Thr kinases outnumber 

histidine kinases (215). Application of MS-based proteomics enable the detection of hundreds of 

Ser/Thr/Tyr phosphorylation events in bacteria and showed that this form of phosphorylation plays a 

major role in regulation of diverse processes in bacteria (216, 217). The majority of Ser/Thr kinases in 

bacteria belong to the family of Hanks-type kinases (82) that was first discovered in eukaryotes (218), 

but is widely identified across bacterial species with varying frequencies. Hanks-type kinases are 

usually transmembrane proteins that contain a highly conserved cytosolic kinase catalytic domain and 

an extracellular sensor domain (219). One example is the B. subtilis PrkC kinase that is active in 

dormant spores and required for spore germination (176, 220). Nevertheless, all Hanks-type kinases 

contain an activation segment, the most important structural element that regulates kinase activity. 

The activation loop determines the substrate specificity together with other structural elements and 

can be phosphorylated on Ser, Thr or Tyr residues by autophosphorylation or transphosphorylation 

through other kinases (219). In most kinases, phosphorylation of the activation loop leads to a 

conformational change that allows substrate binding and activation of the kinase. Other important 

elements are a P+1 loop that interacts with the substrate and determines the kinase specificity, and a 

glycine-rich consensus motif, known as P loop, which is important for ATP/ADP exchange during the 

catalytic reaction. Once ATP is positioned in the active site, catalytic Asp residue transfers the γ-

phosphate from ATP to specific Ser, Thr or Tyr residue of the substrate.  

Whereas all eukaryotic tyrosine kinases are structurally similar to Hanks-type kinases, bacteria have 

also evolved a unique tyrosine kinase family, the BY kinases (213). These enzymes contain a P loop 

motif that catalyzes phosphorylation of tyrosine residues on other proteins. Compared to Hanks-type 

kinases, BY kinases are less frequently encoded in bacterial genomes (221). In E. coli, two BY kinases 

were identified, namely Wzc and Etk. Lastly, PTS system involve a cascade of usually histidine 

phosphorylated proteins that use phosphoenolpyruvate as a phosphate source to phosphorylate 

specific sugars for transmembrane import. In addition to the above mentioned kinase families, there 

are many examples of unusual kinases that are mostly unique to the certain species. One example is 
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a stress response kinase A (SrkA, previously known as RdoA or YihE) of E. coli, which is homologous to 

the catalytic core of Hanks-type kinases, but does not have all kinase motifs conserved (222).  

Current large-scale phosphoproteomic studies identify tens of thousands phosphorylation sites in 

eukaryotes on a routine basis. In contrast, protein phosphorylation is much less abundant in 

prokaryotes, making the analysis of bacterial phosphoproteomes a challenging task. Thus, 

phosphopeptide enrichment workflows require higher amounts of starting material from which very 

low abundant phosphopeptides can be enriched. Until now, the most comprehensive studies of the E. 

coli phosphoproteome evolved from initial 81 (223) and 150 Ser/Thr/Tyr phosphorylation sites (224) 

detected from >10 mg of proteins, to 1,088 (225) and 1,883 sites (226) from less than 2 mg of protein 

input. The distribution of phosphorylation sites detected in E. coli usually shows a following pattern: 

around 70% of phosphorylation sites are located on Ser, 22% on Thr and 8% on Tyr residues. For 

comparison, phosphorylation in M. tuberculosis is biased toward Thr (around 60%) compared to Ser 

(around 40%) and 3% on Tyr. The largest phosphoproteomic studies in M. tuberculosis covered around 

500 phosphorylation sites in virulent and avirulent strains of this bacterium, as well as in the clinical 

Beijing isolate (227-229). Despite large phosphorylation data sets obtained by proteomic studies in 

bacteria, the knowledge on the link between kinases and their specific physiological substrates is still 

largely missing. Considering that bacterial genomes encode only a dozen of kinases on average, it is 

generally accepted that bacterial Ser/Thr kinases have broader substrates specificity. For example, 

only 4 Ser/Thr and 2 BY kinases are encoded in the E. coli genome according to UniProt. Accordingly, 

it was shown that bacterial kinases phosphorylate a number of different protein substrates such as 

for the B. subtilis Ser/Thr kinase PrkC (176) and the BY kinase PtkA (230). Yet, knowledge about the 

functional role of discovered phosphorylation events is missing. Moreover, unlike in eukaryotes, no 

specific kinase consensus motif have so far been attributed to bacterial kinases, suggesting that they 

possess a less stringent specificity. As recently reported, bacterial kinases are also capable of cross-

phosphorylation, making the regulatory network more complex than previously thought (231). One 

example is the cytosolic two component sensor kinase DegS of B. subtilis, which is phosphorylated on 

a serine residue by the Hanks-type kinase YbdM, followed by a transfer of the phosphate to the 

response regulator DegU (221). 

Due to chemical instability of His and Arg phosphorylation at lower pH values (pH <8), the major focus 

of global phosphoproteomic studies has been on the acid-stable Ser/Thr/Tyr phosphorylation. 

However, recent optimizations of sample preparation workflows and applications of more mild 

fragmentation techniques in mass spectrometers enabled the use of MS to study histidine 

phosphorylation in a comprehensive manner (226). More importantly, it led to the discovery of 

arginine phosphorylation in the Gram-positive model bacterium B. subtilis with 121 arginine 

phosphorylation sites identified in a mutant lacking the protein arginine phosphatase (YwlE) (232). 

Arginine phosphorylation, catalyzed mainly by the protein arginine kinase McsB, was quickly after 

shown to be used as a degradation signal that is selectively sensed by the ClpC-ClpP proteolytic 

complex (233). This unique bacterial degradation system regulated through phosphorylation is 

functionally analogous to the ubiquitin-proteasome system in eukaryotes.  
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1.3 Protein turnover 

Proteomes are much more complex compared to the genomes, due to different protein abundances, 

isoforms or modifications. A further dimension of the proteome complexity is associated with the 

protein turnover. Although in steady-state conditions the abundance of proteins is constant, they are 

in a dynamic state of turnover in which proteins can be turned over rapidly. More precisely, the 

balance between protein synthesis and degradation determines the total concentration of a protein 

and controls cellular homeostasis (234). Maintaining protein turnover is energetically expensive for 

the cell and its main purpose is to alter protein abundances in response to environmental stresses 

(235). The increase in protein abundance can, for example, be obtained by a faster protein synthesis 

or a slower degradation, and vice versa (236). Determination of the protein turnover requires direct 

measurement of proteins and their dynamics, rather than using transcript abundances as a proxy for 

protein abundance. This is supported by a comprehensive study that showed a poor correlation 

between protein and mRNA abundance, which led to the conclusion that protein abundance is 

regulated predominantly at the level of translation (196). Because turnover rate controls the cellular 

response to metabolic changes, regulatory proteins are likely to have higher turnover rates. Indeed, 

many transcription factors and proteins involved in signaling have higher turnover rates, while 

housekeeping proteins tend to be more stable (196).  

The simplest model used for protein turnover calculation is based on the assumption that protein 

synthesis can be described with a zero-order kinetics and degradation with a first-order kinetics (235, 

237). As a zero-order process, protein synthesis rate (ksyn) is independent on the abundance of a 

protein (P) and changes linearly with time. Conversely, protein degradation rate (kdeg) is proportional 

to the protein abundance. The change in the protein abundance is a function of time: 

dP/dt =  𝑘𝑠𝑦𝑛 – 𝑘𝑑𝑒𝑔[P]                                                                    (1) 

In the steady state, protein abundance is constant, therefore dP/dt = 0, and the final equation is: 

 [P]  =  𝑘𝑠𝑦𝑛/𝑘𝑑𝑒𝑔                                                                           (2) 

Usually, a protein half-life (T1/2) is often used as measure of the protein turnover and is calculated from 

the degradation rate constant according to the equation in which T1/2 is inversely related to kdeg: 

𝑇1/2 =  
ln (2)

𝑘𝑑𝑒𝑔
                                                                               (3) 

Therefore, in turnover studies, the degradation rate constant should be ideally the parameter 

reported which is independent of the initial protein concentration and is defined by the unit of 

reciprocal time.  

 

1.3.1 Strategies for determination of protein turnover  

Early studies on protein turnover were based on the measurement of the bulk protein turnover or the 

analysis of the stability of single proteins in small-scale studies (238, 239). They included pulse-chase 

radiolabeling methods that used radioactive reagent such as amino acids (e.g. 35S-methioninhe or 3H-
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leucine) in combination with immunoprecipitation or 2D gels and detection of radioactivity (240, 241). 

Other approach is based on chemical inhibition of protein synthesis and detection by Western blot 

(242). However, translation inhibitors impose stress and cause perturbation of cellular homeostasis, 

therefore, determined protein half-lives do not reflect the real situation in the intact cells. Tagged 

proteins have also been used to study dynamics of individual proteins, for example by generating 

whole-genome libraries of open reading frames (ORFs) tagged with tandem affinity purification (TAP) 

tag in yeast (243). When containing fluorescent tags, such as the green fluorescent protein (GFP), 

proteins can be separated by flow cytometry and detected by fluorescent techniques, for example by 

using fluorescence-activated cell sorting (FACS), as in a study that determined stability of more than 

8,000 human proteins (244). Later, tandem fluorescent protein timers (tFTs), an advanced version of 

fluorescent tags that combines two single-color fluorescent proteins with different maturation 

kinetics was introduced to analyze protein turnover and mobility in cells (245). Despite many 

developments, protein tags are not an ideal model for measurement of physiological turnover rates 

due to artificial tags that need to be cloned individually and can disrupt the structure and physical 

properties of tagged proteins (238, 239).  

Advances in the resolution and throughput of next-generation transcriptomic technologies, such as 

RNA-Seq, enabled the measurement of RNA amounts on a global scale. Temporal analysis of nascent 

transcript was possible by metabolic labeling with 4-thiouridine amounts of which can be used to 

estimate synthesis and degradation rates of proteins (246). However, numerous studies reported a 

poor correlation of mRNA and protein abundances. Finally, recent advances in MS-based technologies 

provided the opportunity to measure a native protein turnover of thousands of endogenous proteins 

in parallel. This was achieved by adapting classic pulse-chase strategies that use metabolic labels that 

contain stable isotopes, such as amino acids (SILAC), glucose, water or different nitrogen sources, 

which are labeled with 15N, 13C or 2H isotopes (235). Most comprehensive studies used SILAC 

methodology in which a pulse of labeled amino acid is added to the growth medium (247) or 

introduced through the diet for animal models (179). Protein turnover is then determined by 

monitoring a time-dependent incorporation of the labeled amino acid into newly synthesized proteins 

using LC-MS/MS, while pre-existing proteins remain un-labeled. Likewise, cells can be pre-labeled with 

the “heavy” version of the amino acid and pulse-chased with its “light” version to monitor the loss of 

the label. This simple approach was originally introduced via a method called “dynamic SILAC” (236, 

247) and was later used in many studies (Figure 12, right). Another strategy, known as “pulsed SILAC” 

(pSILAC), used two isotopically labeled versions of the same amino acid to measure relative changes 

in protein synthesis between two different conditions (Figure 12, middle) (248). In this approach, 

newly synthesized proteins of two differential treatments incorporate “medium-heavy” or “heavy” 

amino acid version, and their direct comparison reflects the difference in translation under the 

assumption that degradation occurs at equal rates for both conditions. Standard SILAC-based protein 

turnover analyses require multiple LC/MS-MS measurements of different time points and therefore 

can suffer from missing quantitative information due to the DDA mode of measurement. Therefore, a 

combination of SILAC and TMT-labeling approach was recently implemented for the analysis of 

multiplexed samples (249). This TMT-SILAC hyperplexing methodology enables measurement of 

protein turnover kinetics in a single LC-MS/MS run reducing the cost and the number of missing values, 
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but, on the other hand, has limited quantitation precision and proteome coverage compared to the 

dynamic SILAC. This methodology was used to study dynamics of protein isoforms for which the 

quantification is performed on the peptide level (250). 

 

Figure 12. Different SILAC-based workflows for the protein dynamics analysis. Dynamic SILAC is used to 
determine protein turnover and pSILAC for quantitative comparison of protein translation rates. Figure from 
https://www.mdc-berlin.de/research/research_teams/intrazellul_re_signalwege_und_massenspektrometrie/project. 

Proteins with high and low turnover rates reach their maximum level of label incorporation within a 

different time window, therefore a time range of sample collection should be adjusted accordingly. It 

is also preferable to measure multiple time points for one turnover experiment, as they decrease the 

influence of outliers and enable confident quantification. Moreover, the profiles of high and low 

turnover proteins will show different kinetics, hence the corresponding curves need to be fitted by 

appropriate mathematical functions (235). A further complication concerns the recycling of amino 

acids released from degradation of pre-existing proteins into the medium. This causes a dilution of 

labeled amino acid pool with un-labeled amino acids and results in apparently lower turnover rates 

that cannot truly describe actual values. However, these values can be corrected using a recycling 

factor that can be calculated by measuring label incorporation in partially labeled missed cleaved 

peptides (196). Another important feature that has to be taken into account when determining 

protein turnover is the rate of the cell growth, because most of the studies use exponentially growing 

cells in culture that produce new proteins through cell division. Unlike non-dividing cells, growing cells 

incorporate the label to much higher extent, which enables more accurate quantification of these 

large changes. Compared to perturbed systems, in steady-state conditions, protein concentrations are 

constant and any change in protein abundance can only come from cell division (238). Therefore, 

cellular growth rate needs to be determined and subtracted from the measured flux (overall turnover). 

In the case of non-dividing cells, the change in protein abundance reflects true intracellular turnover, 

as the growth rate correction is not necessary, simplifying the turnover rate calculation. However, the 

labeling efficiency in these conditions is largely limited making quantification more complicated and 
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less accurate. Finally, the non-steady-state growth or perturbed systems cannot assume constant 

protein concentrations, and thus measured values need to be corrected for differences in the 

abundance of individual proteins across time points (239). This can be achieved by spiking-in a 

standard, which contains a mixture of known proteins that serve as an internal control. Despite all of 

these concerns, the simple model undoubtedly provides a useful information about the rank of 

turnover rates and can be used for comparative studies, in which an absolute value is not crucial. 

 

1.3.2 Protein turnover studies in bacteria 

Most of the protein turnover studies were performed in eukaryotic systems and the knowledge on 

proteome dynamics in bacteria is still quite limited. So far, only several publications investigated 

bacterial protein turnover on a global-scale by using advanced MS-based approaches. For example, 

one global study integrated a data on mRNA and protein abundance with protein half-lives of a 

genetically very simple bacteria Mycoplasma pneumoniae using dynamic SILAC (251). Another study 

used a combination of SILAC and iTRAQ labeling techniques to determine protein turnover rates in the 

Streptomyces coelicolor cultures during their transition from the exponential to the stationary phase 

(252). Besides growing bacteria in batch cultures, one study analyzed the changes of S. Typhimurium 

protein turnover rates in the cell culture-infection model using dynamic SILAC, which showed 

increased turnover during initial stage of infection (253). In another study, dynamic SILAC approach 

was used to identify newly synthesized proteins in the context of antibiotic tolerance, more precisely, 

in persistent P. aeruginosa biofilms after colistin treatment (254). Here, biofilms grown in “light” lysine 

were treated with antibiotic colistin to kill sensitive population and the remaining antibiotic-tolerant 

cells were pulse-labeled with “heavy” lysine. This study demonstrated that colistin-tolerant population 

actively produced ribosomal proteins suggesting that these cells are metabolically active. It also 

measured a higher production of proteins required for migration and cell-cell signaling (quorum 

sensing) and showed their importance during antibiotic tolerance, but also in the recovery of biofilms.  

Except from natural amino acids, their analogues, such as methionine analogue azidohomoalanine 

(AHA), can be used to differentiate between newly synthesized and pre-existing proteins (255). The 

advantage of metabolic labeling with AHA is the possibility to enrich for labeled proteins by affinity 

purification using chemoselective click-chemistry-based reaction. Such selective enrichment increases 

the sensitivity of the measurement as it enables the isolation of newly synthesized proteins in the 

large background of pre-existing unlabeled proteins (239). However, a major drawback of this method 

is the toxicity of AHA that causes sever cell growth defect shortly after the pulse of AHA, due to the 

translation inhibition by incorporation of a non-canonical amino acid. Therefore, proteins detected in 

these conditions cannot provide the true information on protein synthesis during normal, unstressed 

growth. However, as a proof of principle, AHA-based labeling approach was applied to the E. coli 

culture for a very short time, during which the cell growth was not perturbed (256). The culture was 

then exposed to a short temperature shock and compared to the unstressed control to identify newly 

synthesized proteins during the heat shock. Altogether, this short overview shows how the knowledge 

on protein turnover in bacteria is still very limited and thus demonstrates that further studies are 

needed to provide basic information on stability of individual proteins in different conditions. 
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2 Aims and objectives of the thesis 

The overall aim of this thesis was to characterize proteome and phosphoproteome of persistence 

mediated by toxic bacterial kinase HipA in Escherichia coli. Because HipA affects multiple essential 

cellular functions, it was assumed that HipA was likely to have more than one protein substrate. 

Therefore, the aim was to identify additional phosphorylation targets of HipA beyond GltX using MS-

based phosphoproteomic workflows in combination with SILAC labeling. Furthermore, the second aim 

was to investigate the molecular mechanisms underlying different phenotypes of HipA and its gain-

of-function variant HipA7 by identifying phosphorylation targets of the two kinase variants. The third 

aim was to establish a method to selectively label persister cells and study protein turnover during 

toxin-induced persistence and antitoxin-triggered resuscitation. The specific objectives were: 

1. Identification of in vivo phosphorylation targets of HipA  

a. Optimization of the phosphopeptide enrichment method for detection of HipA-specific 

phosphorylation events by confirming GltX phosphorylation in vivo 

b. Identification of phosphorylation targets of overproduced HipA and examination of their 

dynamics during HipA-induced growth inhibition and HipB-mediated resuscitation 

c. Validation of phosphorylation of selected HipA targets by in vitro kinase assay  

d. Investigation of physiological effect of phosphorylation of a selected HipA substrate 

2. Comparison of HipA and HipA7 (phospho)proteomes to distinguish between different 

phenotypes of two kinase variants 

a. Identification of phosphorylation events induced by overproduction of HipA and HipA7 in 

varying amounts 

b. Analysis of (phospho)proteomes of chromosomally encoded HipA and HipA7 

3. Time-resolved analysis of newly synthesized proteins during toxin-induced persistence and 

antitoxin-mediated resuscitation  

a. Establishment and optimization of the method for selective labeling of persister cells and 

resuscitating persister cells using dynamic SILAC pulse-labeling applied to the hipBA TA 

module 

b. Temporal analysis of newly synthesized proteins during HipA-mediated persistence and 

upon resuscitation from persistence 

c. Application of the method to another TA system using mRNase RelE to find common 

mechanisms between persistence mediated by HipA and RelE toxins 
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3 Materials and Methods 

3.1 Materials 

3.1.1 List of chemicals 

Name Company  

4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES) Sigma-Aldrich 

ß-mercaptoethanol BDH  

[γ-32P]-ATP (100 mCi/ml) PerkinElmer 

Acetic acid (glacial)  Sigma-Aldrich  

Acetonitrile (ACN) Merck KGaA  

Adenosine 5’-triphosphate (ATP) disodium salt Sigma-Aldrich 

Agar-agar Roth 

Agarose Roth 

Ammonium bicarbonate (ABC) Merck KGaA  

Ammonium chloride (NH4Cl) Sigma-Aldrich 

Ammonia solution 25% Merck KGaA 

Ampicillin, sodium salt Sigma-Aldrich 

L-(+)-arabinose Sigma-Aldrich 

Boric acid Sigma-Aldrich 

Betaine solution (5M) Sigma-Aldrich 

Bovine serum albumin (BSA) Sigma-Aldrich  

Calcium chloride (CaCl2) Merck KGaA 

Chloroform VWR 

Chloramphenicol Sigma-Aldrich 

Ciprofloxacin Sigma-Aldrich 

cOmpleteTM Mini, EDTA-free Protease Inhibitor Cocktail  Roche  

Deoxynucleotide (dNTP) mix (10mM) New England Biolabs 

Dimethyl sulfoxide (DMSO) Sigma-Aldrich 

Dithiothreitol (DTT) Merck KGaA  

DNA Loading Dye (6x) Thermo Scientific 

DPBS  PAA Laboratories  

Ethylendiamintetraaceticacid (EDTA) AppliChem 

Ethanol  Merck KGaA 

Ethanol, absolute for molecular biology AppliChem 

Ethidium bromide Sigma-Aldrich 

Formic acid (FA) Merck KGaA  

D-(+)-glucose  VWR 

GeneRuler DNA Ladder Mix Thermo Scientific 
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GeneRuler 100 bp DNA Ladder Thermo Scientific 

Glycerol Sigma-Aldrich 

Glycerol-2-phosphate Sigma-Aldrich  

Glycine Sigma-Aldrich 

Hydrochloric acid (HCl) Merck 

Imidazole Sigma-Aldrich 

InstantBlue  Expedeon  

Iodoacetamide (IAA) Sigma-Aldrich  

Isopropyl-β-D-thiogalactopyranoside (IPTG) VWR 

Kanamycin sulfate Sigma-Aldrich 

LB medium Roth 

L-lysine (Lys0) Sigma-Aldrich 

L-lysine-2H4 hydrochloride (Lys4) Cambridge Isotope Laboratories 

L-lysine-13C6
15N2 hydrochloride (Lys8) Cambridge Isotope Laboratories 

Magnesium chloride (MgCl2) Merck KGaA 

Magnesium sulfate (MgSO4) Merck KGaA 

Methanol Merck KGaA 

L-methionine Sigma-Aldrich 

Midori Green Advance DNA Stain Nippon Genetics Europe 

2-Propanol Sigma-Aldrich 

Poly(ethylene glycol) (PEG) MW=3,350 Sigma-Aldrich 

Potassium chloride (KCl) Merck KGaA 

Potassium hydroxide (KOH) Sigma-Aldrich 

Potassium phosphate monobasic (KH2PO4) Sigma-Aldrich 

Precision Plus Protein Standards Bio-Rad Laboratories 

SeeBlue Plus2 Prestained Standard  Life Technologies  

Sodium dodecyl sulfate (SDS) Serva 

L-serine Sigma-Aldrich 

Sodium chloride (NaCl) Merck KGaA 

Sodium fluoride (NaF) Sigma-Aldrich  

Sodium hydroxide (NaOH) Merck KGaA 

Sodium phosphate dibasic (Na2HPO4) Sigma-Aldrich 

Sodium orthovanadate (Na3VO4)  Sigma-Aldrich  

Sucrose Sigma-Aldrich 

Thiamine hydrochloride Sigma-Aldrich 

Thiourea Merck KGaA  

Trifluoroacetic acid (TFA) Merck Millipore  

Tris(hydroxymethyl)aminomethane (Tris, Trizma Base)  Sigma-Aldrich 

Total tRNA from E. coli  Sigma-Aldrich 

Urea  Merck KGaA  

Yeast extract Roth 
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Zeocin InvivoGen 

Zinc sulfate (ZnSO4) Merck KGaA 

 

3.1.2 List of materials 

Name Company  

3M C8/C18 solid phase extraction disks  EmporeTM  

Amicon Ultra-4 10 kDa Merck Milipore 

Amicon Ultra-4 30 kDa Merck Milipore 

Centrifuge Columns 0.8 ml Pierce 

Cryogenic vials 2 ml Greiner Bio-One 

HisPur cobalt resin Thermo Fisher 

NuPAGE 4-12% Bis-Tris Gels 1.0 mm (10 and 20 wells) Life Technologies  

ReproSil-Pur C18-AQ 1.9 μm resin  Dr. Maisch  

ReproSil-Pur C18-AQ 3 μm resin  Dr. Maisch  

Sep-Pak Vac 1cc C18 Cartridges  Waters  

Titanium dioxide (TiO2) spheres, 300 Å, 5 μm ZirChrom 

Vacuum filter system 1 l, polyethersulfone membrane, 0.22 μm Corning 

Whatman Puradisc 25, polyethersulfone membrane, 0.2 μm  GE Healthcare  

 

3.1.3 List of commercial kits and buffers 

Name Company  

Antarctic Phosphatase Reaction Buffer (10x) New England Biolabs 

CutSmart Buffer (10x) New England Biolabs 

High pH Reversed-Phase Peptide Fractionation Kit  Pierce  

InstantBlue Protein Stain Expedeon 

GeneJET PCR Purification Kit Thermo Fisher Scientific 

GenElute Bacterial Genomic DNA Kits Sigma-Aldrich 

mi-Gel Extraction Kit Metabion  

mi-PCR Purification Kit Metabion  

mi-Plasmid MiniPrep Kit Metabion 

Phusion GC Reaction Buffer (5x) New England Biolabs 

Protein Assay Dye Reagent Concentrate (5x) Bio-Rad Laboratories 

QIAquick Gel Extraction Kit Qiagen 

QIAprep Spin Miniprep Kit Qiagen  

T4 DNA Ligase Buffer (10x) New England Biolabs 

ThermoPol Reaction Buffer (10x) New England Biolabs 

NuPAGE® LDS sample buffer (4x)  Life Technologies  

NuPAGE® MOPS SDS buffer  Life Technologies  
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3.1.4 List of enzymes 

Phusion Hot Start II DNA Polymerase (U/µl) Thermo Fisher Scientific 

Taq DNA Polymerase (5 U/µl) New England Biolabs 

Alkaline Phosphatase Calf Intestinal (CIP) (10 U/µl) New England Biolabs 

Shrimp Alkaline Phosphatase (rSAP) (1 U/µl) New England Biolabs 

FastAP Thermosensitive Alkaline Phosphatase (1 U/µl) Thermo Fisher Scientific 

T4 DNA ligase (400 U/µl) New England Biolabs 

T4 DNA ligase (5 U/µl) Thermo Fisher Scientific 

BamHI-HF (20 U/µl) New England Biolabs 

EcoRI-HF® (20 U/µl) New England Biolabs 

HindIII-HF® (20 U/µl) New England Biolabs 

NotI-HF (20 U/µl) New England Biolabs 

NdeI (20 U/µl) New England Biolabs 

NcoI-HF (20 U/µl) New England Biolabs 

XhoI (20 U/µl) New England Biolabs 

XbaI (20 U/µl) New England Biolabs 

XbaI (10 U/µl) Thermo Fisher Scientific 

SphI-HF (20 U/µl) New England Biolabs 

SphI (PaeI, 10 U/µl)  Thermo Fisher Scientific 

GoTaq Green Master Mix Promega 

Lysozyme Sigma-Aldrich 

DNase I Sigma-Aldrich 

Chymotrypsin Promega 

Lysyl endoproteinase (Lys-C) Wako  

 

3.1.5 List of instruments 

Name Company  

Pure Water System arium® 611  Sartorius AG  

T100 Thermayl Cycler Bio-Rad Laboratories 

NanoDrop 1000 Spectrophotometer PeqLab Biotechnologie 

Horizontal Electrophoresis System Bio-Rad Laboratories 

PowerPac Power Supply Bio-Rad Laboratories 

XCell Mini-Cell Electrophoresis System Invitrogen 

Electrophoresis power supply 800 Consort 

Super-Bright Transilluminator Vilber Lourmat 

Incubator Natural Convec BD Binder 

Incubator B-6120 Heraeus 

New Brunswick 44 Incubator Shaker Innova 

Vortex Genie Mixer VWR 
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Thermomixer Comfort  Eppendorf  

Centrifuge (table-top)  Eppendorf  

Centrifuge Fresco 17  Heraeus  

Centrifuge Micro Star 12 VWR 

Stage-tip Centrifuge  Sonation  

Vacuum Centrifuge SpeedVac  Eppendorf  

Spinning Carousel  A. Hartenstein  

Sonifier 250; Microtip 5  Branson Ultrasonics Corporation  

UV-Vis Spectrometer Genesys 6  Thermo Scientific  

UV-1600PC Spectrophotometer VWR 

Lyophilizer Alpha 2-4 LD plus  Christ  

Technoflow 3F150-II Laminar Flow Hood Integra Biosciences 

Peqlab Phusion SL Vilber Lourmat 

-80 ˚C Igloo Freezer Telstar 

Chemistry Hybrid Pump RC 6  Vacuubrand  

Borosilicate Emitters  Thermo Scientific  

EASY-nLC II  Proxeon Biosystems  

EASY-nLC 1000  Thermo Fisher Scientific  

EASY-nLC 1200  Thermo Fisher Scientific  

Column oven  Sonation  

Ultimate 3000 UHPLC  Thermo Fisher Scientific  

XBridge BEH130 C18 3.5μm 4.6 x 250 mm column Waters  

Electrospray Ionization Source  Proxeon Biosystems  

Nano ES Ion Source (ES380)  Thermo Scientific  

LTQ-Orbitrap Elite Mass Spectrometer Thermo Fisher Scientific  

LTQ-Orbitrap XL Mass Spectrometer Thermo Fisher Scientific  

Q Exactive HF Mass Spectrometer Thermo Fisher Scientific  

Autoclave Sauter; Systec 

Gel Dryer 583 Bio-Rad Laboratories 

Typhoon FLA 7000 laser scanner GE Healthcare 

 

3.1.6 List of bacterial strains and plasmids 

Strains/Plasmids Genotype Source 

Strains   

MG1655 Wild-type E. coli (257) 

ΔhipBA (EG19) MG1655 hipBA::FRT (63) 

hipA7 (EG398) MG1655 hipA7 zde264::Tn10 dapA6 This work* 

ΔrelA (EG109) MG1655 relA251::aphA 
P1 from CF1693 in 

MG1655 (258) 
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rplK S102A MG1655 rplK S102A This work 

rplK S102D MG1655 rplK S102D This work 

BL21(DE3) competent E. coli 

fhuA2 [lon] ompT gal (λ DE3) [dcm] ΔhsdS 

λ DE3 = λ sBamHIo ΔEcoRI-B 

int::(lacI:PlacUV5::T7 gene1) i21 Δnin5 

New England Biolabs 

NEB 5-alpha competent E. coli 

(DH5α) 

fhuA2 (argF-lacZ)U169 phoA glnV44 80 

(lacZ)M15 gyrA96 recA1 relA1 endA1 thi-1 

hsdR17 

New England Biolabs 

ΔlysA MG1655 ΔlysA::FRT This work* 

ΔrelBE MG1655 ΔrelBE::FRT Christensen 2001 

Plasmids   

pBAD33 p15, cat, araC, PBAD promoter, CmR (259) 

pBAD33::hipA (pEG5) pBAD33 PBAD:: sd8 gtg hipA (63) 

pBAD33::hipA7 (pEG9) pBAD33 PBAD:: sd8 gtg hipA7 This work* 

pNDM220 Mini-R1, bla, lacIq, PA1/O4/O3, AmpR  (93) 

pNDM220::hipB (pEG10) pNDM220 Plac:: sdopt::hipB This work* 

pEG220::hipB pEG220 Plac:: sdopt::hipB, KmR This work* 

pMG25 pUC, bla, Plac promoter, AmpR Gerdes lab.* 

pNDM220::hipA pNDM220 Plac:: sd8 atg hipA This work 

pNDM220::hipA7 pNDM220 Plac:: sd8 atg hipA7 This work 

pMG25::hipA pMG25 Plac:: sd8 atg hipA This work 

pMG25::hipA7 pMG25 Plac:: sd8 atg hipA7 This work 

pBAD33::hipA S150A (pEG14) pBAD33 PBAD:: sd8 atg hipA S150A This work 

pBAD33::hipA S150D (pEG13) pBAD33 PBAD:: sd8 atg hipA S150D This work 

pBAD33::hipA S359A (pEG11) pBAD33 PBAD:: sd8 atg hipA S359A This work 

pBAD33::hipA S359D (pEG12) pBAD33 PBAD:: sd8 atg hipA S359D This work 

pBAD33::6his hipA (pEG15) pBAD33 PBAD:: sd8 atg 6his hipA This work* 

pBAD33::6his hipA7 pBAD33 PBAD:: sd8 atg 6his hipA7 This work 

pET28a T7lac promoter, His tag, T7 tag, KmR New England Biolabs 

pET28a::gltX pET28a:: 6his gltX This work 

pET28a::rplK pET28a:: 6his rplK This work 

pET28a::seqA pET28a:: seqA 6his This work 

pKOV suicide vector, Psc101 ori, sacB gene, CmR Addgene 

pBAD33::relE (pKP3035) pBAD33 PBAD:: relE (86) 

pBR322::relB (pSEM3152) pBR322 Plac:: relB, ZeoR This work** 

pBR322::relB (pSEM3152) pBR322 Plac:: relB, weaker rbs, ZeoR This work** 

*unpublished constructs provided by Dr. Elsa Germain, University of Copenhagen, Denmark, for HipA and 
HipB-related experiments**unpublished constructs provided by Dr. Szabolcs Semsey, University of 
Copenhagen, Denmark, for RelE-related experiments 
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3.1.7 List of DNA oligonucleotides 

Primers Sequence 5’ to 3’ 

Primers for cloning  

OMS43* CCGCCggatccGTCGACTAAAGGAAAAAAAAAATGCCTAAACTTGTCACTTG 

OMS44* CCGCCgaattcTCACTTACTACCGTATTC 

OMS41* CCGCCgaattcGTCGACTAAAGGAAAAAAAAAATGCCTAAACTTGTCACTTG 

OMS42* CGCCCggatccTCACTTACTACCGTATTC 

OEG110* 
AGAGAtctagaGTCGACTAAAGGAAAAAAAAAATGcatcaccatcaccatcacCCTAA

ACTTGTCACTTGGATGAAC 

OEG111* AGAGAgcatgcTCACTTACTACCGTATTCTCGGC 

OEG57* CCCCCtctagaGTCGACTAAAGGAAAAAAAAAATGCCTAAACTTGTCACTTGGAT 

OEG29* TGACTTTCGCATCGCGGTTGCTGGCGCAC 

OEG28* GTGCGCCAGCAACCGCGATGCGAAAGTCA 

OEG241* TGACTTTCGCATCGATGTTGCTGGCGCAC 

OEG242* GTGCGCCAGCAACATCGATGCGAAAGTCA 

OEG243* GGGGCTTAACGCAGCGAAAGGCAAAAAAA 

OEG244* TTTTTTTGCCTTTCGCTGCGTTAAGCCCC 

OEG245* GGGGCTTAACGCAGATAAAGGCAAAAAAA 

OEG246* TTTTTTTGCCTTTATCTGCGTTAAGCCCC 

OMS14 GCGCGCcatatgATGAAAATCAAAACTCGC 

OMS15 GAGAGActcgagTTACTGCTGATTTTCGCG 

OMS3 AGAGAcatatgATGGCTAAGAAAGTACAAGCC 

OMS4 AGAGActcgagTTAGTCCTCCACTACCAGG 

OMS26 GTCCGccatggCGATGAAAACGATTGAAG 

OMS27 GCATGTctcgagGATAGTTCCGCAAACCTT 

OMS20 AGACTAgcggccgcATGTCTGAAGCTCCTAAA 

OMS21 GAGAGAtctagaTTAGTTTACAGAAGCGCTCAG 

OMS10 AGTGGGTAAAATTGCGCGCGCTCAGCTGC 

OMS11 GCAGCTGAGCGCGCGCAATTTTACCCACT 

OMS12 AAGTGGGTAAAATTGATCGCGCTCAGCTGCA 

OMS13 TGCAGCTGAGCGCGATCAATTTTACCCACTT 

Primers for sequencing 

OMS7 (T7 promoter) TAATACGACTCACTATAGGG 

OMS8 (T7 terminator) GCTAGTTATTGCTCAGCGG  

OMS18 (pBAD33 fwd) CGCAACTCTCTACTGTTTCTC 

OMS19 (pBAD33 rev) CCGCTTCTGCGTTCTG 

OMS47 (pNDM220 fwd) TCTGATGAAGCGTCAGCACGACGTT 

OMS48 (pNDM220 rev) GTAAGGAGAAAATACCGCATCAGGC 

OMS32 (pMG25 fwd) GCGTATCACGAGGCCCTTTC 

OMS33 (pMG25 rev) TTTGCTACCCGTTGTAGCGC 
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OMS22 (pKOV fwd) CCCGGTCGTCGGTTCAGGGC 

OMS23 (pKOV rev) TTAATGCGCCGCTACAGGGCG 

OMS25 ACCGTTTACGCTGACCGTTC 

OMS34 TCCGTGGCGGTCAGCGTCGCAA 

OMS35 GTCTTTGTTCGGCTTACCGGAACC 

OMS45 CCGCAGTAATGTCACTGATCCTGTGG 

OMS46 AACCCGAATATCTCGGATATACGTCTGC 

OMS49 ATGGCTAAGAAAGTACAAGCCT 

OMS50 TTCTTAGTCCTCCACTACCAGG 

OMS51 (S102A) AGACAAAGTGGGTAAAATTGCG 

OMS52 AGACAAAGTGGGTAAAATTTCC 

Primers for TSP genotyping 

OMS36 (S102A) CTAAGGGTAAAATTGCG 

OMS37 ATGTGTACTGTTTGGTT 

OMS38 TATATCACGGGGAGCCTCTCAGA 

OMS39 TCGTTACGGTAACGAACCTGGC 

OMS40 (S102D) TCTCTGGGTAAAATTGAT 

*oligonucleotides designed by Dr. Elsa Germain, University of Copenhagen, Denmark, for HipA and 

HipB-related experiments 
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3.2 Methods 

Parts of the chapters were taken from Semanjski M, Germain E, Bratl K, Kiessling A, Gerdes K, & 

Macek B, The kinases HipA and HipA7 phosphorylate different substrate pools in Escherichia coli 

proteome to promote multidrug tolerance, Science Signaling, 2018, 11(547) (260). 

 

3.2.1 Cloning strategy 

Plasmid constructs and E. coli strains marked with * and ** in the “List of bacterial strains and 

plasmids” (see 3.1.6) were provided by Dr. Elsa Germain (*) and Dr. Szabolcs Semsey (**) from 

the Centre for Bacterial Stress Response and Persistence, University of Copenhagen, Denmark. 

Others were constructed by me and are described below.  

 

E. coli strains and plasmids used in this study are listed in 3.1.6. Due to its high toxicity, hipA was cloned 

into expression plasmids together with a mitigate Shine-Dalgarno by changing either the consensus 

sequence of the SD, the spacer between the SD and the start codon, or the start codon according to 

(261). In 3.1.7, sd8 indicates a consensus sequence AAGGAA with a spacer of 8 nucleotides to the ATG 

start codon. Oligonucleotides used are listed in 3.1.7. 

pNDM220::hipA and pNDM220::hipA7. The hipA gene was amplified from pEG5 and hipA7 from pEG9 

with primers OMS43/OMS44. The PCR products were digested with EcoRI and BamHI and ligated with 

pNDM220 digested with same enzymes. The resulting plasmids contain the hipA or hipA7 gene with a 

mitigate SD (sd8ATG) sequence downstream of the Plac promoter.  

pMG25::hipA and pMG25::hipA7. The hipA gene was amplified from pEG5 and hipA7 from pEG9 with 

primers OMS41/OMS42. The PCR products were digested with EcoRI and BamHI and ligated with 

pMG25 digested with same enzymes. The resulting plasmids contain the hipA or hipA7 gene with a 

mitigate SD (sd8ATG) downstream of the Plac promoter.  

pBAD33::6his hipA7. The hipA7 gene was amplified from pEG9 with primers OEG110 and OEG111. The 

PCR products were digested with XbaI and SphI and ligated with pBAD33 digested with same enzymes. 

The resulting plasmid contains the hipA7 gene with a mititgate SD (sd8ATG) sequence downstream of 

the PBAD promoter and the sequence that encodes 6 histidine residues at protein N-terminus.  

pBAD33::hipA S150A, pBAD33::hipA S150D, pBAD33::hipA S359A and pBAD33::hipA S359D. Those 

mutants have been amplified using two step PCR technic which consist in PCR amplification of each 

fragment upstream and downstream the point mutation and then a third PCR mixing both fragments 

to obtain hipA variant with the external primers OEG57 and OEG111. The hipA gene was amplified 

from pEG5 with primers OEG57/OEG28 and OEG29/OEG111 to construct S150A mutant, with primers 

OEG57/OEG242 and OEG241/OEG111 to construct S150D mutant, with primers OEG57/OEG244 and 

OEG243/OEG111 to construct S359A mutant and primers OEG57/OEG246 and OEG245/OEG111 to 

construct S359D mutant. The final PCR products were digested with XbaI and SphI and ligated with 
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pBAD33 digested with same enzymes. The resulting plasmids contain the hipA mutant gene with a 

mitigate SD (sd8ATG) sequence downstream of the PBAD promoter. 

pET28a::gltX and pET28a::rplK. The gltX and rplK genes were amplified from MG1655 E. coli strain with 

primers OMS14/OMS15 and OMS3/OMS4, respectively. The PCR products were digested with NdeI 

and XhoI, and ligated with pET28a digested with the same enzymes. The resulting plasmids contain 

the gltX or rplK gene together with the sequence upstream of the gltX or rplK gene that at protein N-

terminus encodes for MGSS, 6 histidine residues and SSGLVPRGSHM.  

pET28a::seqA. The seqA gene was amplified from MG1655 with primers OMS26 and OMS27. The PCR 

product was digested with NcoI and XhoI, and ligated with pET28a digested with same enzymes. The 

resulting plasmid contains the seqA gene together with the sequence upstream of seqA gene that 

encodes for MA sequence at protein N-terminus and the sequence downstream of seqA gene that 

encodes for LE and 6 histidine residues at protein C-terminus.  

The MG1655 rplK S102A and rplK S102D strains were constructed by replacing a chromosomal rplK 

gene that encodes for ribosomal protein L11 (RplK) with the rplK gene that encodes for phospho-

ablative mutant RplK-S102A or phospho-mimetic mutant RplK-S102D. To construct the mutants, two 

or three point mutations were introduced into the wild-type rplK gene (gcg codon for rplK S102A and 

gat for rplK S102D instead of tcc codon) at the position that encodes for Ser102. Those mutants have 

been amplified using two-step PCR technic as described above. The external primers used to obtain 

rplK variant were OMS20 and OMS21. rplK S102A has been constructed using OMS20/OMS11 and 

OMS10/OMS21 and for rplK S102D variant we used OMS20/OMS13 and OMS12/OMS21. The gene 

constructs containing nusG, rplK S102A/rplK S102D and rplA genes were cloned into pKOV plasmid 

using NotI and XbaI restriction enzymes with primers OMS20/OMS21 and allelic replacement was 

performed as previously described (262). Plasmid pKOV was a gift from George Church (Addgene 

plasmid #25769). Colonies were screened for mutations using temperature switch PCR genotyping as 

previously described (263) with primers (OMS36-OMS40) and confirmed by DNA sequencing using 

chromosomal primers located outside of the cloning region of interest (OMS45 and OMS46) and inside 

(OMS25, OMS34, OMS35, OMS45, OMS46, OMS49-OMS52). 

 

3.2.2 Plasmid cloning 

Genomic DNA was purified from 1.5 ml of E. coli K-12 MG1655 wild-type or hipA7 mutant culture 

grown overnight in LB medium using GenElute Bacterial Genomic DNA Kit according to the 

manufacturer instructions. Plasmid DNA was purified from 5 - 10 ml of culture grown overnight in LB 

or M9 medium supplemented with 0.4% (w/v) glucose (for HipA constructs) using QIAprep Spin 

Miniprep or mi-Plasmid MiniPrep Kit according to the manufacturer instructions. DNA concentration 

was determined from absorbance measured by Nanodrop spectrophotometer at a wavelength of 260 

nm. 
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Genes of interest were amplified either from E. coli genomic DNA or from plasmid constructs using 

Phusion high-fidelity (HF) DNA polymerase. Each polymerase chain reaction (PCR) mixture contained: 

1x Phusion GC buffer, 200 μM dNTPs, 0.44 μM of each primer, 0.02 U/μl Phusion HF DNA polymerase, 

2 ng of template plasmid DNA or 200 ng of genomic DNA and nuclease free water. PCR was performed 

with a standard PCR program for Phusion HF DNA polymerase (Table 1). For each PCR independent of 

the type of the polymerase, the annealing temperature (Ta) was set to 7 °C below the melting 

temperature (Tm) of the primer with lower Tm. The elongation duration depends on the length of the 

DNA template. 

Table 1. PCR program for Phusion HF DNA polymerase. 

PCR step Temperature Duration  

Initial denaturation 98 °C 30 s  

Denaturation 98 °C 10 s  

Annealing Ta 30 s 35 cycles 

Extension 72 °C 30 s per kb  

Final extension 72 °C 10 min  

Cooling 4 °C ∞  

 

PCR products were purified using mi-PCR Purification orGeneJET PCR Purification Kit according to the 

manufacturer procedure and eluted with nuclease free water. The size and the purity of DNA samples 

determined by agarose gel electrophoresis. Around 1 - 3 μl of PCR mixture was mixed with 6x loading 

dye and separated in 1% (w/v) agarose gel containing 7 μl/100 μl of Midori Green or 1.2 mg/ml 

ethidium bromide and 1x TAE buffer (40 mM Tris-acetate, 1 mM EDTA, pH 8.2) for 20-40 min at 90 - 

110 V. The bands were visualized with UV light. 

Site directed mutagenesis was performed with two-step PCR technique (see above). In a second PCR 

step, two purified PCR products were used as templates in amount of 0.1 pmol each. Final PCR product 

was purified from the agarose gel using QIAquick Gel Extraction or mi-Gel Extraction Kit according to 

the manufacturer instructions and eluted with nuclease free water. 

Purified PCR product (1 - 2 μg) and plasmid DNA (2 - 4 μg) were digested with restriction 

endonucleases (10 U/μg of DNA) in 1x CutSmart buffer for 2.5 h at 37 °C. Digested plasmid was then 

dephosphorylated by adding Alkaline Phosphatase (10 U/μg of DNA) to the digestion mixture for 45 

min at 37 °C. Restriction enzymes and phosphatase were inactivated for 20 min at 65 °C. Digested PCR 

products were purified using GeneJET PCR Purification or mi-PCR Purification Kit. 

Digested DNA and 50 - 200 ng of plasmid were mixed in a molar ratio plasmid:insert of 1:3 in a maximal 

reaction volume of 8 - 12 μl, and ligated with 5 U of T4 DNA ligase in 1x T4 ligation buffer for 1h at RT. 

Ligation mixture was then transformed into chemically competent E. coli DH5α cells. For that, 4 μl of 

ligation mixture was added to 50 μl (around 5x109 cells) of thawed chemically competent cells and 

incubated on ice for 30 min, followed by a 45 s heat shock at 42 °C. Afterwards, the mixture was cooled 

on ice for 5 min, supplemented with 950 μl of LB medium and recovered for 1 h by shaking at 37 °C. 
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Transformed cells were plated on LB agar plates containing appropriate antibiotics and incubated 

overnight at 37 °C. Colonies were screened for the presence of the desired insert by colony PCR. 

Briefly, colonies were streaked out on LB plate containing antibiotics and the tip was afterwards 

washed in 12.5 μl of mixture containing 6.25 μl of GoTaq Green Master Mix and 0.4 μM primers. PCR 

was performed with a standard PCR program for GoTaq polymerase (Table 2). The entire PCR mixture 

was separated in 1% (w/v) agarose gel. 

Table 2. PCR program for colony PCR performed with GoTaq polymerase. 

PCR step Temperature Duration  

Initial denaturation 95 °C 3 min  

Denaturation 95 °C 30 s  

Annealing Ta 30 s 30 cycles 

Extension 72 °C 1 min per kb  

Final extension 72 °C 5 min  

Cooling 4 °C ∞  

 

DNA sequence analysis was performed by GATC Biotech AG. Samples were prepared according to the 

company instructions. Primers for sequencing were designed to align at least 50 bp outside the 

construct of interest. The received sequences were analyzed by the SnapGene or the ApE software.  

Plasmid DNA was isolated and transformed into a desired E. coli strain by TSB transformation. Briefly, 

E. coli culture was grown to OD600nm of 0.4 - 0.6, cell pellet from 1 ml culture aliquot was re-suspended 

in TSB medium (10% (w/v) PEG MW=3,350, 5% (v/v) DMSO, 20 mM MgCl2, LB medium) and incubated 

with 3 μl of purified plasmid on ice for 30 min. Afterwards, cells were subjected to a heat shock of 42° 

C for 45 s, cooled on ice for 5 min, supplemented with 900 μl of LB medium and recovered for 1 h by 

shaking at 37 °C. Transformed cells were plated on LB agar containing appropriate antibiotics and 

incubated overnight at 37 °C. Finally, E. coli strains from overnight cultures grown in LB were 

permanently stored as 1.5 ml stocks in 40% (v/v) glycerol in cryogenic vials at -80 °C. 

 

3.2.3 Gene replacement 

Gene replacement of rplK mutants was performed with plasmid pKOV, which was a gift from George 

Church (Addgene plasmid #25769). The gene constructs containing nusG, rplK S102A or rplK S102D 

and rplA genes were cloned into pKOV plasmid using NotI and XbaI restriction enzymes with primers 

OMS20/OMS21 and allelic replacement was performed as previously described (262). Briefly, E. coli 

cells transformed with pKOV construct and grown at 30 °C were re-suspended in 10% (w/v) MgSO4, 

serially diluted and plated on LB agar plates containing 20 μg/ml chloramphenicol. First, plates were 

incubated overnight at 43 °C (non-permissive temperature) to select for cells that incorporated pKOV 

plasmid into the chromosome based on the temperature sensitive origin of plasmid replication. 

Second, six colonies were re-suspended in LB medium without NaCl (1% (w/v) tryptone, 0.5% (w/v) 

yeast extract), serially diluted, plated on LB agar-sucrose plates without NaCl (1% (w/v) tryptone, 0.5% 
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(w/v) yeast extract, 1.5% (w/v) agar, 5% (w/v) sucrose) and incubated at 30 °C for 1 - 2 days. Sucrose 

enables positive selection of cells that underwent second round of homologous recombination and 

lost the pKOV plasmid, based on the sacB gene expression of which is lethal in the presence of sucrose. 

Colonies were screened for mutations using temperature switch PCR (TSP) genotyping as previously 

described (263) and confirmed by DNA sequencing. Briefly, two primer pairs with different Tm were 

used. The locus specific primers (outer primers) with higher Tm were used to amplify 800 - 1,000 bp 

target locus, while nested locus specific primers (inner primers) with lower Tm were used to amplify 

100 – 200 bp allele specific product based on the specific forward primer which contained mutant 

allele at its 3’ end. The PCR mixture for TSP genotyping contained: 1x ThermoPol buffer, 200 μM 

dNTPs, 0.1 μM primers with higher Tm, 0.5 μM primers with lower Tm, 0.54 M betaine, 1.3 mM DTT, 

11 μg/ml BSA, 1.64% (v/v) DMSO, 0.05 U/μl Taq DNA polymerase and nuclease free water. Colonies 

were re-suspended in 20 μl nuclease free water and 0.5 μl was added to 14.5 μl of PCR mixture. PCR 

was performed with the TSP genotyping PCR program (Table 3). 

Table 3. PCR program for TSP genotyping with Taq DNA polymerase. 

PCR step Temperature Duration  

Initial denaturation 95 °C 3 min  

Denaturation 95 °C 30 s  

Annealing (outer primers) 58 °C 30 s 15 cycles 

Extension 72 °C 1 min  

Denaturation 95 °C 10 s 
5 cycles 

Annealing (inner primers) 45 °C 30 s 

Denaturation 95 °C 10 s  

Annealing (inner primers + 5’ tail) 53 °C 30 s 15 cycles 

Product extension 72 °C 5 s  

Cooling 4 °C ∞  

 

PCR product were separated in 1.5% (w/v) agarose gel containing 7 μl/100 μl Midori Green in 1x TBE 

buffer (90 mM Tris-borate, 2 mM EDTA, pH 8.2) for 30 min at 110 V. GeneRuler 100 bp was used as 

DNA ladder from 100 - 1,000 bp. Genomic DNA was isolated from E. coli strain with positive DNA band 

at 100 - 200 bp using GenElute Bacterial Genomic DNA Kit according to the manufacturer instructions. 

DNA sequence analysis was performed by GATC Biotech AG. Mutant clones and double crossover wild-

type were stored at -80 °C as glycerol stocks. 

 

3.2.4 Media and antibiotics 

Cells were grown in LB (Roth) or in M9 minimal medium (50 mM Na2HPO4, 22 mM KH2PO4, 8.6 mM 

NaCl, 18.7 mM NH4Cl, 1 mM MgSO4, 0.1 mM CaCal2, 0.0001% (w/v) thiamine) supplemented with 

either 0.5% (w/v) glucose or 0.4% (v/v) glycerol when using strains carrying pBAD33 plasmid 

constructs. Cultures were grown in batch at 37 ˚C shaking at 200 rpm. When required, the medium 
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was supplemented with 25 µg/ml chloramphenicol, 25 - 50 µg/ml ampicillin or 50 µg/ml kanamycin. 

Plasmids carrying PBAD promoter were repressed in pre-cultures by 0.4% (w/v) D-(+)-glucose at OD600nm. 

The expression of gene constructs on plasmids carrying PBAD promoter was induced with 0.2% (w/v) L-

(+)-arabinose at OD600nm of around 0.4. The expression of gene constructs on plasmids carrying Plac 

promoter was induced with 0.5 - 2 mM β-D-1-thiogalactopyranoside (IPTG); 2 mM IPTG for 

pNDM220::hipB plasmid and 1 mM IPTG for pNDM220 and pMG25 plasmid constructs with hipA and 

hipA7.   

 

3.2.5 SILAC labeling 

For quantitative (phospho)proteomic experiments (Table 4), E. coli cells were differentially labeled 

using following stable isotope-labeled lysine derivatives: 4,4,5,5-D4 L-lysine (Lys4, “medium-heavy” 

lysine, K4, Cambridge Isotope Laboratories), 13C6
15N2 L-lysine (Lys8, “heavy” lysine, K8, Cambridge 

Isotope Laboratories) or L-lysine (Lys0, “light” lysine, K0, Sigma Aldrich) (178). Both pre-cultures and 

main cultures were grown in M9 minimal medium containing 0.0025% (w/v) of either Lys0, Lys4 or 

Lys8. 

Table 4. Overview of the SILAC-based phosphoproteomic experiments performed in this study. L = light, M = 
medium, H = heavy lysine.  

Experiment 
No. of 

replicates 
SILAC Labeling 

HipA and HipB temporal analysis 

(plasmid) 
2 

0h (L) + HipA 75min (M) + HipA 3h (H) 

0h (L) + HipB 2.5h (M) + HipB 6h (H) 

HipA7 vs. HipA (plasmid) 3 empty plasmid (L) + HipA (M) + HipA7 (H) 

HipA7 and HipA, high vs. low copy 

number plasmid 
2 

empty plasmids (L) + HipA-low copy (M) + 

HipA-high copy (H) 

empty plasmids (L) + HipA7-low copy (M) + 

HipA7-high copy (H) 

hipA7 vs. wt hipA (chromosomal) 3 wt hipA (L) + ΔhipBA (M) + hipA7 (H) 

HipA S150 and S359 mutants 1 
HipA (L) + HipA S150A (M) + HipA S150D (H) 

HipA (L) + HipA S359A (M) + HipA S359D (H) 

 

3.2.6 Dynamic SILAC for protein turnover studies 

Cells were grown in 100 mL of M9 minimal medium (see 3.2.4) supplemented with 0.4% (v/v) glycerol, 

25 µg/ml chloramphenicol for maintenance of pBAD33::hipA or pBAD33::relE plasmids and 50 µg/ml 

kanamycin (for maintenance of pEG220::hipB plasmid) or 70 µg/ml zeocin (for maintenance of 

pBR322::relB plasmid). For resuscitation experiments, strains lacking lysA gene (ΔlysA) were used and 

pre-cultures and main cultures were supplemented with 0.025% (w/v) “light” lysine (Lys0) (Table 5). 

All cultures were grown in batch at 37 ˚C shaking at 200 rpm. Pre-cultures were grown for around 24 

hours in a medium supplemented with 0.4% (w/v) D-(+)-glucose to repress the expression of toxins 
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from pBAD33 plasmid. Main cultures were grown starting from OD600nm of around 0.01 – 0.02. 

Expression of hipA and relE was induced for 3 hours at OD600nm of around 0.4 with 0.2% and 0.4% (w/v) 

L-(+)-arabinose, respectively. Cultures were treated with 100 µg/ml ampicillin for 16-20 hours to kill 

non-persister cells and 0.4% glucose to repress the expression from pBAD33 plasmid. For experiments 

during persistence phase, a pulse of 0.025% (w/v) “heavy” lysine (Lys8) was added in the presence of 

ampicillin and 1 – 2 mL of cultures were harvested at specific time points. A time point before Lys8 

pulse (0h) was harvested as a control. For experiments during resuscitation phase, cultures were first 

quickly filtered using pre-warmed 1 L Corning filter system to remove antibiotic, Lys0 and dead cells. 

Immediately after, cells were quickly resuspended in pre-warmed medium supplemented with 

appropriate antibiotics, 0.4% glycerol, 0.4% glucose, Lys8 and 2 mM IPTG for expression of hipB. Cells 

were harvested in specific time intervals and a time point before filtering and Lys8 pulse (0h) was 

harvested as a control. 

Table 5. Overview of the dynamic SILAC-based experiments and E. coli strains used. 

Experiment No. of replicates E. coli K-12 strain 

HipA-induced persistence 3 MG1655, pBAD33::hipA, pEG220::hipB 

RelE-induced persistence 3 MG1655 ΔrelBE; pBAD33::relE, pBR322::relB 

HipB-induced resuscitation 3 MG1655 ΔlysA, pBAD33::hipA, pEG220::hipB 

 

3.2.7 Cell lysis and protein extraction 

Cultures were harvested at specific stages by centrifugation at 4 ̊ C and stored at -80 ̊ C. The cell pellets 

were re-suspended in a lysis buffer (40 mg/ml SDS, 100 mM Tris-HCl pH 8.6, 10 mM EDTA, 5 mM 

glycerol-2-phosphate, 5 mM sodium fluoride, 1 mM sodium orthovanadate and Complete protease 

inhibitors (Roche)) and sonicated at least 5 times for 30 s at 40% amplitude. The cellular debris was 

pelleted by centrifugation at 13,000 g for 30 min and the crude protein extract precipitated from the 

supernatant with methanol and chloroform. Protein pellet was re-suspended in a denaturation buffer 

containing 6 M urea, 2 M thiourea and 10 mM Tris pH 8.0. Protein concentration was measured using 

standard Bradford assay (Bio-Rad). 

 

3.2.8 Protein in-solution digestion 

In each SILAC experiment, differently labeled protein extracts were mixed in equal amounts corrected 

by the ratios determined by measuring mixing checks (see below) to a total of 12 mg. Proteins were 

reduced using 1 mM dithiotreitol for 1 h and subsequently alkylated with 5.5 mM iodoacetamide for 

1 h. One half of the protein mixture was diluted with 4 volumes of 62.5 mM Tris pH 8.0 and 12.5 mM 

CaCl2 and digested with chymotrypsin (1:120 w/w) overnight at room temperature (RT). The other half 

was predigested with endoproteinase Lys-C (1:100 w/w) for 3 h, then diluted with 4 volumes of 62.5 



Materials and Methods 
 

58 
 

mM Tris pH 8.0 and supplemented with endoproteinase Lys-C (1:100 w/w) for overnight digestion at 

RT. The reaction was stopped by acidification with trifluoroacetic acid (TFA) to pH 2. An aliquot of 10 

μg was purified by stage tips (see 3.2.14) and 2 μg was used for direct proteome measurement with 

230 min LC gradient. An additional aliquot of at least 100 μg intended for further proteome 

measurements was stored at -80 ˚C. For protein turnover experiments, 10 µg of protein extract from 

each time point collected was separately digested only with endoproteinase Lys-C as described above 

and purified by stage tips (see 3.2.14). 

 

3.2.9 Phosphopeptide enrichment 

Digested peptides were desalted by the solid-phase extraction using Sep-Pak Vac 100 mg C18 column. 

Briefly, column was activated with methanol and equilibrated with solvent A* (2% (v/v) acetonitrile 

and 1% (v/v) formic acid). After loading the sample, the column was washed with solvent A (0.1% (v/v) 

formic acid) and peptides were eluted with 1.8 ml 80% (v/v) acetonitrile and 6% (v/v) TFA. 

Phosphopeptides were enriched by titanium dioxide (TiO2) chromatography. Eluted peptides were 

incubated with TiO2 spheres (5 µm, 300 Å, ZirChrom) in 1:10 peptide to bead ratio for 10 min for 5-10 

consecutive rounds. TiO2 spheres were washed twice with 80% (v/v) acetonitrile and 6% (v/v) TFA and 

loaded onto C8 stage tips. The spheres were washed additionally with 80% (v/v) acetonitrile and 1% 

(v/v) TFA. Phosphopeptides were first eluted with 50 µl 1.25% (v/v) ammonium hydroxide of pH 10.5 

into 20 µl 20% (v/v) TFA for 15 min at 1,200 rpm. In the second elution step, phosphopeptides were 

eluted with 50 µl 5% (v/v) ammonium hydroxide in 60% (v/v) acetonitrile pH 10.5. Acetonitrile was 

evaporated from eluates by vacuum centrifugation, samples were acidified to pH 2, if necessary, and 

purified by stage tips (see 3.2.14).  

 

3.2.10 High pH reversed-phase peptide fractionation on commercial spin columns 

Peptides derived from proteome samples of one replicate of each experiment were additionally 

separated offline using High pH reversed-phase peptide fractionation kit (Thermo Scientific, Cat. No. 

84868) according to the manufacturer instructions. Briefly, 50 μg of SILAC mixture was loaded onto 

the spin column and peptides were eluted in the gradient of acetonitrile in 9 fractions. The pH of 10 

was maintained constant with 10 mM ammonium hydroxide instead of trimethylamine. Eluted 

fractions were concentrated by vacuum centrifugation and purified by stage tips (see 3.2.14). 

Fractions were measured separately by LC-MS/MS using optimized LC gradients. 

 

3.2.11 Offline high pH reversed-phase peptide fractionation 

Proteome samples digested with chymotrypsin of one replicate in the experiment with chromosomal 

hipA7 were fractionated using an offline peptide fractionation at high pH to identify unmodified GltX 

peptide. Peptides were loaded onto a reversed phase XBridge BEH130 C18 3.5 μm 4.6 x 250 mm 

column installed in an Ultimate 3000 HPLC and detected by UV at λ = 214 nm at 25 ˚C. The system was 
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operated under basic conditions using buffer A (5 mM NH4OH) and buffer B (5 mM NH4OH in 90% (v/v) 

ACN) at pH 10. Peptides were eluted using an 80 min gradient at a flow rate of 1 ml/min. The organic 

portion was ramped from 5% to 25% B in 45 min, to 40% in 10 min and finally to 70% in 5 min followed 

by column equilibrated. Fractions were collected in 1 min intervals for 60 min and concatenated evenly 

into 30 pools. Acetonitrile was evaporated by vacuum centrifugation, samples acidified to pH 2 and 

measured by LC-MS/MS.  

 

3.2.12 SDS-PAGE and in-gel digestion 

Protein samples of one replicate of the experiment in which HipA and HipB were induced in temporal 

manner, were separate via SDS-PAGE and digested. Around 50 μg of protein extracts were separated 

on a NuPage Bis-Tris 4-12% gradient gel (Invitrogen) and stained with Coomassie stain. Gel lanes 

containing proteins were cut into 10 equal slices that were washed with 5 mM ammonium bicarbonate 

(ABC) in 50% (v/v) acetonitrile, reduced with 10 mM dithiotreitol in 20 mM ABC at 56 ˚C for 1 hour 

and alkylated with 55 mM iodoacetamide for 30 min in the same buffer. Gel pieces were then washed 

with 5 mM ABC and dehydrated with acetonitrile and short vacuum centrifugation. Proteins were 

digested either with endoproteinase Lys-C (1:40 w/w in 20 mM ABC) or chymotrypsin (1:40 in 50 mM 

Tris pH 8.0 and 10 mM CaCl2) at 37 ˚C overnight. Digested peptides were recovered from the gel 

through a stepwise extraction with 3% (v/v) TFA in 30% (v/v) acetonitrile, 0.5% (v/v) acetic acid in 80% 

(v/v) acetonitrile and finally with acetonitrile. All supernatants were combined, concentrated by 

vacuum centrifugation and purified by stage tips (see 3.2.14). 

 

3.2.13 Incorporation and mixing check 

The efficiency of SILAC labeling was determined by LC-MS/MS measurement of Lys4- and Lys8-labeled 

samples. For that, 10 µg of each sample was separately digested with endoproteinase Lys-C, purified 

by stage tips (see 3.2.14) and measured by LC-MS/MS. In all cases, the labeling efficiencies of Lys4 or 

Lys8 were ≥ 94%. Prior to the mixing of labeled samples for SILAC experiments, 20 µg of each 

differentially labeled sample was pre-mixed in equal protein amounts determined by Bradford assay, 

digested with endoproteinase Lys-C and measured by LC-MS/MS. Median of evidence SILAC ratios was 

used as a correction factor for mixing the samples to be used in main SILAC experiments.   

 

3.2.14 Stage tips 

Prior to each LC-MS/MS measurement, all peptide samples were desalted and purified by C18 stage 

tips (264). Reversed phase C18 discs (Empore) were activated with methanol and equilibrated with 

solvent A*. Up to 10 µg of peptides were loaded onto the membrane and washed with solvent A. 

Peptides were eluted with 50 µL solvent B (80% (v/v) acetonitrile and 0.1% (v/v) formic acid) and 

concentrated by vacuum centrifugation. The sample volume was adjusted with solvent A and final 

10% v/v of solvent A*. 
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3.2.15 LC-MS/MS measurement 

Purified peptide samples were separated by an EASY-nLC 1000 or 1200 system (Thermo Scientific) 

coupled on-line to a Q Exactive HF mass spectrometer (Thermo Scientific) through a nanoelectrospray 

ion source (Thermo Scientific). Chromatographic separation was performed on a 20 cm long, 75 μm 

inner diameter analytical column packed in-house with reversed-phase ReproSil-Pur C18-AQ 1.9 μm 

particles (Dr. Maisch). The column temperature was maintained at 40 °C using an integrated column 

oven. Peptides were loaded onto the column at a flow rate of 700 nl/min or 1 μl/min under maximum 

back-pressure of 500 or 850 bar, respectively. The peptides were eluted using either 46 min, 76 min, 

116 min or 216 min segmented gradient of 10 – 50% solvent B at a constant flow rate of 200 nl/min. 

When measuring proteome digested with chymotrypsin, the gradient started with 5% of solvent B. 

For measurements of kinase assays, the peptides were eluted using 33 min segmented gradient of 10 

– 50% solvent B at a constant flow rate of 300 nl/min. Samples fractionated by high pH 

chromatography on column were measured using different 76 min segmented gradients optimized 

for each fraction were used. For measurement of protein turnover, 116 min gradient were used for 

each proteome sample starting from 0h to the last time point. 

Peptides were ionized by nanoelectrospray ionization at 2.3 kV and the capillary temperature of 275 

˚C. The mass spectrometer was operated in a data-dependent mode, switching automatically between 

one full-scan and subsequent MS/MS scans of either 12 (Top12 method) or 7 (Top7 method, for 

measurement of phosphorylation) most abundant peaks selected with an isolation window of 1.4 m/z. 

Full scan MS spectra were acquired in a mass range from 300 – 1,650 m/z at a target value of 3 × 106 

charges with the maximum injection time of 25 ms and a resolution of 60,000 (defined at m/z 200). 

The higher energy collisional dissociation (HCD) MS/MS spectra were recorded with the maximum 

injection time of 45 ms or 220 ms (for measurement of phosphorylation) at a target value of 1 × 105 

and a resolution of 30,000 (defined at m/z 200) or 60,000 for phosphoproteome measurement. The 

normalized collision energy was set to 27% and the intensity threshold was kept at 1 × 105 or 5 × 104 

for phosphoproteome measurement. The masses of sequenced precursor ions were dynamically 

excluded from MS/MS fragmentation for 30 s. Ions with single, unassigned or six and higher charge 

states were excluded from fragmentation selection. Two phosphoproteome experiments 

(chromosomal hipA7, replicate 1 and 3) were measured on Orbitrap Elite mass spectrometer (Thermo 

Scientific) with following parameters that differ from Q Exactive HF system: Top15 method, 4 m/z 

isolation window, 300-2,000 m/z mass range, 1 x 106 full scan target value with 100 ms maximum 

injection time and 120,000 resolution (defined at m/z 400), 4 x 104 MS/MS scan target value with 150 

ms injection time, 15,000 resolution and 35% normalized collision energy, 60s dynamic exclusion.  

 

3.2.16 MS data processing and analysis of phosphoproteomic experiments 

Acquired raw data were processed using the MaxQuant software suite (version 1.5.2.8) (169). Raw 

files of particular experiments were processed separately. In total, 449 raw files were processed, out 

of which 249 belong to phosphopeptide enrichment fractions. The derived peak list was searched 

using Andromeda search engine integrated in MaxQuant (171) against a reference E. coli K12 
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proteome (taxonomy ID 83333) obtained from UniProt (4,313 protein entries, released in October 

2015), protein sequence of HipA7, HipA mutants and a file containing 245 common laboratory 

contaminants. During the first search, peptide mass tolerance was set to 20 ppm and in the main 

search to 4.5 ppm. For triple-label SILAC experiments, multiplicity was set to three with Lys4 and Lys8 

specified as medium and heavy labels, respectively. Methionine oxidation, protein N-terminal 

acetylation and Ser/Thr/Tyr phosphorylation (STY) were set as a variable modificaton, whereas 

carbamidomethylation of cysteines was set as a fixed modification. The minimum required peptide 

length was set to seven amino acids with the maximum of two missed cleavages allowed for 

endoproteinase Lys-C that was set to specifically cleave at lysine C-terminus. Chymotrypsin was set to 

specifically cleave at phenylalanine, tryptophan, tyrosine, leucine and methionine C-terminus with 

maximum 5 missed cleavages allowing for maximum of 4 labeled amino acids. All peptide, protein and 

phosphopeptide identifications were filtered using a target-decoy approach with a false discovery rate 

(FDR) set to 0.01 (265). Proteins identified by the same set of peptides were combined to a single 

protein group. For protein quantification, a minimum of two peptide (razor or unique) ratio counts 

was required, whereas only unique peptides were used for the separate quantification of HipA and 

HipA7 proteins. To increase the number of quantified features, the “match between runs” option was 

enabled with a match time window set to 0.7 min. This allows the transfer of peptide identifications 

across LC-MS/MS runs based on the mass and the retention time of the peptide identified by MS/MS. 

Re-quantify option was enabled to allow for quantification of SILAC pairs that result in extreme ratio 

values. All protein groups and phosphorylation site identified in this study across all 

phosphoproteomic experiments are reported in the Supplementary Tables. 

Statistical analysis of MaxQuant output data was performed manually or by using Perseus software 

(version 1.5.6.0) (266) and figures were edited in Adobe Illustrator. All contaminants and reverse hits 

were removed. Phosphorylation sites were additionally filtered for PEP scores of < 0.01. Minimal score 

of 40 was required for phosphorylation site and 20 for protein identifications. Changes in 

phosphorylation events were corrected for the mixing error of differentially SILAC-labeled samples 

and normalized to differences in protein abundances, unless otherwise stated. For that, 

phosphorylation site SILAC ratios were divided with the protein SILAC ratios of corresponding proteins. 

Normalized phosphorylation site ratios were log2 transformed and plotted against the log10 

transformed phosphopeptide intensities summed for each of two SILAC channels observed. 

Significantly regulated phosphorylation sites were determined by applying an arbitrary ratio threshold 

of 2 in log2 scale (4-fold). In the experiment with hipA7 on the chromosome in which no plasmids were 

used, significantly regulated phosphorylation sites were determined by using significance B test with 

a p-value of 0.01. Significantly regulated proteins were determined by using significance B test with a 

p-value of 0.001. For Volcano plots, log2 transformed ratios of three biological replicates were 

grouped into one group and compared to the group containing only zero values using t-test with FDR 

of 0.01 or 0.001 and the minimal fold change S0 of 1. Phosphorylation site occupancies were 

determined as the proportion between the phosphorylated peptide and corresponding unmodified 

peptide using the algorithm implemented in MaxQuant based on the calculation described in Olsen et 

al. (267). The calculation of occupancies requires SILAC ratio of a phosphorylated peptide, the SILAC 

ratio of the corresponding unmodified peptide and the SILAC protein ratio. For RplK and SeqA, 
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occupancy values were calculated manually using M/L and H/M ratios giving a and b values between 

0 and 1 in three biological replicates. For SeqA in “light” and RplK in “heavy” labeling state, occupancy 

was determined only from two replicates.  

To identify significantly represented temporal protein profiles, we used Short Time-series Expression 

Miner (STEM) program (p-value of 0.05 after Bonferroni multiple testing correction) (268). Gene-

annotation and KEGG enrichment analysis was performed using The Database for Annotation, 

Visualization and Integrated Discovery (DAVID) tool (version 6.7) with default parameters (269). 

UniProt IDs were used as an input for the enrichment. Kinase motif analysis was performed using 

Motif-X software (270) with the reference E. coli K-12 MG1655 proteome used as a background and 

15 amino acid long sequences (7 amino acids on both sides around phosphorylation site) of all 

identified phosphorylation sites with the localization probability higher than 0.75 as an input. The 

parameters of Motif-X analysis were as follows: S or T as a foreground and background central residue, 

width of 15, 40 occurrences and significance threshold of 0.00000001. 

 

3.2.17 MS data processing and analysis of protein turnover experiments 

Acquired raw data (171 raw files) were processed using the MaxQuant and raw files of particular 

experiments were processed separately, namely 63 raw files for HipB, 54 for HipA and 54 for RelE 

turnover experiment. The derived peak list was searched using Andromeda search engine against the 

reference E. coli K12 proteome (taxonomy ID 83333) obtained from UniProt (4,313 protein entries, 

released in October 2015) and a file containing 245 common laboratory contaminants. During the first 

search, peptide mass tolerance was set to 20 ppm and in the main search to 4.5 ppm. The multiplicity 

was set to two with Lys8 specified as the heavy label. Methionine oxidation and protein N-terminal 

acetylation were set as variable modifications, whereas carbamidomethylation of cysteines was set as 

a fixed modification. The minimum required peptide length was set to seven amino acids with the 

maximum of two missed cleavages allowed for endoproteinase Lys-C that was set to specifically cleave 

at lysine C-terminus. All peptide and protein identifications were filtered using a target-decoy 

approach with a false discovery rate (FDR) of 0.01. Proteins identified by the same set of peptides 

were combined to a single protein group. For protein quantification, a minimum of two peptide (razor 

or unique) ratio counts was required. The “match between runs” and re-quantify options were not 

enabled. Data was additionally processed with IBAQ quantification option enabled to determine 

protein IBAQ intensities for rough estimation of protein abundances across different experiments. 

IBAQ quantification normalizes total protein intensity to the number of theoretical tryptic peptides of 

the respective protein. To calculate recycling factor that was used for the correction of protein 

turnover rates, data was processed separately with multiplicity of 1 and lysine 8 (Lys8) set as variable 

modification.  

Non-normalized protein H/L ratios from proteingroup.txt were used for protein quantification. All 

contaminants, reversed hits and proteins identified only by modification were removed. To simplify 

the data, the data sets from three biological replicate measurements were combined as a union, in 

which protein H/L ratios in each of the time points were kept if measured only in one replicate (Class 



Materials and Methods 
 

63 
 

I), a mean was calculated if measured in two (Class II) or in three replicates (Class III). Second, to reduce 

the number of time points, they were pooled into time. For that, the median protein H/L ratio of 

respective time points was calculated and assigned to a specific time bin. Proteins were then ranked 

based on their H/L ratio within each time bin and displayed in a heatmap-like representation created 

in Excel. Gene-annotation and KEGG enrichment analysis was performed using DAVID tool (version 

6.8) with default parameters and the background of all quantified proteins in particular experiment 

(269). All proteins that were reported in this study as newly synthesized are listed in the 

Supplementary Tables. 

Protein turnover rate (k) of each protein was calculated by linear regression of the linear dependence 

of natural logarithm of protein SILAC H/L ratio over time as described previously (196) using following 

equation: 

𝑘 =  
∑ 𝑙𝑜𝑔𝑒(𝑟𝑡𝑖

+ 1)𝑡𝑖
𝑚
𝑖=1

∑ 𝑡𝑖
2𝑚

𝑖=1

 

Where m is the number of time points (𝑡𝑖) and 𝑟𝑡𝑖
 is protein H/L ratio measured in a time point 𝑡𝑖. The 

half-life of a protein (𝑇1/2) was calculated using following equation: 

𝑇1/2  =  
𝑙𝑜𝑔𝑒2

𝑘
 

Protein H/L ratios derived from a union of three replicates were used for the calculation. Only proteins 

with H/L ratio measured in at least 5/16 time points were taken for turnover rate calculation. As a 

quality check of linear regression, the coefficient of determination (R2) had to be higher than 0.70 to 

ensure good curve fitting and reliable turnover rate estimation. All proteins with determined protein 

turnover rates are reported in the Supplementary Tables. 

 

3.2.18 Protein expression for His-tag affinity purification 

His6-HipA and His6-HipA7. Plasmid pBAD33::6his hipA was transformed into MG1655 strain. An 

overnight culture was grown in LB medium containing 25 µg/ml chloramphenicol and 0.4% glucose, 

washed, diluted 1,000x into 2 l of LB medium containing 25 µg/ml chloramphenicol and grown at 37 

˚C. The expression of hipA and hipA7 was induced at OD600nm = 0.4 with 0.2% arabinose for 2 h. His6-

HipA7 was expressed from pBAD33::6his hipA7 in 1 l of LB medium in the same way as His6-HipA. 

His6-GltX and His6-RplK. Plasmid pET28a::gltX was transformed into BL21(DE3) strain. An overnight 

culture was grown in LB medium containing 50 µg/ml kanamycin, diluted 1000x into 250 ml of LB 

medium with kanamycin and grown at 30 ˚C. The expression of gltX was induced at OD600nm = 0.6 with 

1 mM IPTG for 2 h. His6-RplK was expressed from the pET28a::rplK plasmid the same way as His6-GltX. 

SeqA-His6 was expressed from the pET28a::seqA plasmid in 750 ml of LB medium the same way as 

His6-GltX. The expression of seqA was induced at OD600nm = 0.5 with 0.2 mM IPTG for 2 h.  
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3.2.19 His-tag affinity purification 

After the protein expression, cultures were harvested by centrifugation and cell pellets were re-

suspended in cold lysis buffer (50 mM HEPES/KOH pH 7.4 at 4 ˚C, 300 mM NaCl, 10 mM MgCl2, 2 mM 

β-mercaptoethanol, EDTA-free protease inhibitors (Roche), 5 mM glycerol-2-phosphate, 5 mM sodium 

fluoride and 1 mM sodium orthovanadate). Each cell lysate was incubated with 0.5 mg/ml lysozyme 

and 50 U/ml DNase I for 15 min at RT and sonicated at 40% amplitude until clear and centrifuged at 

13,000 g. Supernatant containing 10 mM imidazole was incubated with 500 µL HisPur cobalt resin 

(Thermo) for 1 h at 4 ˚C. The cobalt resin was washed in buffer A (50 mM HEPES/KOH pH 7.4 at 4 ˚C, 

300 mM NaCl, 10 mM MgCl2, 2 mM β-mercaptoethanol) containing 10 mM, 20 mM or 30 mM 

imidazole. Bound proteins were eluted with buffer A containing 150 mM imidazole. Purified proteins 

were transferred into a storage buffer and concentrated by ultrafiltration using Amicon Ultra 

centrifugal filter units (Merck) with a pore size of 30,000 Da (for His6-HipA, His6-HipA7 and His6-GltX) 

or 10,000 Da (for His6-RplK and SeqA-His6). Proteins were washed with storage buffer (50 mM Tris-HCl 

pH 8.0, 200 mM NaCl, 1 mM DTT) and transferred into the storage buffer containing 10% glycerol. 

Protein concentration was measured using standard Bradford assay (Bio-Rad). 

 

3.2.20 In vitro kinase assay measured by MS 

For in vitro kinase assay 1 µM kinase (His6-HipA or His6-HipA7) was incubated with 6 µM His-tagged 

substrate in a kinase buffer (50 mM Tris-HCl pH 8.0, 10 mM MgCl2, 1 mM DTT, 16 µM ZnSO4) with or 

without 5 mM ATP. Each reaction contained 4.5 μg of a total protein amount. Samples were incubated 

at 37 ˚C for 45 min and stopped by the addition of 9 volumes of denaturation buffer, followed by the 

protein digestion using chymotrypsin or Lys-C endoproteinase as previously described (see above). 

Digested peptides were purified using stage tips (see 3.2.14) and 0.2 μg of each sample was measured 

by LC-MS/MS (see 3.2.15).  

 

3.2.21 In vitro kinase activity of HipA and HipA7 measured by autoradiography 

For qualitative comparison of HipA and HipA7 autophosphorylation activity and the phosphorylation 

activity towards GltX, we performed a time-depended kinase assay. 1 µM kinase (His6-HipA or His6-

HipA7) was incubated with 54 µM ATP and 12 µM [γ-32P]-ATP, and with or without 6 µM His6-GltX and 

19 µM of total E. coli tRNA in the kinase buffer (50 mM Tris-HCl pH 8.0, 10 mM MgCl2, 1 mM DTT, 16 

µM ZnSO4). Reactions with HipA and HipA7 were performed simultaneously using the same ATP stock 

solution. The reactions were incubated at 37 ˚C for 45 min and stopped by the addition of Laemmli 

buffer at indicated time points. Reaction mixtures were separated by SDS-PAGE, revealed by 

phosphorimaging (GE Healthcare) and analyzed using ImageQuant software (GE Healthcare). The 

intensity of each time point was normalized to the sum of intensities of all time points and presented 

as a fraction of total intensity. Phosphorylation activity was determined by the linear regression of the 

linear part of the intensity over time curve. 
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3.2.22 Determination of cell viability on SMG plates 

It is known that ΔrelA mutant exhibits relaxed phenotype when grown in the presence of single carbon 

amino acids (SMG) (271). E. coli MG1555, rplK S102A, rplK S102D and ΔrelA deletion mutants (see 

1.1.4) were grown in M9 medium with glucose for 24 h to stationary phase. Aliquots of cells were 

serially diluted in M9 medium, plated on M9 agar plates (50 mM Na2HPO4, 22 mM KH2PO4, 8.6 mM 

NaCl, 18.7 mM NH4Cl, 1 mM MgSO4, 0.1 mM CaCal2, 0.0001% thiamine, 0.4% glucose) supplemented 

with or without 1 mM of serine, methionine and glycine (SMG) and grown for around 40 h at 37 ˚C.  

 

3.2.23 Measurement of persistence 

Cells were grown in 20 ml of M9 medium with glycerol containing 25 µg/ml chloramphenicol and 

ampicillin to the exponential phase. At OD600nm of around 0.4, hipA was induced with 0.2% arabinose 

for 95 min. Cultures were then treated with 2 µg/ml ciprofloxacin for 5 h. For determination of colony 

forming units (CFU), 1 ml aliquots were taken before arabinose addition, 95 min after hipA induction 

and 5 h of ciprofloxacin treatment. Cells were washed with PBS, serially diluted, plated on LB agar 

plates containing 0.4% glucose and grown for 24 - 40 h at 37 ˚C. Persistence was calculated by dividing 

the number of CFU/ml of ciprofloxacin treated culture with the CFU/ml of the culture before antibiotic 

addition and presented as a frequency of surviving (persister) cells in log10 scale. 
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4 Results 

4.1 Identification of in vivo phosphorylation targets of HipA kinase 

Parts of the chapters were adapted from Semanjski M, Germain E, Bratl K, Kiessling A, Gerdes K, 

& Macek B, The kinases HipA and HipA7 phosphorylate different substrate pools in Escherichia 

coli proteome to promote multidrug tolerance, Science Signaling, 2018, 11(547) (260). 

4.1.1 Phosphoproteomic workflow for studying HipA targets 

The first goal of this thesis was to characterize proteome and phosphoproteome of the persistent 

state associated with HipA kinase activity. Given that HipA alters several main cellular processes, we 

assumed that the kinase likely acts on additional targets along with the well-described GltX (63, 77). 

Kinase-substrate relationships are usually determined by using deletion mutants (176); however, 

because hipA is expressed in very low amounts and HipA is kept inactive by a direct interaction with 

HipB in the wild-type cells (47), substrates were screened using an established model in which HipA is 

ectopically overproduced in growing cells causing growth inhibition and persistence (63). To gain 

insight into persistent phenotype related to the gain-of-function HipA variant, HipA7, a less artificial 

model with chromosomally encoded kinase variants was later used. 

For all phosphoproteomic screens employed in this thesis, a quantitative proteomic workflow based 

on SILAC labeling methodology in combination high-resolution mass spectrometry described in Figure 

13 was used. For that, E. coli cultures were first metabolically labeled by growing the cells in the 

minimal medium supplemented with stable isotope-labeled derivatives of lysine: “light” lysine (Lys0), 

“medium-heavy” lysine (Lys4) or “heavy” lysine (Lys8). Proteins were isolated from three differentially 

labeled cell extracts, mixed in equal amounts and digested with endoproteinase Lys-C that cleaves 

proteins specifically after lysine residues. Additionally, the same amount of protein mixture was 

digested separately with a less specific protease chymotrypsin in order to generate peptides that 

contain multiple lysine residues in their sequence, which would otherwise be too short for the LC-

MS/MS measurement. Digested peptide mixture was either pre-fractionated (e.g. by high pH RP 

fractionation) or directly subjected to LC-MS/MS measurement to obtain the information about 

relative protein amounts. To analyze phosphoproteome, digested peptides were first enriched with 

titanium dioxide beads, which selectively bind negatively charged phosphopeptides, and then 

analyzed by LC-MS/MS as separate fractions using optimized methods with long injection times and 

high resolution (see 3.2.15). Finally, the acquired raw MS data was processed using MaxQuant 

software and the data was analyzed with Excel and Perseus software. Prior to protein mixing, the 

incorporation of the labels was inspected by separate LC-MS/MS measurements of individual Lys4-

and Lys8-labeled samples. In all experiments, the incorporation of Lys4 and Lys8 was > 94% confirming 

that almost complete labeling of E. coli proteome was achieved, which was sufficient for further 

quantitative comparison. 
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Figure 13. General SILAC-based phosphoproteomic workflow. Bacterial cultures were differentially SILAC-
labeled with light” lysine (Lys0, L), “medium-heavy” lysine (Lys4, M) or “heavy” lysine (Lys8, H) for their 
quantitative comparison. Proteins were isolated from cell lysates, mixed in equal amounts 1:1:1 and separately 
digested with endoproteinase Lys-C or chymotrypsin. Phosphopeptides were enriched with titanium dioxide 
(TiO2) beads for 5-10 consecutive rounds and fractions were analyzed by LC-MS/MS (Q Exactive HF mass 
spectrometer). For proteome measurement, peptides were either pre-fractionated using e.g. high pH reverse 
phase peptide fractionation or directly subjected to LC-MS/MS. Afterwards, acquired MS data was processed 
using MaxQuant software and data analysis was performed using different statistical or bioinformatic tools, e.g. 
Perseus software. 

4.1.2 HipA phosphorylates multiple proteins in addition to GltX 

To screen for phosphorylation targets of HipA kinase in vivo, the expression of hipA was induced from 

a low copy number plasmid pBAD33 in E. coli K-12 MG1655 background. The pBAD33 plasmid carries 

an arabinose-inducible promoter, which can be repressed with glucose during cloning procedures or 

in pre-cultures to suppress toxic effects of overexpressed hipA. The production of HipA inhibited cell 

growth shortly after the induction (Figure 14A) and led to an increase in persistence compared to the 

empty plasmid (Figure 14B), as previously reported (63). Namely, the viability of cells in the presence 

of ciprofloxacin was around 100-fold higher already 95 minutes after hipA induction with arabinose 

than before the induction and also in comparison to the arabinose-treated cells carrying the empty 

plasmid. Conversely, overproduction of HipB from a low copy number plasmid pNDM220 with 

isopropyl-β-D-thiogalactopyranoside (IPTG) counteracted HipA-induced toxicity and growth inhibition 

and led to the resumption of growth and resuscitation from dormancy (Figure 14A). Quantitative 

phosphoproteome analysis was performed in a form of two triple-SILAC experiments with a common 

time point labeled with Lys0 and collected just before hipA induction at an optical density of 600 nm 

(OD600nm) of 0.4 (Figure 14A). Cultures collected at two time points after hipA and hipB induction were 

differentially labeled as follows: 75min (Lys4) and 3h (Lys8) after hipA, 2.5h (Lys4) and 6h (Lys8) after 

hipB induction. A combination of these two SILAC experiments with the common time point allowed 

to follow the relative change in protein abundance and in Ser/Thr/Tyr phosphorylation of individual 

proteins in a temporal fashion during HipA-induced growth inhibition and HipB-triggered resuscitation 

(Figure 14 and Figure 15).  
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Figure 14. Proteome analysis of HipA-induced growth inhibition and HipB-induced resuscitation. (A) Growth 
curves of E. coli MG1655 strain containing the pBAD::hipA plasmid, in which hipA expression is under the control 
of an arabinose-inducible promoter, and the pNDM::hipB plasmid, in which hipB is under the control of an IPTG-
inducible promoter. Strains were grown in SILAC-labeled minimal medium containing either “light” lysine (Lys0), 
“medium-heavy” lysine (Lys4) or “heavy” lysine (Lys8), plus the appropriate antibiotics for the retention of the 
plasmids. Expression of hipA was induced at OD600nm = 0.4 with arabinose, and samples were collected before 
(Lys0) and 75min (Lys4) and 3h (Lys8) after induction. At the 3h time point, hipB expression was induced with 
IPTG, and samples were collected 2.5h (Lys4) and 6h (Lys8) later. Growth curves are representative of 2 biological 
replicates. (B) Survival to ciprofloxacin (persistence) of E. coli MG1655 after hipA expression. Cultures containing 
pBAD::hipA and pNDM::hipB plasmids or pBAD and pNDM empty plasmids were grown in minimal medium 
containing appropriate antibiotics for the retention of the plasmids. Expression of hipA was induced at OD600nm 
= 0.4 with arabinose for 95min. Aliquots of cultures were exposed to ciprofloxacin for 5h. Persistence was 
determined for one biological replicate as described previously (15). (C, D) Distribution of protein SILAC ratios 
3h after hipA expression (C) and 6h after hipB expression (D). Proteins that significantly increased (red) or 
decreased (blue) in abundance are indicated (significance B test, p-value < 0.001). Distributions are 
representative of 2 biological replicates. (E) STEM clustering analysis of protein dynamics during hipA and hipB 
expression. Log2 transformed protein SILAC ratios of proteins significantly changed during at least one time 
point (significance B test, p-value < 0.001) were used for clustering. The names and the log2 transformed ratios 
of proteins of one significant cluster (p-value of 9.2E-08) are shown in the table.  

Proteome analysis of a total of 2,387 identified and more than 1,800 quantified proteins per replicate 

confirmed that protein amounts of HipA and HipB increased around 8-fold 3 hours and 6 hours post 

induction, respectively (Figure 14C, D). Likewise, the significant increase in protein amounts (p-value 

< 0.001) was observed for proteins encoded downstream the arabinose and lac promoter confirming 

the efficient expression from plasmids. More importantly, a number of differentially regulated 

proteins changed significantly in abundance in response to hipA expression of which 15 proteins 

increased and 50 decreased in abundance. Conversely, 41 proteins showed higher and 31 lower 
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abundance 6 hours after hipB induction. Time-series clustering analysis of proteins that significantly 

changed in abundance in at least one time point revealed one significant cluster (p-value of 9.2E-08) 

of proteins that decreased in abundance during growth inhibition and returned to initial levels upon 

resuscitation (Figure 14E). Those proteins involved, for example, chemotaxis-related proteins that are 

important for regulation of cell motility, such as CheA, CheW, CheY, Tar and flagellin (FliC). In contrast, 

curli production and assembly/transport components CsgF and CsgG were among proteins that 

increased in abundance upon growth inhibition (Figure 14C).  

In this phosphoproteomic experiment, a total of 380 phosphorylation sites were identified on 230 

proteins (Figure 15A, B). Changes in phosphorylation, represented as phosphorylation site SILAC 

ratios, were corrected for the unequal mixing of differentially SILAC-labeled samples and normalized 

to the differences in protein abundances to exclude any quantitation bias due to fluctuations of 

corresponding proteins; this was applied to all phosphoproteomic experiments in the thesis. The 

reproducibility of phosphorylation site SILAC ratios measured in two biological replicates was good 

(Pearson correlation coefficient of 0.76 and 0.79) (Figure 15C, D). Surprisingly, a strong increase in the 

global phosphorylation of many phosphorylated proteins was detected as a result of HipA-induced 

growth inhibition (Figure 15A). Because of such binary distribution caused by high perturbation of the 

system upon hipA expression and the lack of sufficient number of data points in the non-changing 

background, commonly used significance B test was not applicable. Rather, the significance threshold 

for determination of differentially regulated phosphorylation sites was defined manually as a 4-fold 

change in phosphorylation site SILAC ratio and applied to all phosphoproteomic experiments in this 

thesis. As anticipated, phosphorylation of GltX on the Ser239 residue was one of the phosphorylation 

events with the highest increase (9-fold) (Figure 15A), which confirmed the efficacy of this model in 

studying targets of HipA kinase. Because Ser239 is surrounded by three lysine residues in the primary 

sequence of GltX (235GKKLSKR241), phosphorylated peptide of GltX was detected only in the samples 

digested with chymotrypsin. In fact, Ser239 is part of a “KMSKS” motif that is unique to the class I of 

amino acid-tRNA ligase family involved in the stabilization of the transition state of the amino acid 

activation reaction (272). As expected, elongation factor Tu (EF-Tu), which was for a long time believed 

to be the main substrate of HipA, was not detected as phosphorylated in this data set. However, 

another elongation factor, Ts (Tsf) was found phosphorylated and showed increase in phosphorylation 

upon hipA induction. In addition to GltX, multiple proteins showed an increase in phosphorylation 

(Figure 15A) revealing that HipA kinase likely acts on multiple substrates under the conditions studied. 

Among those, there were no other amino acid-tRNA ligases phosphorylated confirming the specificity 

of HipA towards GltX (63). However, many other phosphorylated proteins were found this study, and 

several of them were components of the ribosome, such as ribosomal proteins S4 (RpsD), S7 (RpsG), 

S9 (RpsI), S10 (RpsJ), L11 (RplK) and L31 (RpmE). Indeed, translation and DNA metabolic process were 

enriched (p-value < 0.01) in the gene ontology (GO) functional analysis of up-regulated 

phosphorylation events upon hipA expression (Figure 16B) suggesting that, besides GltX, other 

constituents of the translation machinery might be regulated by HipA in order to efficiently attenuate 

translation. Other phosphorylated proteins were involved in replication, such as the negative 

regulator of initiation of replication (SeqA) or in regulation of transcription such as DNA-binding 

proteins RcsB, Fis and Hns. 
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Figure 15. Phosphoproteomic analysis of HipA-induced growth inhibition and HipB-induced resuscitation. For 
experimental design, see Figure 14A. (A, B) Distribution of phosphorylation site SILAC ratios 3h after hipA 
expression (A) and 6h after hipB expression (B). The names of the phosphorylated proteins and the positions of 
the phosphorylation sites showing at least a 4-fold increase in phosphorylation are indicated. Distributions are 
representative of 2 biological replicates. (C, D) Correlation of phosphorylation site SILAC ratios 3h after hipA (C) 
and 6h after hipB expression (D) for two biological replicates. The names of the phosphorylated proteins and the 
positions of the phosphorylation sites showing at least a 4-fold change in both biological replicates are indicated. 

After triggering resuscitation by inducing the production of the antitoxin HipB, which neutralizes HipA 

toxicity, phosphorylation of GltX decreased to its initial level. Other phosphorylation sites also 

followed similar declining pattern, albeit they showed a slower rate of the reduction in 

phosphorylation and were not dephosphorylated entirely (Figure 16A). Considering that a repertoire 

of potential HipA targets was identified in this study, the obvious next step was to test whether they 

share a specific kinase target linear motif. For that, overrepresentation of a sequence around Ser and 

Thr residues was inspected by the Motif-X software. However, no significant sequence similarity 

around the phosphorylation sites was detected, indicating that HipA kinase does not specifically 

recognize a common linear sequence motif. 
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Figure 16. Phosphorylation sites increased in phosphorylation during HipA-induced growth inhibition and 
HipB-induced resuscitation. (A) Phosphorylation site dynamics of GltX, RplK, and SeqA over four time points 
during growth inhibition (HipA 75min and HipA 3h) and resuscitation (HipB 2.5h and HipB 6h) in 2 biological 
replicates. (B) Gene ontology (GO) distribution of phosphoproteins showing at least a 4-fold increase in 
phosphorylation 3h after hipA expression enriched against the background of all identified phosphoproteins (p-
value < 0.01). The number of enriched phosphoproteins is indicated below the category name. The distribution 
is representative of 2 biological replicates. (C) MS/MS fragmentation spectra of RplK peptide phosphorylated on 
Ser102 residue. 

To additionally confirm that the detected phosphoproteins are indeed direct substrates of HipA, an in 

vitro kinase assays with purified HipA, GltX, and two chosen candidate substrates, SeqA and ribosomal 

protein L11 (hereafter referred to as RplK) were performed. Purified His6-GltX, His6-RplK or SeqA-His6 

were incubated with His6-HipA kinase and ATP and after the reaction was completed, the samples 

were digested separately with Lys-C and chymotrypsin and measured by LC-MS/MS (Figure 17A). For 

each substrate, appropriate controls without ATP or kinase were performed adding to a total of 22 LC-

MS/MS runs per experiment. Phosphorylated peptides of corresponding substrate proteins was either 

present or absent in different samples (Figure 17B). Indeed, phosphorylation site on Ser102 of RplK was 

detected only when purified His6-RplK was incubated with His6-HipA and ATP, suggesting that RplK is 

a substrate of HipA kinase. Phosphorylation of SeqA on Ser36 was detected already in purified SeqA-

His6 without addition of ATP, suggesting that SeqA is phosphorylated endogenously. However, the 

intensity of the SeqA phosphorylation site significantly increased in the presence of His6-HipA, which 

indicated that HipA phosphorylated SeqA in vitro. Taken together, this shows that overproduced HipA 

modifies multiple protein targets in addition to the canonical GltX. 
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Figure 17. In vitro HipA kinase assay. (A) Experimental design of the kinase assay of His6-HipA with His6-GltX, 
His6-RplK, and SeqA-His6. Following the phosphorylation reaction, the samples were protease-treated and 
analyzed by LC-MS/MS. (B) Identified phosphorylation sites represented as circles were detected in 2 
independent experiments. Smaller circle depicted for SeqA indicates two orders of magnitude lower intensity of 
phosphorylation site without His6-HipA relative to the intensity measured in the presence of His6-HipA. 
Sequences of best identified phosphopeptides of particular proteins are shown. 

 

4.1.3 HipA autophosphorylation on Ser359 has no influence on HipA activity 

In this data set, an additional phosphorylation site on GltX on Ser246 was detected, but it was modified 

to much lesser extent and identified by low-quality spectra. This phosphorylation could possibly result 

from a weak target motif specificity often seen in bacterial kinases. In addition, three phosphorylation 

sites on HipA itself were identified: on a well-known position Ser150, and two novel sites on Ser158 and 

Ser359. Phosphorylated Ser150 was previously described as a kinase-inhibiting autophosphorylation site 

(81) and the mutation of Ser150 to alanine (S150A) abolished the ability of HipA to induce persistence 

(75). Other two phosphorylation sites on HipA have not been reported to this day. Phosphorylation of 

Ser158 was detected on a peptide that was at the same time phosphorylated on Ser150, in which the 

intensity of Ser158 phosphorylation was much lower than of Ser150. In contrast, peptide phosphorylated 

on Ser359 was identified with higher confidence on singly phosphorylated peptide. Considering that 

Ser359 is situated close to the DNA binding region (Lys379 to Arg382) of HipA in the structure of HipA-

HipB-promoter complex (PDB ID: 4YG7) (19), phosphorylation of Ser359 was likely to be functionally 

important. Therefore, to investigate the function of Ser150 and Ser359 phosphorylation sites of HipA, 

phospho-ablative and phospho-mimetic mutants of Ser150 and Ser359 residues of HipA were 

constructed (HipA S150A, HipA S150D, HipA S359A and HipA S359D), in which Ser150 or Ser359 were 

substituted with alanine or aspartate to mimic phosphorylated serine, respectively. These HipA 

mutants were expressed from the pBAD33 plasmid and their phosphoproteomes were compared in 

two triple SILAC-based experiments (Figure 18). Whereas phospho-mimetic and -ablative mutations 

at Ser150 residue impaired the activity of HipA observed through decrease in phosphorylation of above 

identified substrates (Figure 18A), the same changes at Ser359 did not affect HipA activity as there was 

no difference in the phosphoproteomes of HipA S359A and S359D mutants compared to the wild-type 

HipA (Figure 18B). Nevertheless, unexpectedly, it was observed that the phosphorylation of GltX was 

reduced to lesser extent in HipA S150D mutant compared to the HipA S150A, suggesting that the 

substitution of Ser150 by aspartate did not entirely abolish kinase activity of HipA.  
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Figure 18. Phosphoproteome analysis of phosphorylation mutants of HipA. E. coli MG1655 strains containing 
pBAD plasmid carrying either a wild-type hipA (Lys0 labeled) or phospho-ablative S150A (A) or S359A (B) (both 
Lys4 labeled), or phospho-mimetic S150D (A) or S359D (B) mutant of hipA (both Lys8 labeled), in which Ser150 or 
Ser359 of HipA were substituted either with alanine or aspartate were cloned. Strains were grown in SILAC-labeled 
minimal medium and at OD600nm = 0.4 hipA expression was induced with arabinose for 95min. Distribution of 
phosphorylation site SILAC ratios after expression of phospho-ablative (left) or phospho-mimetic mutant of hipA 
(right) relative to the wild-type hipA. The names of the phosphorylated proteins and the positions of the 
phosphorylation sites showing at least a 4-fold decrease in HipA S150 mutants are indicated. 

 

4.1.4 RplK phosphorylation on Ser102 by HipA has no influence on RelA-dependent 

persistence  

One of the particularly interesting HipA substrates identified in these phosphoproteomic screens is 

the ribosomal protein L11 (RplK), phosphorylated on Ser102 (Figure 15A). Phosphorylated peptide of 

RplK was identified based on several MS/MS fragmentation spectra of a high quality with good 

sequence coverage (Figure 16C). Moreover, phosphorylation of RplK significantly increased upon 

inhibition of the growth, but continued to rise during early resuscitation, after which it started to 

decrease (Figure 16A). This suggested that phosphorylation of RplK might be involved in both, 

persistence and resuscitation. It is proposed that RplK coordinates deacyl-tRNA for the activation of 

GTP pyrophosphokinase RelA at the ribosome A site (273). Ribosome-bound RelA adopts the active 

conformation in the presence of a deacylated tRNA and synthesizes (p)ppGpp (100). Hence, the 

hypothesis was that the phosphorylation of RplK might influence the activity of RelA. To test whether 

the activity of RelA is altered by phosphorylated RplK, chromosomal rplK phospho-ablative and 

phospho-mimetic mutants (rplK S102A and rplK S102D), were constructed using genome replacement 

with pKOV vector (262). Gene replacement resulted in replacement of Ser102 of RplK with alanine or 

aspartate, in which letter is assumed to mimic phosphorylation. Viability of constructed mutants and 

the mutant lacking relA gene (ΔrelA) on the serine-methionine-glycine (SMG) M9 plates was assessed. 

Presence of only single carbon amino acids induces isoleucine starvation (271) and cell growth under 

this condition requires (p)ppGpp synthesis to induce isoleucine biosynthesis. As expected, ΔrelA 

mutant failed to grow on SMG plate, due to its impaired ability to synthesize (p)ppGpp during amino 

acid starvation; however, rplK mutant strains were as viable as the wild-type (Figure 19). This implies 
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that the phosphorylation of RplK is not sufficient to influence RelA-dependent survival under amino 

acid starvation. However, this does not preclude a possible functional role of this phosphorylation 

event under different conditions, or in combination with other HipA-induced phosphorylation events. 

 

Figure 19. Viability assay of wt MG1655, rplK S102A, rplK S102D and ΔrelA strains. Stationary phase cultures 
were grown in minimal medium serially diluted and plated on M9 agar plates supplemented with or without 
serine, methionine and glycine. 

 

 

4.2 Comparison of HipA and HipA7 (phospho)proteomes to distinguish 

mechanistically between different phenotypes of two kinase 

variants 

Parts of the chapters were adapted from Semanjski M, Germain E, Bratl K, Kiessling A, Gerdes K, 

& Macek B, The kinases HipA and HipA7 phosphorylate different substrate pools in Escherichia 

coli proteome to promote multidrug tolerance, Science Signaling, 2018, 11(547) (260). 

4.2.1 HipA7 has fewer in vivo substrates than HipA 

The second aim of this thesis was to investigate the difference in the kinase activity and the substrate 

specificity of toxic HipA and less toxic HipA7 kinase, that, despite the differences in toxicity, induce 

persistence to similar extent, as shown previously (75). For that, hipA and hipA7 genes were expressed 

from the low copy number pBAD33 plasmid in the E. coli MG1655 background. The 

phosphoproteomes of strain with overproduced HipA (Lys4) and HipA7 (Lys8) were compared directly 

in one triple-SILAC experiment that also included the empty pBAD33 plasmid as a negative control 

(Lys0) (Figure 20A). Whereas expression of hipA caused immediate growth inhibition, hipA7 induction 

did not attenuate growth, which is consistent with previous studies (75). In this phosphoproteomic 

experiment, 173 phosphorylation sites were identified on 130 proteins in three biological replicates 

that showed good reproducibility (Pearson correlation coefficient of 0.90, 0.90 and 0.89 for HipA7 and 

HipA comparison) (Figure 20D, E). Despite of apparently higher abundance of HipA7 in the cell after 

induction (Figure 23A, B), only phosphorylation of GltX was common to both HipA and HipA7 (Figure 

20B, C). Surprisingly, no other targets of HipA7 were detected consistently in all three biological 

replicates. This was in stark contrast to overproduction of HipA, which led to the phosphorylation of 

several (> 4-fold decrease in HipA7/HipA SILAC ratio) (Figure 20C), which were detected in previous 

phosphoproteomic screen (Figure 15A). Namely, RplK, SeqA, RcsB, Tsf and other proteins were 
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phosphorylated by HipA and not by HipA7 on the same positions as previously detected (Figure 15B, 

C). In addition, this experimental setup also served as a negative control for the initial experiment 

(Figure 15A) by comparing the phosphoproteome of the strain carrying pBAD::hipA plasmid induced 

by arabinose to the strain carrying empty pBAD plasmid also under arabinose-treated conditions. This 

approach confirmed that increased phosphorylation originated from HipA production and not from 

arabinose addition. 

 

Figure 20. Phosphoproteomic comparison of HipA and HipA7 produced in similar amounts. (A) Growth curves 
of E. coli MG1655 strains containing either pBAD, pBAD::hipA or pBAD::hipA7 plasmid, in which hipA and hipA7 
expression is under the control of the arabinose-inducible promoter, and the pNDM220::hipB plasmid. Strains 
were grown in SILAC-labeled minimal medium containing either “light” lysine (Lys0), “medium-heavy” lysine 
(Lys4) or “heavy” lysine (Lys8) and appropriate antibiotics for the retention of the plasmids. hipA and hipA7 
expression was induced at OD600nm = 0.4 with arabinose, and samples were collected 95min later. Growth curves 
are representative of 3 biological replicates. (B, C) Distribution of phosphorylation site SILAC ratios 95min after 
hipA7 expression relative to the empty plasmid (B) and relative to the hipA expression (C). The names of the 
phosphorylated proteins and the positions of the phosphorylation sites showing at least a 4-fold change in 
phosphorylation are indicated. Distributions are representative of 3 biological replicates. (D, E) Correlation of 
phosphorylation site SILAC ratios of hipA7 relative to hipA expression for replicate 2 and 3 or (D) replicate 2 and 
1 (E). The names of the phosphorylated proteins and the positions of phosphorylation sites showing at least a 4-
fold change in phosphorylation in both biological replicates are indicated. 

Furthermore, in this experimental setup, we were able to calculate the proportion of phosphorylated 

proteins at the modification site (phosphorylation site occupancy) using a SILAC ratio of the modified 

peptide, a SILAC ratio of its unmodified peptide counterpart and a SILAC ratio of the respective protein 
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(267). Due to the low intensity of the non-phosphorylated version of GltX peptide, we were able to 

determine the occupancy of GltX phosphorylation site only for one replicate (Figure 21A). In the 

presence of HipA, 76% of GltX molecules were phosphorylated; this level dropped to 48% when HipA7 

was produced, which is indicative of a lower kinase activity of HipA7 than HipA towards GltX. The 

phosphorylation site occupancy of other HipA substrates RplK and SeqA was determined to be around 

7% for both proteins when HipA was produced (Figure 21B, C). 

 

Figure 21. Phosphorylation site occupancy after hipA and hipA7 expression. (A) Occupancy of the GltX Ser239 
phosphorylation site (P-site) determined by MaxQuant in 1 out of 3 biological replicates. (B) Occupancy of SeqA 
Ser36 and (C) RplK Ser102 phosphorylation sites calculated manually. (D) Occupancy of the HipA and HipA7 Ser150 

autophosphorylation site determined by MaxQuant. Data in (B, C, D) are means ± SD from 3 biological replicates. 

The observed lower kinase activity of HipA7 towards GltX was additionally tested in vitro by time-

resolved kinase assay using autoradiography (Figure 22A). For that, purified His6-HipA and His6-HipA7 

were incubated with purified His6-GltX, total tRNA from E. coli and radioactive [γ-32P]-ATP, and 

reaction was stopped at several distinct time points to asses dynamics of in vitro phosphorylation 

reaction detected by phosphorimaging. Indeed, HipA7 kinase showed around 100-fold lower 

phosphorylation activity towards GltX compared to HipA. Together with fewer detected substrates, 

this implies that two amino acid substitutions in HipA7 (G22S and D291A) led to a decrease in the 

kinase activity. Furthermore, the phosphoproteomic data also revealed that 90% of the HipA kinase 

was autophosphorylated on Ser150, whereas only 10% of HipA7 was autophosphorylated when 

overproduced (Figure 21D). The activity of HipA and HipA7 autophosphorylation was further assessed 

by in vitro autoradiography assay in which His6-HipA and His6-HipA7 were incubated with [γ-32P]-ATP 

without GltX (Figure 22B). The activity of HipA7 autophosphorylation was around 8-fold lower than of 

HipA additionally confirming lower kinase activity of HipA7 variant. 
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Figure 22. In vitro kinase assay with [γ-32P]-ATP. Kinetics of GltX in vitro phosphorylation by HipA or HipA7 (A) 
or HipA and HipA7 autophosphorylation (B). His6-HipA or His6-HipA7 was incubated with or without His6-GltX, 
20 μM of total E. coli tRNA extract and [γ-32P]-ATP. The phosphorylation reactions were stopped at specific time 
points, proteins were separated by SDS-PAGE and phosphorylation was measured by autoradiography. The gels 
are representative of 3 independent experiments. The phosphorylation activity was determined by linear 
regression of the time dependent increase in intensity. Data are means ± SD from 3 independent experiments. 

 

4.2.2 Overproduction of HipA7, but not HipA, leads to increased abundance of 

multiple chaperones and proteases  

Apart from the obvious differences in the substrate pools of HipA and HipA7, proteome alterations 

were also observed when different kinase variants were expressed (Figure 23A, B). Among 1,458 

quantified proteins, 26 showed significant increase in abundance (significance B test, p-value < 0.001) 

upon hipA and 42 upon hipA7 induction, whereas the abundance of 67 and 47 proteins decreased, 

respectively. In particular, the components of the stress-induced multi-chaperone system (ClpB, DnaK, 

DnaJ, GrpE) and other chaperones and chaperonins were significantly increased in abundance only in 

the presence of HipA7 (Figure 23B), but not of HipA (Figure 23A). Concomitantly, gene ontology (GO) 

term analysis of proteins with increased abundance as a result of hipA7 expression revealed that 

protein folding was the highest significantly enriched process (Figure 23C), which also included 

proteins of a proteasome-like degradation complex (HslU and HslV). Apart from components of the 

protein folding machinery, the abundance of small heat shock proteins IbpA and IbpB that associate 

with aggregated proteins and protect them from proteolysis was highly increased in the presence of 



Results 
 

79 
 

HipA7 (Figure 23B). In addition, an autotransporter protein Antigen 43 (Flu) involved in cell 

aggregation and biofilm formation increased in abundance when HipA7 was overproduced (274).  

 

Figure 23. Proteome comparison of HipA and HipA7 produced in similar amounts. (A, B) Distribution of protein 
SILAC ratios after hipA expression (A) or hipA7 expression (B) relative to the empty pBAD plasmid. Proteins with 
increased abundances are indicated in red and with decreased abundances in blue. The names of the proteins 
involved in protein folding (see C) are marked in black. *(HipA) indicates a protein group that is identified by 
peptides common for HipA and HipA7 sequences; in (B), these peptides belong only to HipA7. HipA7 indicates a 
protein group identified by peptides unique for HipA7. Distributions are representative of 3 biological replicates. 
(C) GO analysis of proteins with significantly increased abundances (significance B test, p-value < 0.001) after 
hipA7 expression relative to the empty plasmid enriched against the background of all identified proteins. The 
number of enriched proteins in each category of GO biological processes is indicated within the bars. 

 

4.2.3 Increasing the overproduction of HipA7 partially reproduces the molecular 

phenotype of mild HipA overexpression 

Based on the lower activity of HipA7 determined above, the next aim was to enhance the kinase 

activity of HipA7 by increasing its amount from low to high copies per cell. This would allow to test 

whether increased cellular amount of HipA7 can produce a molecular phenotype similar to the one 

when HipA is produced in low amounts. To that end, hipA and hipA7 genes were cloned into a low 

(pNDM220) and a high copy number plasmid (pMG25) and their expression was induced with IPTG. 

To avoid misinterpretation of HipA7 effects on the phosphoproteome by hipA expressed from a 

chromosomal copy, hipA7 constructs were transformed into the strain lacking hipA on the 

chromosome (ΔhipBA). The resulting phosphoproteomes were compared separately for HipA and 

HipA7 in two triple-SILAC experiments, in which two strains containing one of the empty plasmids 

were labeled with Lys0 and mixed into one SILAC channel to serve as a negative control (Figure 24A, 

B). Strains containing HipA or HipA7 produced in low or high copies were labeled with Lys4 or Lys8, 

respectively. As seen previously, hipA induction readily inhibited growth (Figure 24A), whereas strains 

with overproduced HipA7 grew undisturbedly (Figure 24B). Despite obvious leakage of the high copy 

number pMG25 plasmid, which caused longer lag time of growth, the proteome did not differ much 

from the proteome associated with the low copy number plasmid (data not shown). 
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Figure 24. Experimental setup for phosphoproteomic analysis of HipA and HipA7 produced in low and high 
amounts. (A, B) In two triple-SILAC experiments hipA (A) or hipA7 (B) were expressed from a low copy pNDM 
(Lys4) and a high copy number plasmid pMG (Lys8), in which hipA and hipA7 are under the control of an IPTG-
inducible promoter. Growth curves (below) of E. coli MG1655 wt strain (A) or hipBA deletion mutant (ΔhipBA) 
(B) carrying respective plasmids. Strains were grown in SILAC-labeled minimal medium containing either “light” 
lysine (Lys0), “medium-heavy” lysine (Lys4) or “heavy” lysine (Lys8), and ampicillin for the retention of the 
plasmids. Expression of hipA and hipA7 was induced at OD600nm = 0.4 with IPTG and samples were collected 
95min later. 

In this phosphoproteomic experiment, a total of 438 phosphorylation sites were identified on 294 

proteins in two biological replicates that correlated well; Pearson correlation coefficient of 0.62 and 

0.79 for H/M comparison for HipA and HipA7 experiment, respectively (Figure 25C, D). When 

produced in higher copy numbers, HipA phosphorylated many more proteins, including previously 

detected targets (Figure 25A). Nevertheless, GltX and RplK were phosphorylated by HipA already 

when present in low amounts. GltX, on the other hand, was phosphorylated at similar levels regardless 

of HipA amounts present in the cell. In contrast to HipA, HipA7 showed a smaller repertoire of targets 

even when present in higher copy numbers (Figure 25B). However, under those conditions, SeqA and 

RplK were also phosphorylated, 16-fold and 200-fold when compared to the empty plasmids, and their 

phosphorylation increased with the increase in HipA7 amount (Figure 25D), which implies that HipA7 

kinase may resemble the HipA phenotype when produced in higher amounts. In this 

phosphoproteomic screen, we also detected several phosphorylation sites on HipA7 itself; 

interestingly, one of them was on Ser22, a residue that was derived from the substitution of Gly22 in 

HipA (Figure 25B, D). Furthermore, a toxin YjjJ was detected phosphorylated on Ser200 when HipA7 

was present in high copies (Figure 25B, D). Protein YjjJ was only recently reported to act as a novel E. 

coli toxin and based on sequence similarity it was suggested that it could have a kinase activity (275).  
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Figure 25. Phosphoproteomic analysis of HipA and HipA7 produced in low and high amounts. (A, B) Distribution 
of phosphorylation site SILAC ratios of hipA (A) and hipA7 (B) expressed from the high copy number plasmid 
relative to the expression from the low copy number plasmid. The names of the phosphorylated proteins and 
the positions of the phosphorylation sites showing at least a 4-fold change in phosphorylation are indicated. 
Distributions are representative of 2 biological replicates. (C, D) Correlation of phosphorylation site SILAC ratios 
of hipA (C) and hipA7 (D) expressed from the high copy number plasmid relative to the expression from the low 
copy number plasmid for 2 biological replicates. 

To assess the phosphorylation status of SeqA and RplK by HipA7, an in vitro kinase assay was 

performed.  Purified His6-HipA7 and His6-GltX, His6-RplK or SeqA-His6 were incubated in the presence 

of ATP, protease-treated and analyzed by LC-MS/MS (Figure 26A). Phosphorylation of GltX, but not of 

SeqA and RplK by HipA7 was detected, suggesting that HipA7 also has lower activity in vitro (Figure 

26B), as observed in vivo in phosphoproteomic screens. 
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Figure 26. In vitro HipA7 kinase assay. (A) Experimental design of the kinase assay of His6-HipA7 with His6-GltX, 
His6-RplK, and SeqA-His6. Following the phosphorylation reaction, the samples were protease-treated and 
analyzed by LC-MS/MS. (B) Identified phosphorylation sites represented as circles were detected in two 
independent experiments. Note that the SeqA pSer36 site was identified as phosphorylated by HipA7 in one 
experiment. Sequences of best identified phosphopeptides of particular proteins are shown. 

 

4.2.4 Chromosomally encoded HipA7 phosphorylates GltX and phage shock 

protein PspA 

We next investigated the difference between hipA and hipA7 when expressed from the chromosome, 

rather than from a plasmid. To that end, we compared phosphoproteomes of stationary phase 

cultures of E. coli K-12 strain MG1655 in which hipA was replaced with hipA7 allele (hipA7), to hipBA 

deletion mutant (ΔhipBA) and the wild-type strain having a wild-type copy of the hipA gene (wt hipA) 

(Figure 27A). In total, we identified 2,558 protein groups and 665 phosphorylation sites on 374 

proteins in three biological replicates. Phosphorylation site SILAC ratios correlated relatively well; 

Pearson correlation coefficient of 0.78, 0.40 and 0.56 for hipA7 and wt hipA comparison in three 

biological replicates, respectively (Figure 27C). The poorer correlation compared to previous 

experiments can be attributed to the lower overall fluctuations in phosphorylation. The results 

showed that chromosomally encoded HipA7 was able to phosphorylate GltX in the hipA7 strain 

without the kinase overproduction (p-value < 0.01). In fact, GltX phosphorylation was 12-fold higher 

in hipA7 mutant than in the wt hipA strain (Figure 27B). Accordingly, the hipA7 strain grew slower and 

to the lower final OD600nm (Figure 27A), which is consistent with the higher phosphorylation of GltX 

(Figure 27B). This apparently higher activity of HipA7 could be explained by the amount of the free 

active kinase: due to a weakened dimerization of HipA7 molecules, less HipA7 can interact with HipB, 

leaving more HipA7 available in the cytosol and causing increased hipBA7 transcription (19). In this 

proteomic data, we were only able to determine a total cellular abundance of HipA7 relative to HipA. 

To our surprise, the abundance of HipA7 was slightly lower than the abundance of HipA (Figure 28C), 

which may imply that HipA7 is a less stable protein than HipA, and therefore faster degraded. On the 

contrary, the abundance of HipB was 4-fold higher in the hipA7 than in the wt hipA strain, whereas 

GltX abundance did not change significantly (Figure 28C). Higher abundance of HipB in the hipA7 strain 

could be explained by lower promoter repression due to weakened binding between HipA7 and HipB. 
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Figure 27. Phosphoproteome comparison of chromosomally expressed hipA7 and wt hipA. (A) Growth curves 
of three E. coli MG1655 strains: strain carrying the wild-type hipA gene (wt hipA, Lys0), a hipBA deletion mutant 
(ΔhipBA, Lys4) and a strain carrying hipA7 allele (hipA7, Lys8) instead of wt hipA. Strains were grown in SILAC-
labeled minimal medium containing either “light” lysine (Lys0), “medium-heavy” lysine (Lys4) or “heavy” lysine 
(Lys8), and samples were collected in the late stationary phase after 30h of growth. Growth curves are 
representative of 3 biological replicates. (B, D) Volcano plot of phosphorylation site SILAC ratios of the hipA7 
relative to the wt hipA strain (B) or the wt hipA relative to the ΔhipBA strain (D) from 3 biological replicates. The 
black curve indicates significance level with the p-value of 0.01 and a minimal fold change S0 of 1. The names of 
phosphorylated proteins and the positions of the phosphorylation sites significantly increased (red) or decreased 
(blue) in phosphorylation are indicated. (C) Correlation of phosphorylation site SILAC ratios of the hipA7 relative 
to the wt hipA strain for biological replicate 1 and 3. The names of the phosphorylated proteins and the positions 
of the phosphorylation sites significantly increased (red) or decreased (blue) in phosphorylation (p-value < 0.01) 
are indicated.  

Besides GltX, phosphorylation of the phage shock protein PspA on Ser207 increased in the hipA7 strain 

(p-value < 0.01) (Figure 27B), whereas PspA abundance was significantly lower (p-value < 0.001) 

(Figure 28A). This raises the possibility that the abundance of PspA could be reduced by 

phosphorylation in the presence of hipA7 on the chromosome. PspA is the negative regulator of a 

transcription factor PspF, which is associated with the expression of the phage shock protein (psp) 

operon in response to diverse stresses (276) and is known to be implicated in persistence (113); 

however, the abundances of other members of the psp operon were not changed in this data set.  
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Figure 28. Proteome comparison of chromosomally expressed hipA7 and wt hipA. (A) Volcano plot of protein 
SILAC ratios of hipA7 relative to wt hipA strain from 3 biological replicates. The black curve indicates significance 
level with the p-value of 0.001 and the minimal fold change S0 of 1. Proteins significantly increased in abundance 
are indicated in red and proteins decreased in abundance in blue. (B) Correlation of the protein SILAC ratios of 
the hipA7 relative to the wt hipA strain for biological replicate 2 and 3. Significantly regulated proteins (p-value 
< 0.001) in both replicates are indicated in red (increased in abundance) and blue (decreased in abundance). 
HipB and proteins of aromatic amino acids biosynthesis pathway are indicated in black (A, B). (C) Relative 
abundances of HipA, HipB and GltX proteins in the hipA7 strain in comparison to the wt hipA strain represented 
as means of protein SILAC ratios in log2 scale ± SD from 3 biological replicates. Increased abundance of HipB in 
the hipA7 strain is significant (significance B test, p-value < 0.001). (D) KEGG pathway analysis of proteins 
showing a decrease in abundance in the hipA7 strain compared to the wt hipA strain (significance B test, p-value 
< 0.001) in 3 biological replicates against the background of all identified proteins. The number of enriched 
proteins for each category is indicated within the bars. 

A direct comparison of phosphoproteomes of the wt hipA strain and the ΔhipBA mutant showed that 

GltX phosphorylation decreased significantly when hipA was deleted, which confirmed GltX 

phosphorylation by endogenous HipA (Figure 27D). However, in these conditions, intensity of the GltX 

phosphopeptide was very low and it is possible that it would be hardly detectable in the absence of 

the hipA7 strain in the third SILAC channel. This supports the need for using plasmid-encoded HipA to 

study its substrates. Except for GltX, a phosphorylation of the pantothenate synthetase (PanC) 

decreased (p-value < 0.01) on the Ser188 residue upon hipA deletion (Figure 27D). Interestingly, Ser188 

residue of PanC is situated in the ATP-binding region of the enzyme (277).  

Although the phosphorylation status of hipA7 strain did not differ substantially from wt hipA cells, a 

direct comparison of their proteome showed a major decrease in the abundance of proteins involved 

in the biosynthesis of aromatic amino acids (significance B test, p-value < 0.001) (Figure 28A, B, D). 
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This was observed consistently in all three biological replicates that showed good reproducibility 

(Pearson correlation coefficient 0.80, 0.77, 0.89 for hipA7 to wt hipA comparison) (Figure 28B). Those 

proteins included the products of the entire tryptophan operon, aromatic-amino-acid 

aminotransferase (TyrB), chorismate mutase and prephenate dehydratases P-protein (PheA) and T-

protein (TyrA). All of them are located downstream of the chorismate in the shikimate pathway and 

they convert chorismate into tyrosine, phenyalanine and tryptophane through several reactions. This 

observation provides a potential link between HipA7 activity and biosynthesis of aromatic amino acids.  

 

4.2.5 A comprehensive map of the E. coli phosphoproteome 

Finally, this study produced a substantial, high-quality phosphoproteome data set of E. coli K-12 

containing a total of 2,727 identified proteins with an estimated false discovery rate (FDR) of around 

2-3% per experiment and 1,183 phosphorylation sites (FDR < 1%) on 632 phosphoproteins out of 

which 919 phosphorylation sites were considered to be confidently localized (localization probability 

> 0.75) (Figure 29A). The proportion of Ser, Thr and Tyr phosphorylation was 64%, 30% and 6%, 

respectively, which is in agreement with previous studies (Figure 29B) (225, 226).  

This large phosphoproteome data set enabled to search for characteristic linear phosphorylation 

motifs of bacterial Ser/Thr kinases, which are still poorly investigated as compared to eukaryotic 

kinases. The Motif-X software (270) was used to search for overrepresented patterns from 15 amino 

acid long sequences that contained 7 amino acids on both sides of the phosphorylation site. The 

analysis was performed individually by defining the central character as S, T or Y against reference E. 

coli K-12 MG1655 proteome using stringent criteria. Motif analysis resulted in three high-confidence 

sequence patterns containing phosphorylation sites; two for pSer, one for pThr and none for pTyr 

(Figure 29C). All three linear sequence motifs contained a lysine residue and, in two of them, lysine 

was positioned next to the phosphorylation site at position -1 relative to the pSer or pThr, which is in 

agreement with a previous study (225).  

Furthermore, to determine which cellular functions are affected by phosphorylation, a functional 

enrichment of all 632 identified phosphoproteins was performed using DAVID software and KEGG 

pathway annotation. Functional analysis revealed that Ser/Thr/Tyr phosphorylation was spread across 

many essential cellular processes, such as translation, nucleotide metabolism, glycolysis and 

gluconeogenesis, pentose phosphate pathway, aminoacyl-tRNA biosynthesis and others (Figure 29D). 

Taken together, this data set can serve as a valuable resource of protein phosphorylation events in E. 

coli.  
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Figure 29. Functional analysis of the E. coli phosphoproteome obtained in this thesis. (A) The overview of the 
number of all identified phosphorylation sites and proteins. PEP stands for posterior error probability and Loc. 
prob. for localization probability (value between 0 and 1). (B) The distribution of all identified Ser, Thr and Tyr 
phosphorylation sites. (C) Kinase linear sequence motif enrichment analysis of all identified Ser and Thr 
phosphorylation sites with localization probability > 0.75 performed with Motif-X software (significance 
threshold 0.00000001). (D) KEGG pathway enrichment analysis of all identified phosphoproteins performed with 
DAVID software against the background of E. coli K-12 MG1655 genome. The number of enriched 
phosphoproteins in each category is indicated outside the bars. 
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4.3 Time-resolved analysis of newly synthesized proteins during toxin-

induced persistence and antitoxin-mediated resuscitation 

4.3.1 Establishment of the method for selective labeling of resuscitating persister 

cells applied to the hipBA TA module 

In addition to investigating cellular phosphorylation signature associated with the kinase HipA, the 

third aim of this thesis was to study dynamics of newly synthesized proteins in the conditions of 

persistence and resuscitation. The model based on overexpressed hipA and hipB was used to establish 

and optimize a general method for such temporal analysis of protein turnover during toxin-induced 

persistence and antitoxin-mediated resuscitation, which can be further applied to other TA systems. 

Ultimately, the same approach was applied to another TA system, relBE, which uses different 

mechanism than hipBA to inhibit translation and induce persistence.  

First, the method was established for the resuscitation phase, in which cells wake-up from persistence 

and re-initiate the growth. In this case, cell division enables higher incorporation of the label, allowing 

for higher sensitivity of the measurements. Furthermore, whereas much more is known about 

processes that lead to persister formation, the mechanisms that regulate the switch between 

persistence and resuscitation are not well understood. For all these reasons, the first aim was to 

implement the method and identified proteins which are rapidly produced during the early phase of 

the resuscitation and additionally, to characterize the resuscitation process from a system-wide 

perspective. A time-resolved analysis of protein turnover was performed by employing a pulse-

labeling SILAC-based approach known as “dynamic SILAC” (247) in combination with high-resolution 

MS-based proteomics. For that, low-frequency persister cells were enriched by inducing hipA gene 

from the pBAD33 plasmid in the E. coli K-12 MG1655 lysA deficient strain (ΔlysA), which is auxotrophic 

for lysine (Figure 30). The strain was therefore grown in the minimal media supplemented with “light” 

lysine (Lys0). The expression of hipA inhibited growth, and 3 hours post induction, the culture was 

treated with a high dose of ampicillin to lyse non-persister cells and to enrich for low abundant 

persister cells. Additionally, the expression of hipA was repressed during ampicillin treatment to 

ensure the steady state conditions independent of the constant HipA overproduction. To trigger the 

regrowth from dormancy, ampicillin, Lys0 and cellular extract of lyzed cells were removed by filtration. 

Intact cells were then transferred into a fresh medium and the expression of the antitoxin-encoding 

hipB gene was induced from pEG220 plasmid by IPTG. At the same time, a pulse of “heavy” lysine 

(Lys8) was added to metabolically label resuscitating cells and culture aliquots were harvested in 

intermittent intervals. In this experimental setup, only newly synthesized proteins from living cells 

(resuscitating persister cells) incorporate Lys8 enabling time-resolved quantification of the 

abundances during resuscitation simultaneously for each individual protein.  
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Figure 30. Experimental workflow for measurement of protein turnover during resuscitation from persistence 
using dynamic SILAC approach. E. coli K-12 MG1655 ΔlysA strain containing pBAD::hipA plasmid, in which hipA 
expression is under the control of an arabinose-inducible promoter, and the pEG::hipB plasmid, in which hipB is 
under the control of an IPTG-inducible promoter, was grown in the minimal medium containing “light” lysine 
(Lys0) and chloramphenicol and kanamycin for the retention of the plasmids. Expression of hipA was induced at 
OD600nm = 0.4 with arabinose for 3 hours, followed by ampicillin treatment (100 μg/ml) for next 20 hours and 
addition of glucose to repress further hipA expression. To trigger resuscitation, culture was filtered and cells 
were transferred into a fresh medium containing IPTG to induce expression of hipB and “heavy” lysine (Lys8) for 
pulse-labeling. Cells were harvested before filtering (0h) and in 19 different time points after. Proteins were 
isolated, digested with endoproteinase Lys-C and samples were measured by LC-MS/MS in 20 runs. Acquired 
raw data was processed with MaxQuant and analyzed in Excel. The growth curve is representative of 3 biological 
replicates. 

Intermittent time points were chosen to cover both, a very early phase of resuscitation and different 

stages during the entire regrowth until stationary phase. In total, cells were harvested in 20 time 

points during the course of resuscitation in three biological replicates: 0h, 10min, 15min, 30min, 

45min, 1h, 1.5h, 2h, 2.5h, 3h, 4h, 5h, 6h, 8h, 10h, 12h, 14h, 16h, 20h and 30h after medium exchange 

and hipB induction. Isolated proteins were digested with protease Lys-C and subjected to the LC-

MS/MS measurement. The inspection of raw MS data revealed an increasing incorporation of “heavy” 

lysine into peptides over time and decreasing abundance of Lys0-labeled (L) peptides (Figure 31). Lys8-

labeled (H) peptides originate solely from newly synthesized proteins, while peptides that contain Lys0 

come from the pre-existing protein pool of persister cells and from dead, intact cells, which were not 

removed by filtering.  
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Figure 31. Incorporation of “heavy” lysine (Lys8) over time. MS spectra of the GroL peptide 
(AIAQVGTIVSANSDETVGK) show increasing relative abundance of Lys8-labeled (H) peptide (red) and decreasing 
relative abundance of Lys0-labeled (L) peptide (black) over time. 

Incorporation of Lys8 was inspected at the protein level for the whole proteome and revealed that the 

median of incorporation follows the shape of the growth curve and saturates at 94.6 ± 1.3% (Figure 

32A). Already 30 minutes after induction of the resuscitation, more than one hundred proteins were 

quantified. Although the median of Lys8 incorporation was low during first 4 hours of resuscitation (< 

8%), the outliers indicated that a set of proteins incorporated the label more efficiently in each time 

point. The experiments were performed in three biological replicates that showed good 

reproducibility of measured protein SILAC ratios across all time points (Pearson correlation coefficient 

from 0.75 in early time points up to 0.96 in late time points) (Figure 32B). On average, 1,880 ± 40 

protein groups (hereafter referred to as proteins) were identified across time points with an estimated 

FDR of 1.3% (Figure 32C). For a protein to be quantified, two occurrences of the protein H/L ratio were 

required per time point. The number of quantified proteins increased gradually over time, peaking at 

8h time point, in which 1,142 ± 136 proteins had H/L ratio assigned, after which the number of 

quantified proteins decreased. The decrease in the number of quantified proteins can be explained by 

the fact that proteins with higher turnover rate replace their entire pool composed of pre-existing 

Lys0-labeled proteins with newly synthesized Lys8-labeled proteins. This results in a low MS signal 

intensity of Lys0-labeled peptides, which cannot be measured, and therefore, the H/L ratio cannot be 

determined. Indeed, the intensity of Lys8-labeled proteins increased over time and exceeded the 

intensity of Lys0-labeled proteins at 8h time point (Figure 32D). The almost complete labeling 

efficiency was already confirmed by the incorporation of Lys8 calculated from protein H/L ratios 

(Figure 32A).  
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Figure 32. Quality control of dynamic SILAC measurements during resuscitation. (A) Incorporation of Lys8 (H) 
into proteins across time points calculated from the protein H/L ratio as a proportion of the heavy-labeled 
protein. The box plots are representative of 3 biological replicates. (B) Correlation of protein H/L ratios for 
biological replicate 1 and 2 across different time points marked in different colors. (C) Number of protein groups 
identified and quantified by protein H/L ratio in each time point. (D) Median of protein intensities derived from 
Lys0- and Lys8-labeled peptides across time points. Data in (C, D) are means ± SD from 3 biological replicates. 

 

4.3.2 High turnover proteins during early phase of resuscitation are involved in 

amino acid biosynthesis and translation 

The proportion of persister cells in the batch culture is substoichiometric (up to 10%), even when they 

are enriched by toxin-overexpression (79). Therefore, the MS signal intensity corresponding to 

proteins of resuscitating persister cells in the early time points was low and masked by the high signal 

from proteins of dead cells. For this reason, the sensitivity of the measurement was lower and the 

resulting data contained many missing values (H/L ratios) across time points and replicate 

measurements. Therefore, such complex data set was simplified for further functional analysis. 

Because the focus of this study was the early phase of the resuscitation, further data analysis was 

performed using time points from the period of first 8 hours of resuscitation, in which cells doubled 

in the optical density. First, measurements from three biological replicates were combined as a union, 

in which protein H/L ratios from each time point (10min – 8h) were kept if measured only in one 
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replicate (Class I), a mean was calculated if measured in two (Class II) or in three replicates (Class III). 

Second, time points were pooled into 5 time bins, namely: 10 – 30min, 45 – 90min, 2 – 3h, 4 – 5h and 

6 – 8h, by calculating the median protein H/L ratio per time bin. Proteins were then ranked based on 

their H/L ratio within each time bin and displayed in a heatmap-like representation (Figure 33). 

According to the KEGG pathway enrichment analysis, proteins exhibiting high turnover (top 25%) 

during the entire 8-hour course of resuscitation (p-value < 0.05) are involved mainly in the biosynthesis 

and transport of amino acids, such as arginine and cysteine (through assimilatory sulfate reduction), 

and in alanine, aspartate and glutamate metabolism (Figure 33). Conversely, proteins with the low 

turnover (bottom 25%) are constituents of the citric acid cycle and the amino sugar and nucleotide 

sugar metabolism. Altogether, this implies that bacteria are producing proteins necessary to 

synthesize metabolites that are absent in the medium to accelerate the regrowth from dormancy. At 

the same time, proteins involved in catabolic pathways that consume metabolites to release energy 

are turning over at slower rate among all quantified proteins. In addition, proteins exhibiting moderate 

turnover mainly participate in translation. 

 

Figure 33. Heatmap of all quantified proteins across time bins during resuscitation. Proteins were combined in 
time bins and color-coded based on their H/L ratio ranking within each time bin. Missing values are colored in 
grey. KEGG enrichment analysis of proteins in the 25th percentile (Top 25%, red), 25th – 50th percentile (pink), 
50th – 75th percentile (light blue) and 75th percentile (Bottom 25%, blue) across all time bins was performed 
with DAVID software against the background of all 1,304 quantified proteins. The number of enriched proteins 
in each category is indicated outside the bars. 

The main aim of this study was to identify proteins that are potentially regulating the switch from 

persistence to resuscitation. Thus, the first time bin (10 – 30min) was analyzed in more detail. GO 

enrichment analysis revealed that among 153 quantified proteins, 43 of them take part in translation 

(p-value of 2.75E-27) out of which 42 are ribosomal proteins and one is the stationary-phase-induced 
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ribosome-associated protein Sra (Figure 34A). Except for the entire translation machinery, 

metabolism was induced through glycolysis pathway, as a response to freshly provided glucose that 

can be converted to energy needed for the regrowth. In addition, stress response and protein folding 

processes were also significantly enriched. The top10 high turnover proteins in the first 30 minutes 

incorporated the label from 7% to 70% (Figure 34B). Among them was the antitoxin HipB, expression 

of which was induced from the plasmid and therefore served as an internal control. The others 

participate in various processes, such as the ribonucleotide monophosphatase NagD that 

dephosphorylates a wide range of (deoxy)ribonucleoside phosphates, or the S-formylglutathione 

hydrolase FrmB, which converts S-formylglutathione into formate and glutathione to detoxify 

formaldehyde that can otherwise chemically modify DNA and proteins (278). Moreover, two proteins 

that are known to play a role in persistence were among high turnover proteins on the onset of 

resuscitation, namely, the RNA polymerase sigma factor RpoS, which regulates expression of many 

genes during stress, and the ATP-dependent Clp protease subunit ClpA that directs the ClpAP protease 

to specific substrates for their degradation.  

 

Figure 34. Functional analysis of proteins quantified at the onset of resuscitation. (A) GO analysis of proteins 
with highest incorporation of Lys8 in the first time bin (10 to 30 min of resuscitation) performed against the 
background of all identified proteins. The number of enriched proteins in each category of GO biological 
processes is indicated outside the bars. (B) Top 10 proteins with highest incorporation of Lys8 at the onset of 
resuscitation (10 - 30 min of resuscitation). 

To gain deeper insight into individual proteins that are produced rapidly during specific stages of the 

early resuscitation, top 25 proteins with highest Lys8 incorporation in each time bin were presented 

in a map (Figure 35). As expected, the antitoxin HipB exhibited high abundance across all time points, 

as it was produced from the plasmid and served as an internal positive control for the accuracy and 

sensitivity of measured protein SILAC ratios. Many other proteins with interesting functions showed 

high turnover, such as the antitoxin DinJ, the multiple stress resistance protein BhsA, cold shock 

protein CspA, the N-ethylmaleimide reductase NemA that degrades toxic compounds, which can 

modify proteins and lead to growth inhibition, and many others.  
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Figure 35. Map of top 25 quantified proteins with highest incorporation of Ly8 in each time bin during 
resuscitation. Different functional descriptions are color coded according to the legend. Boxes around individual 
proteins are coded based on the style of the line and indicate the confidence of protein quantification per time 
bin according to the following classification system: protein is quantified in > 67% of the time points in 3 
replicates (Class I), protein is quantified in < 67% and > 33% of the time points in 3 replicates (Class II), protein is 
quantified in < 33% of the time points in 3 replicates (Class III). 

 

4.3.3 Selective labeling of persister cells during HipA-induced persistence 

After establishing the time-resolved labeling of growing cells upon the exit from persistence (see 

4.3.1), the possibility of labeling non-dividing, dormant persisters was examined next. For that, the 

dynamic SILAC pulse-labeling with Lys8 was applied to the culture containing persister cells enriched 

by hipA expression and ampicillin treatment (Figure 36A). To ensure that measured protein turnover 

does not originate from growing cells that were not killed by the antibiotic, the pulse of Lys8 was 

added around 20 hours of ampicillin treatment, which was sufficient to eradicate sensitive cell and 

achieve a steady state of persistence (data not shown). In this experiment, a strain with the wild-type 

E. coli K-12 MG1655 background was used instead of ΔlysA to avoid any changes in the nutrient 

availability and stress imposed by the filtering process. After the introduction of the label, culture 

aliquots were harvested in intermittent intervals ranging from 10 min to 22 hours after the pulse. In 

this experimental setup, only newly synthesized proteins from living cells (persister cells) incorporate 

Lys8, which enables quantification of protein abundances in temporal fashion.  
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In total, the experiment was performed in three biological replicates and 17 time points were chosen 

during the course of persistence: 0h, 10min, 15min, 30min, 45min, 1h, 1.5h, 2h, 2.5h, 3h, 4h, 5h, 6h, 

8h, 10h, 12h and 22h after the pulse. Because cell growth was inhibited, incorporation of Lys8 was 

expectedly low and reached 4.0 ± 0.7% 22 hours after the start of labeling (Figure 36B). However, a 

number of outliers showed high Lys8 incorporation, which is indicative of the high turnover of these 

proteins during persistence. The number of identified proteins across time points was consistent, with 

1,864 ± 46 proteins identified in each point with an estimated FDR of 1.1% (Figure 36C). Surprisingly, 

470 ± 64 proteins were quantified in three replicates after 22 hours of labeling, even in the high 

background of Lys0-labeled proteins originating from dead cells. Despite the low incorporation of Lys8, 

this experiment showed that it is possible to label persister cells enriched by the overproduction of 

the toxin and that the mass spectrometry is sensitive enough to measure and resolve the fine 

differences between pre-existing and newly synthesized proteins. 

 

Figure 36. Measurement of newly synthesized proteins during the steady state of HipA-induced persistence 

using dynamic SILAC. (A) Experimental workflow. E. coli K-12 MG1655 strain containing pBAD::hipA plasmid, in 

which hipA expression is under the control of an arabinose-inducible promoter, and the pEG::hipB plasmid, in 

which hipB is under the control of an IPTG-inducible promoter was grown in minimal medium containing and 

chloramphenicol and kanamycin for the retention of the plasmids. Expression of hipA was induced at OD600nm = 

0.4 with arabinose for 3 hours, followed by the ampicillin treatment (100 μg/ml) and addition of glucose to 

repress further hipA expression. After around 20 hours, a pulse of “heavy” lysine (Lys8) was added to label newly 

synthesized proteins. Cells were harvested before the pulse (0h) and in 16 different time points after. The growth 

curve is representative of 3 biological replicates. (B) Incorporation of Lys8 into proteins across time points 

calculated from protein H/L ratios. The box plots are representative of 3 biological replicates. (C) Number of 

protein groups identified and quantified by H/L ratio in each time point. Data are means ± SD from 3 biological 

replicates. 
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4.3.4 Proteins involved in translation and transcription are newly synthesized 

during HipA-induced persistence 

For further analysis, the data from three replicates was combined as described in 4.3.2 and 3.2.17. 

The time points during the entire 22-hour course of persistence were split into 6 time bins, namely: 

10 – 30min, 45 – 90min, 2 – 3h, 4 – 6h, 8 – 12h and 22h. Proteins from each time bin were then ranked 

based on their H/L ratios and displayed in the heatmap (Figure 37). GO analysis of all 602 quantified 

proteins showed that proteins involved in translation were strongly enriched (p-value of 1.08E-21). In 

addition, proteins that play a role in the glycolysis, protein folding, response to heat, regulation of 

translation and transcription (anti)termination were also significantly enriched (p-value < 0.01). 

Likewise, ribosomal proteins were overrepresented (p-value of 2.25E-06) among top 25% proteins 

that exhibited high turnover across all time points. In contrast, proteins with low turnover (bottom 

25%) participate mainly in the metabolic pathways such as biosynthesis of amino acids and other 

secondary metabolites. This observation is opposite to results from the resuscitation phase, where 

proteins that synthesize amino acids exhibited high turnover. However, it cannot be excluded that this 

is a result of the medium exchange, which provided fresh nutrients to the resuscitating cells. 

Nevertheless, this study showed that dormant persister cells perform active translation and produce 

proteins that are needed for essential cellular processes. In fact, out of 299 essential genes in E. coli, 

protein products of 144 of those genes incorporated the label during persistence. 

 

Figure 37. Heatmap of all quantified proteins across time bins during the steady state of HipA-induced 
persistence. Proteins were combined in time bins and color-coded based on their H/L ratio ranking within each 
time bin. Missing values are colored in grey. GO biological process (GOBP) analysis (left) of all quantified 602 
proteins was performed with DAVID software against the background of all 2,223 identified proteins. KEGG 
pathway enrichment analysis (right) of proteins in the 25th percentile (Top 25%, red), 25th – 50th percentile 
(pink), 50th – 75th percentile (light blue) and 75th percentile (Bottom 25%, blue) across all time bins was 
performed analogously against the background of all 602 quantified proteins. The number of enriched proteins 
in each category is indicated outside the bars. 
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To gain a deeper insight into the functions of individual proteins that exhibited high turnover during 

persistence, specific proteins were manually selected from the set of top 25% proteins with highest 

H/L ratio and their profiles were shown in a time-resolved representation of Lys8 incorporation (Figure 

38). Interestingly, all E. coli proteases necessary for protein degradation, including degradation of 

antitoxins necessary to maintain an optimal T:A ratio during persistence, exhibited high turnover. 

Except for the HipB, two other antitoxins, PrlF and MqsA, also showed high label incorporation. 

Moreover, several chaperones, which are required for a correct folding of proteins or refolding of 

denaturated protein aggregates, were among rapidly turning over proteins. Moreover, heat and cold 

shock proteins important for stress response also showed high Lys8 incorporation. Furthermore, 

proteins involved in transcription, such as the ribonucleases RNase R (Rnr) and RNase III (Rnc) required 

for RNA processing and turnover, were also synthesized during persistence at a faster rate including 

the RNA polymerase sigma factor RpoD. Except from ribosomal proteins, several translation 

regulatory proteins were also present in this data set, such as the translation initiation factors IF-1 and 

IF-2 (InfA and InfB), which are essential for the start of protein synthesis. 

 

Figure 38. Profiles of selected proteins with highest Lys8 incorporation (Top 25%) during HipA-induced 
persistence (see Figure 37). Graphs show temporal dependence of Lys8 incorporation calculated from combined 
protein SILAC H/L ratios from three biological replicates. Proteins are grouped according to their biological 
functions. Half-life (T1/2) values are assigned to each protein if determined (see 4.3.6). 

 

4.3.5 Common mechanisms of HipA- and RelE-mediated persistence 

In search for common molecular signature of persistence mediated by other toxins, dynamic SILAC 

experiment was performed using relBE TA system. To that end, protein turnover was investigated 

during persistence induced by the RelE mRNase and the experiment was performed analogously to 

the one with the kinase HipA (see 4.3.3). Expression of relE gene was induced from the pBAD33 

plasmid followed by the ampicillin treatment and the pulse of Lys8 (Figure 39A). Here, the number of 
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identified proteins was similar to HipA experiment with 1,951 ± 22 proteins identified across time 

points with an estimated FDR of 1.3%. However, the number of quantified proteins was much lower; 

the number of proteins that incorporated the label during 22 hour time course was 142 ± 15 for RelE 

compared to 470 ± 64 proteins quantified in the HipA experiment (Figure 39B). Likewise, the median 

incorporation of Lys8 was also lower; it reached 1.22 ± 0.05%. The lower incorporation might be a 

result of 8-fold lower abundance of RelE compared to HipA determined by their IBAQ intensity in 22 

hour time point. Therefore, it is possible that RelE was not produced in a sufficient amount to induce 

persistence to the same level as it was induced by the higher amount of HipA. Therefore, only the 

common mechanisms of two toxins were investigated in more detail.  

 

Figure 39. Measurement of newly synthesized proteins during the steady state of RelE-induced persistence 
using dynamic SILAC. (A) Experimental workflow. E. coli MG1655 ΔrelBE strain containing pBAD::relE plasmid, 
in which relE expression is under the control of an arabinose-inducible promoter, and the pBR::relB plasmid, in 
which relB is under the control of an IPTG-inducible promoter was grown in minimal medium containing and 
chloramphenicol and zeocin for the retention of the plasmids. Expression of relE was induced at OD600nm = 0.4 
with arabinose for 3 hours, followed by the ampicillin treatment (100 μg/ml) and addition of glucose to repress 
further relE expression. After around 20 hours, a pulse of “heavy” lysine (Lys8) was added to label newly 
synthesized proteins. Cells were harvested before the pulse (0h) and in 16 different time points after. The growth 
curve is representative of 3 biological replicates. (B) Number of protein groups identified and quantified by H/L 
ratio in each time point. Data are means ± SD from 3 biological replicates. 

First, the data from RelE experiment from three replicates was combined as described in 4.3.2 and 

3.2.17 and split in 6 time bins as in 4.3.4. In total, 166 proteins were quantified in at least one time 

bin. GO functional analysis revealed that processes overrepresented in the RelE data set were similar 

to the HipA data set. Despite the lower expression of relE, the overlap of RelE with HipA experiment 

was high – 155/166 proteins quantified during RelE-mediated persistence were detected in the HipA 

experiment (Figure 40). Surprisingly, the correlation between maximal protein H/L ratio for all time 

bins was relatively good (Pearson correlation coefficient of 0.48). Measured H/L ratios of individual 

proteins were consistently lower in RelE than in HipA experiment, which implies that the proportion 

of persister cells was also lower. Altogether, this suggested that RelE toxin induced persister formation 

to lesser extent compared to HipA in this experimental setup, but detected proteins can be compared 

qualitatively.  
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Figure 40. Correlation of maximal protein H/L ratios during HipA- and RelE-induced persistence. Particular 
proteins are indicated and color-coded according to specific biological functions. 

The correlation of H/L ratios from HipA and RelE experiment reveled that proteins, which are actively 

turning over during persistence are involved in various cellular processes, such as transcription, 

translation, protein folding and degradation, DNA repair, stress response and others (Figure 40). In 

particular, the antitoxin PrlF and stress-related proteins such as the multiple stress resistance protein 

BhsA, the phage shock protein PspA and the cold shock protein CspA exhibited high turnover in both 

experiments. Integration host factors IhfA and IhfB, which are DNA-binding proteins that function in 

genetic recombination and transcriptional and translational control, were present in this data set and 

already connected to persistence (45, 46). Moreover, Lon and ClpX protease known to degrade 

antitoxins were detected in both experiments. Interestingly, proteins of the stress-induced multi-

chaperone system, DnaK, DnaJ, ClpB and GrpE, involved in the processing of protein aggregates, were 

quantified in both experiments and showed a tendency towards higher turnover in HipA than in RelE-

induced conditions. Furthermore, many ribosomal proteins and several ribosome-associated proteins 

(RimM, RaiA, RbfA and Frr) were present in both data sets. Interestingly, together with RNA helicase 

DeaD, these proteins are involved in the ribosome maturation and biogenesis (279).  

Among 11 proteins unique for RelE experiment, two of them exhibited very high incorporation of Lys8, 

namely, the phage shock protein PspD and the thiosulfate sulfurtransferase PspE. PspD and PspE are 

expressed from the common phage shock protein (psp) operon (pspABCDE) important for survival 

under energy-limited conditions (276). Accordingly, a product of pspA gene, which is a part of the 

same operon, exhibited high turnover in both experiments. In addition, the cold shock protein YdfK 

and the uncharacterized protein YebG, potentially involved in the DNA repair, were detected only in 

the RelE experiment.  
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4.3.6 Estimation of protein half-lives during persistence 

The data obtained from these temporally resolved measurements of protein abundances can be used 

to calculate half-lives of individual proteins. Here, half-lives were determined only for persistence 

phase during which cells were in a steady-state condition, in which cellular growth was inhibited. In 

persistence model used in this study, temporal changes in protein abundances reflect true protein 

turnover, which is independent of the cell division. Therefore, the growth rate does not contribute to 

the calculation of protein half-lives. Thus, under assumption that there is no cells division and that 

cells are in a steady-state after ampicillin treatment, protein turnover rate (k) was calculated from the 

linear dependence of the natural logarithm of the protein H/L ratio and time by linear regression 

(Figure 41A), as described previously (196) (see 3.2.17). Protein H/L ratios derived from a union of 

three replicates were used for protein turnover rate calculation, from which protein half-lives (T1/2) 

were then determined. To estimate protein turnover rates accurately, two requirements had to be 

fulfilled: protein H/L ratio had to be measured in at least 5/16 time points and a coefficient of 

determination (R2) for linear regression had to be higher than 0.70 to ensure a good curve fitting.  

 

Figure 41. Half-lives of newly synthesized proteins during HipA- and RelE-mediated persistence. (A) Linear 
regression slope on the example of HipA protein used for calculation of the protein turnover rate (k) from which 
protein half-lives (T1/2) were obtained. (B) Histogram of estimated protein half-lives for HipA (red) and RelE 
experiment (blue) calculated for 608 and 69 proteins, respectively. (C) Correlation of protein half-lives for HipA 
and RelE experiment. Ribosomal proteins are indicated in black and other proteins in red. 

In total, turnover rates were determined for 609 and 69 proteins in HipA and RelE experiment, 

respectively, and their half-lives spanned from 45 minutes up to 409 hours (Figure 41B). Due to the 

low Lys8 incorporation measured during RelE-mediated persistence (Figure 39B), half-lives of newly 

synthesized proteins were much longer (median T1/2 of 66.9 h) compared to protein half-lives during 

HipA-mediated persistence (median T1/2 of 17.7 h). Although determined protein half-lives differed 

substantially between experiments on the absolute scale, their trend was very similar as observed by 

the Pearson correlation coefficient of 0.74 (Figure 41C). Except for ribosomal proteins that showed 

moderate half-lives, several short-lived proteins were common for both studies, BhsA, PspA and CspA. 

This is in agreement with the results of the data analysis approach used previously (see 4.3.5). In fact, 

most of top 25% proteins with highest turnover determined by their maximal abundance in HipA 

experiment had assigned half-lives (Figure 38). These proteins were among top 35% proteins with 

shortest estimated half-lives, which was an additional confirmation of their accurate quantification 
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across time points that enabled good curve fitting. Furthermore, in contrast to proteins with high 

turnover rates, two proteins exhibited much longer half-lives relative to the others; those were outer 

membrane protein OmpA and glutamine synthetase GlnA, which are known to be highly abundant 

and metabolically stable proteins. Altogether, these results showed that half-lives could be assigned 

to a considerable set of proteins during HipA-induced persistence and their half-lives correlated with 

their function; stress response-related proteins exhibited shorter half-lives, while metabolic and 

membrane proteins were longer lived.   
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5 Discussion 

5.1.1 Phosphoproteome of HipA-induced growth inhibition revealed multiple 

potential substrates of HipA 

This  chapter was  adapted from Semanjski M, Germain E, Bratl K, Kiessling A, Gerdes K, & Macek 

B, The kinases HipA and HipA7 phosphorylate different substrate pools in Escherichia coli 

proteome to promote multidrug tolerance, Science Signaling, 2018, 11(547) (260). 

HipA is the only protein kinase among type II TA-encoded toxins in E. coli K-12 (12), shown to strongly 

inhibit cellular growth and induce bacterial persistence by phosphorylating GltX (63). We hypothesized 

that HipA could phosphorylate additional protein targets, as shown for other bacterial kinases (217). 

Using high-resolution mass spectrometry-based proteomics, we were able to confirm that 

endogenous GltX is phosphorylated when cell growth is inhibited by overproduced HipA, and to detect 

multiple additional HipA substrates implicated in replication or translation, such as SeqA and 

ribosomal protein L11 (RplK). Although GltX has been established as a bona fide substrate of HipA (63, 

77), this is the first time the phosphorylation of GltX on Ser239 by HipA was confirmed in vivo in a whole 

cell lysate without overexpression and purification of GltX. To detect the phosphorylation site of GltX, 

the classical phosphoproteomic protocol, which is based on protein digestion with trypsin or LysC-

proteases, had to be optimized in order to detect the peptide that contains Ser239 surrounded by 

several lysine residues. Phosphorylated GltX peptide was detected by MS only when chymotrypsin 

was used for protein digestion. 

The first phosphoproteomic study revealed that even the mild expression of hipA lead to the global 

increase in protein phosphorylation in E. coli. Among detected phosphoproteins, several potential 

HipA targets seem to be promising candidates for further analysis because of their role in cellular 

processes associated either with DNA replication, transcription or translation (Figure 15A). For 

example, SeqA negatively regulates DNA replication by binding to newly replicated oriC regions 

thereby preventing premature re-initiation of replication (280). Phosphorylated residue Ser36 is 

situated in the oligomerization domain of SeqA, which is required for the formation of the filament 

essential for the function of this protein (281). SeqA is also involved in the stabilization of the DNA 

during recombination or restart of the replication forks (282). Another potential HipA substrate is the 

transcriptional regulatory protein RcsB, which regulates the transcription of numerous genes involved 

in colonic acid capsule synthesis, biofilm formation, cell division and synthesis of outer membrane 

proteins (283). In addition to RplK, several ribosomal proteins were detected in phosphorylated form, 

including 30S ribosomal protein S9 (RpsI). RpsI was phosphorylated on the Ser128 residue, which is a 

part of the C-terminal tail important for binding of specific tRNAs at the ribosomal P-site (284), making 

the detected phosphorylation event potentially relevant for translation inhibition. These multiple 

substrates of HipA kinase observed in this study imply that HipA may exert pleiotropic effects on 

essential cellular processes. Although the function of HipA-mediated phosphorylation of RplK in the 

context of persistence dependent on RelA was not addressed in this study, we believe that the role of 
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RplK is more complex than initially thought. RplK is a part of the ribosomal stalk that helps the 

ribosome to interact with GTP-bound translation factors, such as the elongation factor G (EF-G), which 

catalyzes the GTP-dependent ribosomal translocation step during translation elongation (285). Hence, 

it would be interesting to analyze the effects of phosphorylation mutants on the translation fidelity 

and termination. Promiscuous behavior has been observed for other bacterial Ser/Thr kinases, which 

phosphorylate their substrates less efficiently than histidine kinases to allow for a fine-tuning of the 

signal (217). In line with that, these data could indicate that several proteins need to be simultaneously 

phosphorylated in order to integrate the signal that leads to growth inhibition and persistence. 

Therefore, to observe the effects of these phosphorylation events, a bacterial strain containing 

mutations in multiple genes that encode here discovered potential HipA substrate should be 

constructed. Moreover, the lower occupancy of phosphorylation sites of newly identified HipA targets 

compared to GltX (Figure 21) could have an alternative, opposite explanation. Namely, 

phosphorylation of GltX induces growth inhibition that affects majority of growing population, while 

phosphorylation of other targets happens only in those cells that became persisters, the proportion 

of which is more than ten fold lower than the rest of the culture, which is consistent with the low 

occupancy of phosphorylation sites detected. 

 

5.1.2 Comparison of HipA7 and HipA phosphoproteomes revealed lower activity 

and smaller substrate pool of HipA7 

This chapter was  adapted from Semanjski M, Germain E, Bratl K, Kiessling A, Gerdes K, & Macek 

B, The kinases HipA and HipA7 phosphorylate different substrate pools in Escherichia coli 

proteome to promote multidrug tolerance, Science Signaling, 2018, 11(547) (260). 

In contrast to HipA that showed a large pool of targets, its gain-of-function variant HipA7 

phosphorylated exclusively GltX. This suggests that phosphorylation of GltX is the main molecular 

event required for the induction of persistence by both, HipA and HipA7, whereas phosphorylation of 

other protein targets likely leads to a toxic phenotype observed only for HipA. Although amino acid 

substitutions in HipA7, G22S and D291A, were previously shown to cause weaker HipA7-HipA7 

dimerization in the HipA2-HipB4 promoter complex and increased hipBA7 transcription (19), it was not 

shown whether the mutations alter the kinase activity of HipA. It was suggested that the catalytic 

activity is not affected by these substitutions because the active site is located far from Gly22 and Asp291 

residues (81). However, our in vivo phosphoproteomic screens of kinases produced in excess over 

HipB (Figure 20, Figure 21), as well as in vitro phosphorylation experiments with purified HipA and 

HipA7 in the absence of HipB (Figure 22), demonstrated that HipA7 is in fact a less active kinase than 

HipA. Therefore, the less toxic phenotype of HipA7 could also be explained by the lower activity of 

HipA7 towards GltX, rendering more non-phosphorylated, active GltX available in the cell that is 

sufficient to sustain the cell growth. The two amino acid substitutions might also impair the substrate 

specificity of HipA7, leading to a larger pool of substrates phosphorylated by HipA, but not HipA7. 

Together, this can explain the inability of HipA7 to elicit growth inhibition; however, this hypothesis 

needs to be further investigated. Our analysis of the phosphorylation site occupancy indicated that a 



Discussion 
 

103 
 

vast majority (90%) of HipA was autophosphorylated upon the induction from the plasmid (Figure 

21D), which means that there was only 10% of the active kinase available. Conversely, HipA7 showed 

much lower phosphorylation of Ser150 which excludes the possibility that autophosphorylation is 

responsible for lower activity of HipA7.  

In this study we showed a direct evidence that endogenous GltX is phosphorylated in vivo by 

chromosomally encoded HipA7 in the hipA7 strain, which, to our knowledge, for the first time explains 

the hipA7 phenotype. Although HipA7 was less abundant than HipA (Figure 23) and showed a weaker 

kinase activity in vitro (Figure 22), the increase in GltX phosphorylation by hipA7 allele could be 

explained by (i) a disrupted interaction with HipB that leads to a higher abundance of the unbound, 

active HipA7 and/or (ii) the lower ability of HipA7 to inhibit its kinase activity by autophosphorylation; 

as a result, a total pool of the weak HipA7 is active and phosphorylates GltX. On the contrary, HipA, 

which has a more potent kinase activity, is inhibited by its interaction with HipB. With exception of 

PspA and GltX, phosphorylation of other targets by chromosomally encoded HipA7 was not detected 

(Figure 27B, C). However, higher amounts of HipA7 (produced from a high copy number plasmid) 

stimulated the phosphorylation of another E. coli toxin YjjJ function of which is so far unknown, but is 

likely to have a kinase activity (Figure 25B, D) (275). Autophosphorylation residue Ser150 of HipA was 

found to be conserved in YjjJ at the position Ser200 (or Ser201) and was detected as phosphorylated in 

our data. Therefore, it would be interesting to determine the substrate(s) of YjjJ and the link between 

YjjJ and HipA7.  

Finally, the collection of all phosphoproteomic measurements obtained in this study enabled to 

generate a comprehensive set of phosphorylation events in E. coli. In total, 1,183 Ser/Thr/Tyr 

phosphorylation sites were identified on 632 phosphoproteins. For comparison, the most 

comprehensive study to date reported 1,687 non-redundant Ser/Thr/Tyr phosphorylation sites by 

Potel et al. (226). However, only 28% of phosphorylation sites identified here were also found in their 

data set, indicating that a great proportion of detected phosphorylation sites (846) were unique for 

this study. Thus, this data set can serve as an additional valuable resource for researchers interested 

in bacterial protein phosphorylation and for further investigation of phosphoregulation in bacteria, 

especially in the context of persistence. 

 

5.1.3 HipA overproduction is associated with decreased cell motility and HipA7 

with increased protein quality control 

Except for phosphorylation, this data also provided an extensive resource of proteome changes 

associated with HipA and HipA7 overproduction. Firstly, several proteins associated with the process 

of chemotaxis that bacteria use to move in response to the chemical stimulus, decreased in abundance 

in all experiments in which hipA was overexpressed (Figure 14C, E). Those proteins included 

membrane-bound chemotaxis receptors, Tar and Tsr, chemotaxis protein CheW, histidine kinase CheA 

and the response regulator CheY. Chemotaxis process is used by E. coli to navigate towards the 

concentration gradient of nutrients, or away from toxic metabolites or unfavorable environment 

(286). Accordingly, the decreased abundance was also observed for the flagellin (FliC), a major 
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component of flagella that enable bacteria to swim. In contrast, the curli production and 

assembly/transport components CsgF and CsgG showed increase in abundance after hipA expression. 

Extracellular curli fibers produced by enteric bacteria are used for cell-cell contacts to promote cell 

aggregation and biofilm formation (287). All this indicated that bacterial motility became restricted as 

a result of the growth inhibition induced by HipA overproduction and revealed that transient cell 

aggregation was promoted (288). In contrast, this molecular phenotype was not observed after hipA7 

induction, which is consistent with the inability of HipA7 to inhibit growth. 

The unique proteome response was observed in the context of HipA7 overproduction. In these 

conditions, multiple chaperone proteins (DnaK, DnaJ, ClpB, HtpG), chaperonins (GroL, GroS) and 

protein GrpE increased in abundance (Figure 23B). They are all required for protein quality control by 

assisting in refolding and folding of polypeptides generated under stress conditions. The multi-

chaperone system (ClpB, DnaK, DnaJ and GrpE) prevents the aggregation of denatured proteins for a 

wide range of substrates (289). Moreover, the increased abundance was also observed for the small 

heat shock proteins IbpA and IbpB that associate with aggregated proteins to protect them from 

denaturation and proteolysis, and together with chaperones, enable efficient protein refolding (290). 

Concomitant with protein quality control process, proteins of a proteasome-like degradation complex 

(HslU and HslV) were increased in abundance only in the presence of HipA7. This indicates that the 

increased refolding and unfolding of overproduced HipA7 and other proteins and protein aggregates, 

followed by their degradation, may be connected to the less toxic phenotype of HipA7 preventing 

growth inhibition. Interestingly, a connection between HipA7 and the antigen 43 was observed when 

hipA7 was expressed from a plasmid or from the chromosome (Figure 23B, Figure 28B). This self-

associating adhesin that stimulates biofilm formation is produced by the uropathogenic E. coli and 

promotes long-term persistence in the urinary tract infection (291). It is tempting to speculate that 

the presence of HipA7 may trigger the expression of antigen 43, presence of which in the outer 

membrane could cause the aggregation of E. coli cells and lead to the increase in drug tolerance.  

In addition, it is important to note that toxins and antitoxins are in general very low abundant in 

bacterial proteome even under stress conditions. Therefore, their detection in such complex samples 

is difficult and requires more extensive pre-fractionation to obtain deeper proteome coverage. 

However, in this study, several other toxins (RelE, MazG) and antitoxins (DinJ, PrlF, ChpS, MazF) were 

detected, but they were not regulated upon hipA or hipA7 expression.  

 

5.1.4 HipA-induced persistence is characterized by low metabolic activity and 

increased stress response  

It is generally accepted that persister cells lock themselves into a growth-inhibited state to avoid 

antibiotics that corrupt active targets. In fact, persisters are assumed to be in a state of slow growth 

and low metabolic activity, in which a partial cell division was observed (6, 46, 78). This insight 

prompted us to investigate if persister cells perform translation and which proteins are mainly 

produced during this process. Therefore, the aim of this study was to establish the method that would 

enable identification of newly synthesized proteins during persistence on a global scale. To that end, 
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a dynamic SILAC approach based on pulse-labeling of bacterial proteome with isotopically labeled 

derivative of lysine was used in the context of persistence induced by overproduction of two toxins, 

HipA and RelE. Dynamic SILAC is a simple and powerful in vivo labeling method that has been widely 

used in eukaryotes for determination of the protein turnover on the global scale in combination with 

MS (196, 292). The implementation of SILAC approach to bacterial persistence has so far been 

reported only for selective labeling of drug-tolerant biofilms of P. aeruginosa (254). 

To our surprise, although the cells were clearly in the growth-inhibited state, the incorporation of the 

label was indeed measured, and it increased with time, showing that persister cells perform active 

synthesis of new proteins. Although the average label incorporation was low (around 4%) (Figure 36B), 

this study showed that it is possible to measure such subtle changes in protein abundance. More 

importantly, a set of proteins exhibited more pronounced label incorporation over time, pointing to 

the fact that these proteins are actively synthesized in our model of persistence. Therefore, this study 

provided a resource for identification of proteins that are required to maintain persistence, and 

ultimately, candidate proteins will be investigated for their functional role.  

The major limitation of the experimental setup used in this study is the contamination of the persister 

cells with the unlabeled pool of proteins that originate from dead cells, which lead to decreased 

sensitivity of the measurements and lower proteome coverage. Here, we used lytic antibiotic 

ampicillin to enrich for persisters by physically eliminating sensitive cells; however, the fraction of 

dead cells with intact membrane was still substantial. This issue could be circumvented by applying an 

additional enrichment step to isolate persister cells from the batch culture. The method that was 

described to increase the number of persister cells uses harsh and long enzymatic treatment that 

targets the cell membrane (293). However, such approach is not compatible with our experiments, as 

it would impose a significant amount of stress for a longer period, causing proteome changes that 

would finally lead to data misinterpretation. The alternative would be the usage of flow cytometry 

based on GFP expression from plasmid carrying specific promoters of genes associated with 

dormancy, as used previously (19, 45). Ideally, the enrichment should not be performed on living cells, 

but rather on isolated proteins or peptides, which originate from newly synthesized proteins that 

incorporated the label. For this, approaches based on click-chemistry could be used, such as the 

metabolic labeling with methionine analogue L-azidohomoalanine (AHA). Subsequently, affinity tag 

can be attached to the reactive azide-group and labeled proteins can be enriched by affinity 

chromatography (255). So far, the application of AHA failed to label the cells without interfering 

significantly with translation and causing severe growth defect, which is not compatible with our 

study. However, analogous of other amino acids that would cause less sever effect on translation, 

could be used, but are so far not developed for such applications. 

Consistent with the slow growth attributed to persister cells, proteins required for cell division were 

either not detected or displayed very low turnover in this data set (FtsH, FtsZ, FtsY and ZipA), 

suggesting that a residual cell growth is still present, but it is extremely slow. Accordingly, chemotaxis-

related proteins that are important for cell motility were not identified, which supports the absence 

of the cell movement during persistence. The low abundance of proteins involved in metabolism, 

mainly in biosynthesis of amino acids (Figure 37), but also in glycolysis, TCA cycle and pentose 
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phosphate pathway demonstrated that major energy-generating pathways are active in our model of 

persistence, but their activity is very low. Moreover, cellular respiration was also observed to be 

strongly decreased during persistence and antibiotic treatments, which is in agreement with previous 

studies (78, 294). Only several proteins involved in cellular respiration were detected in this data set 

and exhibited low turnover, namely Ndh, NuoB, NuoC, NuoF, NuoG, NuoI and SdhA. In contrast to 

reduced metabolism and cell division, we found that ribosomal proteins and general stress response-

related proteins exhibited high turnover during persistence. Proteins involved in these processes are 

discussed below in more detail. 

Due to the decreased sensitivity of this experimental setup, proteins quantified in this study are very 

likely biased towards high abundant proteins. Therefore, toxins of other E. coli TA modules were not 

detected, only two antitoxins, PrlF and MqsA, which are required for maintaining the equilibrium 

between toxin and antitoxin levels to regulate persistence. Also, proteins involved in the (p)ppGpp 

synthesis and degradation were not identified as newly synthesized in our data set, which could 

suggest that they are metabolically stable during persistence. Nevertheless, a number of proteins that 

have already been connected to persistence were identified here. Those included chaperones DnaK 

and DnaJ, DNA-binding protein H-NS (Hns), histone-like protein HU (HupA and HupB subunits) and the 

integration host factor IHF (IhfA and IhfB subunits) (Figure 40), that were previously identified to be 

involved in persister formation using transposon insertion knock-out library of E. coli ORFs (40). In that 

study, the deletion mutants of these genes showed significant decrease in persistence. Integration 

host factors bind to specific DNA sequences and regulate the transcription of numerous genes (295) 

and were also found to be elevated in abundance in a proteome study in which persister formation 

was induced by a nutrient downshift (46). Moreover, H-NS, HU and IHF are nucleoid-associated 

proteins that are involved in chromosome compaction and gene regulation in E. coli (296), suggesting 

that they might be involved in the regulating the expression of specific genes during persistence.  

Furthermore, our study revealed that many chaperones (ClpB, DnaK, DnaJ, HtpG, GroL, GroS, HscB 

and GrpE) (Figure 38) involved in protein folding, were detected as newly synthesized during 

persistence. Interestingly, DnaK, DnaJ and ClpB chaperones were previously connected to persistence 

in different studies (40, 108) and  deletion of dnaK caused a decrease in survival to different antibiotics 

(40). High turnover of DnaK and other chaperones during persistence observed in our model suggested 

that they might be required for the maintenance of the proteome homeostasis by enabling correct 

folding of misfolded client proteins or by targeting unfolded proteins to degradation. Accordingly, 

several E. coli proteases showed high turnover in the HipA experiment (Lon, HslU, HslV and HtpX), as 

well as the specificity components of the Clp protease (ClpA and ClpX), implying that protein 

degradation is highly active during persistence. Moreover, SOS response genes are known to be 

expressed during persistence due to the inhibited DNA replication (108) and one of the most 

important DNA repair proteins RecA was identified in our study (Figure 40). 

Except for proteins known to be involved in persistence, our data set also provided a list of previously 

not reported proteins that potentially play a role in the maintenance of the persistent state. Among 

proteins that exhibited high turnover, and conversely, shorter half-lives, during persistence mediated 

by HipA and RelE were antitoxin PrlF and multiple stress resistance protein BhsA (or YcfR) (Figure 40). 
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BhsA is an outer membrane-bound protein that has been shown to be highly abundant in biofilms and 

to increase viability of E. coli under stress conditions (297), which is consistent with the stress imposed 

to cells during persistence. Moreover, the phage shock protein PspA, which is involved in the 

competition for survival under diverse stress conditions, such as heat or hyperosmotic shock, and in 

maintaining proton-motive force and membrane integrity in response to extracytoplasmic stress 

(298), was detected as highly abundant in both experiments. Interestingly, increased abundance of 

pspA, pspD and pspE transcripts was also observed in persister cells isolated by FACS sorting from an 

exponentially growing culture (45). The same observation was obtained in transcriptome analysis of 

the hipA7 strain treated with ampicillin. There, in addition to pspA, pspD and pspE, other genes of the 

psp operon, pspB and pspC showed an increase in expression measured by their mRNA levels (108). 

These observations suggest that PspA plays an important role during persistence, but the exact 

mechanism is so far not clear. It is known that PspA negatively regulates transcription of the psp 

operon during stress by binding to the activator PspF (298), however, PspD and PspE proteins were 

detected only in RelE experiments of our study, where they showed higher abundance and turnover 

compared to PspA. The increased expression of the psp operon was also observed during biofilm 

formation in E. coli (299) and in S. Typhimurium during macrophage infection (300). Whereas the N-

terminal domain of PspA is involved in PspF binding, the C-terminal domain is essential for the 

formation of a membrane-associated high-order PspA oligomer (36-mer), which functions as an 

effector that repairs the membrane to prevent proton leakage (301). The increased amounts of PspA 

does not necessarily shut down the psp induction, but can shift the function of PspA to act as the 

effector. This implies that PspA is activated during ampicillin treatment to maintain the membrane 

stability, and together with BhsA, PspA could have a function to lower cell membrane stress. It would 

be interesting to see if the same results would be obtain if we used other type of antibiotic for 

generation of persister cells, such as fluoroquinolones. Nevertheless, to reveal the function of the psp 

operon encoded proteins during persistence, further functional analysis with psp mutants should be 

made in the context of persistence.  

Notably, the major cold shock protein CspA in E. coli was detected as a fast turning over protein in 

both experiments. Increased synthesis of CspA has been detected in E. coli treated with the inhibitors 

of protein synthesis, chloramphenicol and kanamycin (302). CspA is in fact an RNA chaperone that 

together with other cold shock proteins CspE and CspC, which were also detected in this study, 

functions as a transcription antiterminator to prevent premature termination of RNA synthesis (303). 

These cold shock proteins were shown to induce production of the transcription 

termination/antitermination protein NusA, the translation initiation factor IF-2 (InfB), the 30S 

ribosome-binding factor RbfA and the polyribonucleotide nucleotidyltransferase Pnp, that are known 

to be induced during cold shock and were detected in this study (Figure 40). NusA, together with the 

transcription termination factor Rho and transcription antitermination proteins NusB and NusG, form 

a regulatory complex that associates with RNA polymerase (RNAP) to prevent transcription 

termination at otherwise functional terminator regions (304). This process is known as processive 

antitermination and it is important for regulating the efficiency of RNA production. Accordingly, all 

RNA polymerase (RNAP) subunits (RpoA, RpoB, RpoC and RpoZ) were actively synthesized during 

persistence in both models used in this study (Figure 40). Interestingly, among RNA polymerase sigma 



Discussion 
 

108 
 

factors, only RpoD was identified in this study, whereas RpoS, which has most often been connected 

to persistence (40, 100, 104), was not detected. RpoD promotes transcription of ribosomal operons 

and other protein synthesis-related and other housekeeping genes (305). With this in line, synthesis 

of ribosomal proteins during persistence induced by both, HipA and RelE, was observed, indicating 

that translation is important for maintaining the persistent state. Apart from proteins that are primary 

constituents of the ribosome, several ribosome-associated proteins were showed relatively high 

turnover, namely, the ribosome-associated inhibitor A (RaiA), the ribosome maturation factor RimM, 

the ribosome-binding factor A (RbfA) and the ribosome-recycling factor Frr. Together with RNA 

helicase DeaD and chaperones DnaK and GroEL, RimM and RbfA are involved in the process of the 

ribosome maturation that is carried out by several different maturation factors (279). In particular, 

RbfA and RimM assist in processing of 16S rRNA during assembly of the 30S ribosomal subunit. 

Moreover, when HipA was overproduced, RbfA was found phosphorylated on Ser110, which is located 

on the C-terminal region of the protein involved in the binding to the 30S ribosomal subunit (306). 

This phosphorylation event might be an additional level of regulation of the activity of RbfA in 

triggering persistence formation and during the steady state of persistence. Furthermore, the 

ribosome modulation factor Rmf that is involved in ribosome hibernation, a process that converts 

ribosome to an inactive form, has previously been connected to persistence (46, 108); however, it was 

not identified here. Conversely, another ribosome inhibitor was identified, namely, RaiA, which 

regulates translation efficiency by blocking the ribosomal A-site during stationary phase (307). In 

addition, the ribosome-recycling factor Frr, which releases ribosomes from mRNA after translation 

termination to recycle ribosomes and increase the efficiency of translation was identified in this data 

set (308). Interestingly, a heat shock-inducible ribosome-dependent GTPase HflX, that rescues stalled 

ribosomes from deacylated tRNA was found only in the HipA data set, which is consistent with the 

accumulation of uncharged tRNA due to GltX inhibition by HipA (63). Altogether, it can be concluded 

that, in our model of persistence, transcription and translation are strictly regulated in order to 

maintain a basal level of protein synthesis during steady state of persistence. Therefore, above 

mentioned regulators of transcription antitermination and ribosome maturation and recycling are 

interesting candidates for further follow up experiments, in which their deletion might lead to 

decrease in persistence or, alternatively, in prevention of resuscitation.  

 

5.1.5 Persister resuscitation is characterized by energy production 

The awakening of persister cells from dormancy is obviously an important process that enables 

persisters to revert to growth in the absence of stress and ultimately allow their survival. To gain a 

deeper insight into persister resuscitation, we applied pulse-labeling method to persister cells 

enriched by hipA overexpression and ampicillin treatment during their regrowth from dormancy. In 

our model, the removal of the antibiotic and addition of the fresh medium initiated the resuscitation 

process, which was accompanied with the induction of hipB expression. The main aim of this study 

was to generate a list of individual proteins that are rapidly synthesized on the onset of resuscitation 

and therefore potentially involved in the switch from persistence to growth resumption.  



Discussion 
 

109 
 

At the very onset of resuscitation, cells restored almost the entire translation machinery and restarted 

their metabolism by inducing glycolysis to convert glucose from the fresh medium into energy, which 

can then be used for the regrowth (Figure 33). Interestingly, two chaperones (DnaK and GroL) and 

transcription-related proteins, Rho, DeaD and Pnp, that are involved in RNA degradation, were 

identified during early response, possibly regulating transcription of specific genes. Because these 

proteins were also detected to be highly produced during persistence, it is possible that the processes 

common to persistence are still active during the initial phase of the pulse-labeling. The delay in the 

wake-up from dormancy was observed previously and depends on several factors, such as the 

composition of the outgrowth medium or the frequency of persister cells (309, 310). Alternative 

explanation for high abundance of newly synthesized chaperones during both, persistence and 

resuscitation might be that these proteins are required for resuscitation, but are produced during 

dormancy to prepare persister cells for their rapid wake-up when conditions become favorable. 

Furthermore, the expression of the antitoxin hipB from the plasmid was used to assist in triggering 

resuscitation and to serve as internal positive control. Indeed, HipB was among proteins with the 

highest label incorporation at the very early phase and also throughout entire resuscitation (Figure 

35). Notably, RNA polymerase sigma factors RpoS and RpoD showed high label incorporation during 

early response. RpoS is important for transcriptional reprograming of many genes that are mainly 

involved in the metabolism and stress response, whereas RpoD preferentially induces transcription of 

genes associated with fast growth, such as ribosomal proteins, which is in agreement with our findings 

(305). Considering that RpoD was also detected during persistence, it can be assumed that it might 

have a dual role during both processes. Moreover, several other proteins were rapidly synthesized 

during early resuscitation, such as the N-ethylmaleimide reductase NemA, which reduces N-

ethylmaleimide, that otherwise modifies cysteine residues of cellular proteins and inhibits growth 

(311). In addition, NemA degrades toxic compounds to use them as a source of nitrogen (312).  

With time, incorporation of the label increased and revealed that a number of proteins involved in 

metabolism were produced, mainly in the biosynthesis of amino acids, most likely to use them for 

protein synthesis, as they are not provided in the medium (except for lysine). To resume their growth, 

cells also produced almost all aminoacyl-tRNA charging enzymes, of which GltX showed the highest 

label incorporation. Furthermore, proteins involved in the sulfate reduction, which is important for 

energy production, exhibited high abundance during resuscitation, along with proteins involved in the 

iron-sulfur cluster assembly, which participate in the electron transport and stabilization of proteins 

(313). Moreover, protein components of the pentose phosphate pathway increased in abundance as 

cells continued to resuscitate. Parallel to glycolysis, this pathway is required for generating energy and 

production of precursors for nucleotides and aromatic amino acids. Altogether, this study 

demonstrated that the resuscitation from dormancy is characterized by the metabolic switch towards 

energy production and active translation, which is consistent with a study that investigated awakening 

of dormant, nitrogen-starved cyanobacteria (314). More importantly, it provided a valuable resource 

of proteins newly synthesized during resuscitation, of which some are likely involved in the wake-up 

from persistence. Therefore, this study could help in understanding of the molecular mechanisms 

underlying both, persister formation and resuscitation, which is important for the development of 

approaches for their eradication.  
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6 Conclusions 

In this thesis, several approaches were employed to characterize proteome, phosphoproteome and 

protein turnover during bacterial persistence mediated by the E. coli kinase HipA. Based on the 

obtained results, following conclusions can be drawn: 

1. Identification of in vivo phosphorylation targets of HipA 

a. Optimized phosphoproteomic workflow, which involved protein digestion with two 

different proteases, was applied to study phosphorylation events associated with the 

kinase HipA. Phosphorylation of a bona fide substrate of HipA, GltX, was confirmed by 

mass spectrometry and for the first time detected in vivo. 

b. Integration of two triple-SILAC experiments enabled detection of phosphorylation events 

induced by ectopically expressed hipA and their temporal characterization during HipA-

mediated persistence and HipB-triggered resuscitation. In addition to GltX, a number of 

previously unknown potential phosphorylation targets of HipA were identified.  

c. HipA-dependent phosphorylation of two candidate proteins, ribosomal protein L11 (RplK) 

and negative modulator of initiation of replication SeqA, was confirmed in vitro. 

d. Physiological effect of HipA-specific phosphorylation events detected in 

phosphoproteomic screens was investigated on the RplK example. However, to that end, 

phosphorylation of RplK showed no effect on RelA-dependent persistence. 

2. Comparison of HipA and HipA7 (phospho)proteomes to distinguish between different 

phenotypes of two kinase variants 

a. Mildly produced HipA and HipA7 showed that GltX is the main substrate of both kinase 

variants. Whereas HipA7 only targeted GltX, HipA phosphorylated several additional 

unique substrates, which might explain why HipA inhibits growth more efficiently than 

HipA7. Furthermore, HipA7 showed reduced kinase activity in vitro compared to HipA and 

targeted a substrate pool similar to that of HipA only when highly overproduced in vivo. 

b. Expression of hipA7 from the chromosome resulted in phosphorylation of GltX, providing 

a direct evidence that endogenous GltX is phosphorylated by chromosomally encoded 

HipA7 and suggesting that GltX is the primary determinant of persistence. Additionally, 

phage shock protein PspA was detected as a potential target unique to HipA7. Although 

HipA is a more potent kinase, chromosomally encoded HipA did not phosphorylate GltX 

as strongly as HipA7, due to its inhibition by the interaction with other HipA molecule in 

the HipA-HipB complex, which is disrupted in the case of HipA7. 

c. The two kinase variants also differed in autophosphorylation, which was significantly 

lower in HipA7 when it was produced from the plasmid. The lower ability of HipA7 to 

inhibit its kinase activity by autophosphorylation could explain increased phosphorylation 

of GltX by chromosomally encoded HipA7; while HipA can be inhibited by 
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autophosphorylation and formation of the HipA-HipB complex, a total pool of the weak 

HipA7 produced from the chromosome is active and phosphorylates GltX. 

3. Time-resolved analysis of newly synthesized proteins during toxin-induced persistence and 

antitoxin-mediated resuscitation 

a. Dynamic SILAC pulse-labeling approach was established and optimized for the model of 

HipA-induced persistence and HipB-mediated resuscitation in order to study newly 

synthesized proteins in respective conditions. It was shown that such pulse-labeling with 

isotopically labeled amino acids in combination with high resolution mass spectrometry 

can be applied to different TA modules and used as a general strategy to selectively label 

persister cells and study protein turnover on a system-wide scale. 

b. Utilization of the pulse-labeling to HipB-mediated resuscitation revealed that newly 

synthesized proteins in the early phase of resuscitation are involved in translation, 

glycolysis and biosynthesis of amino acids to provide energy required for resumption of 

growth. This data set provides a valuable resource for further validation of proteins that 

might act as triggers of the resuscitation.  

c. Application of the pulse-labeling to persistent state of cells enriched by overproduction of 

HipA revealed that dormant persisters are translationally active and have reduced 

metabolism, division and cellular respiration. In contrast, they actively synthesized a set 

of proteins that are involved in general stress response and translation in order to 

maintain persister survival. 

d. Analysis of newly synthesized proteins during persistence induced by another toxin, 

mRNase RelE, revealed very similar set of proteins as observed for the kinase HipA. 

Comparison of two data sets enabled to investigate common mechanisms of persistence, 

which are characterized by the production of chaperones necessary for correct protein 

folding, proteases that degrade unfolded proteins, cold and heat shock involved in general 

stress response, transcription antitermination factors that regulate efficiency of RNA 

production and ribosomal and translation-associated proteins required for ribosome 

maturation. 
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8 List of Abbreviations 

˚C Degree Celsius 

ABC Ammonium bicarbonate 

ACN Acetonitrile 

AHA Azidohomoalanine 

APD Advance Peak Determination 

ATP Adenosine triphosphate 

BSA Bovine serum albumin 

C18 Octadecyl carbon chain 

CFU Colony forming units 

CID Collision-induced dissociation 

DDA Data-dependent acquisition 

DHB 2,5-dihydroxybenzoic acid 

DNA Deoxyribonucleic acid 

DMSO Dimethyl sulfoxide 

DTT Dithiothreitol 

EDTA Ethylenediaminetetraacetic acid 

ESI Electrospray ionization 

FA Formic acid 

FACS Fluorescence-activated cell sorting 

FDR False discovery rate 

GFP Green fluorescent protein 

GO Gene-ontology 

GTP Guanosine triphosphate 

HCD Higher energy collisional dissociation 

HEPES 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid 

His6 Polyhistidine-tag 

HpH High pH 

HPLC High performance liquid chromatography 

IAA Iodoacetamide 

IMAC Metal ion affinity chromatography 

IT Injection time 

iTRAQ Isobaric tags for relative and absolute quantification 

KEGG Kyoto encyclopedia of genes and genomes 

LC Liquid chromatography 

LTQ Linear trap quadrupole 

OD600nm Optical density at 600 nm  

M Molar (mol/l) 

m/z Mass to charge ratio 
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MALDI Matrix-assisted laser absorption ionization 

MDK Minimum duration for killing 

MeOH Methanol 

MIC Minimum inhibitory concentration 

mRNA Messenger ribonucleic acid 

MOAC Metal oxide affinity chromatography 

MS Mass spectrometry 

MS/MS Tandem mass spectrometry 

PEP Posterior error probability 

ppm Parts per million 

PTM Posttranslational modification 

RNA Ribonucleic acid 

RP Reverse-phase 

RT Room temperature 

rRNA Ribosomal ribonucleic acid 

SDS Sodium dodedcyl sulfate 

SDS-PAGE Sodium dodecyl sulfate polyacrylamide gel electrophoresis 

SILAC Stable isotope labeling by amino acids in cell culture 

SPE Solid phase extraction 

TA Toxin-antitoxin 

TAP Tandem affinity purification 

TCA Tricarboxylic acid 

TFA Trifluoroacetic acid 

TiO2 Titanium dioxide 

Tm Melting temperature 

Tris Tris(hydroxymethyl)aminomethane 

tRNA Transfer ribonucleic acid 

UHPLC Ultra-high performance liquid chromatography 

v/v Volume to volume 

w/v Weight per volume 

WT Wild-type 
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