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Abstract 

The ability to appropriately respond to sensory information from our surroundings relies on the 
dynamic interplay between different and distributed brain regions, which is flexibly adapted 
according to current contexts and demands. By allowing direct monitoring of local and distal effects 
of transcranial magnetic stimulation (TMS), the concurrent application of TMS and functional 
magnetic resonance imaging (fMRI) provides a causal interventional approach to investigate this 
interconnected nature of the brain. In this dissertation, we used this methodology to investigate the 
neural mechanisms underlying (audio-)visual processing under different cognitive and experimental 
settings. In particular, given the functional heterogeneity of the intraparietal sulcus (IPS) in a number 
of different cognitive functions, a special focus was given to the functional role of this region during 
such processes. As a first step, we evaluated the causal involvement of the IPS during crossmodal 
deactivations by applying continuous repetitive TMS at different intensity levels to the right IPS and 
at the Vertex during three different sensory contexts (visual, auditory and fixation). Second, by 
engaging the attentional network in a demanding visual detection task we investigated how TMS at 
the right IPS influenced task-related activations, by applying bursts of TMS pulses over the right IPS 
and during a Sham condition. Moreover, given that additional sensory information might influence 
task performance in a beneficial or in a detrimental way, we further manipulated the bottom-up 
sensory context by introducing two different auditory contexts (present vs. absent). Third, to 
evaluate the differential effects of stimulating low-level sensory areas and higher-order association 
cortices, we compared the consequences of parietal and occipital stimulation on task-related 
activations during an identical experimental setting. Lastly, keeping the same visual detection task, 
we assessed the role of the IPS during perceptual decisions by categorizing participants’ responses 
into hits, misses, false alarms and correct rejections and comparing conditions with matched visual 
input but different behavioural response categories and vice versa. Overall, our results provide 
causal evidence for the involvement of the right IPS in different stages of sensory processing. 
Moreover, they also reflect the ability of the concurrent TMS-fMRI approach to divide a global task-
related network into those elements that are specifically associated to the targeted area. 
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1  Introduction 

1.1 An ensemble of dynamic interconnected systems 

Whether cortical functions are localized in defined regions of the cortex or are instead the result of 
interactions between different areas of the brain is a question that has had a central role throughout 
the history of neuroscience. Although the idea of cortical localization of function had been 
contemplated before, it was with Franz Joseph Gall that it started gaining significant attention 
(Finger, 1994a; Catani and Ffytche, 2005). Despite his flawed phrenology theories, Gall was crucial 
in establishing the notion that the cortex might contain various functionally specialized parts and his 
ideas influenced a number of prominent physicians at the time.  
However, from its very beginnings phrenology was also the target of severe criticism. Marie-Jean-
Pierre Flourens, who emphasized the importance of brain stimulation and ablation in animal studies 
as a scientific method, was one of its strongest opponents. His observations of recovery of function 
after ablation in birds led him to the contrasting idea of cortical equipotentiality, by which the cortex 
was thought to function as a whole (Finger, 1994a). Paradoxically, it was based on brain damage that 
cortical localization achieved serious acceptance when Paul Broca presented his case of motor 
aphasia after lesion in the frontal lobe in 1861 (Finger, 1994a). Further support for localization of 
function followed with other lesion-based evidence, like David Ferrier’s ablation experiments of the 
motor cortex in monkeys and dogs, and the discovery of cytoarquitectonic maps by Korbinian 
Brodmann, amongst other things (Finger, 1994a).  
By the end of the 19th century localization of function was a widespread belief, albeit not one 
without contestants. For instance, based on new findings about numerous connections between cells 
in the nervous system, Camillo Golgi argued that functionally localization was not supported by 
anatomical data and maintained a holistic approach towards brain function (Finger, 1994b). Others 
took a less drastic view and while they acknowledged localization for sensory or motor functions, 
they rejected the idea of specialized regions for complex cognitive processes. Essentially, for many 
researchers the fundamental problem with such lesion-based demonstrations rested on the fact that 
they equated the localization of symptoms with localization of function. In fact, as John Hughlings 
Jackson suggested, symptoms, while unquestionably recognized, could have arisen as secondary 
effects of brain damage on more distal structures (Finger, 1994b). Accordingly, it was proposed by 
Carl Wernicke and others that higher functions, such as speech, were the product of associative 
connections between areas storing sensory and motor images and that it was the disruption of these 
pathways that caused functional disorders, the so called disconnection syndromes (Catani and 
Ffytche, 2005).  
While this theoretical framework was practically abandoned during the first half of the 20th century, 
it gained renewed interest in 1965 when it was reintroduced by Norman Geschwind. However, 
Geschwind’s theory went one step beyond it by suggesting that the association cortex (in particular 
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the angular gyrus) acted as a relay station between different brain regions. Hence, even 
circumscribed lesions to the association cortex that did not cause damage to any of the connecting 
pathways would result in a disconnection syndrome (Catani and Ffytche, 2005). Geschwind’s ideas 
influenced a number of modern neuroscientists and since then accumulating evidence for a 
distributed processing between functionally specialized and interconnected regions has been 
presented (e.g. Mesulam, 1990; Corbetta and Shulman, 2002; Bullmore and Sporns, 2009).  
Interestingly, the emergence of new neuroimaging tools, in particular in the field of functional 
magnetic resonance imaging (fMRI), has recently sparked a renewed debate over the structure-
function relationship of the brain. Following the traditional focus of fMRI research on localization, 
some researchers emphasize the role of cortical specialization with the ultimate goal of obtaining a 
“cognitively precise parts list” for the human brain (Kanwisher, 2010). Yet, with the development of 
new analytical methods, such as structural and functional connectivity measures, graph theoretical 
methods and machine learning approaches, the concept of the brain as a network has rapidly gained 
a large number of supporters (e.g. Bressler, 1995; McIntosh, 2000; Bressler and Tognoli, 2006; 
Rubinov and Sporns, 2010; Anderson et al., 2013), to the point that some even suggest that the 
notion of functional areas should be entirely renounced (Laurienti, 2014; Pessoa, 2014).  
Notwithstanding the disagreement about the level of functional specificity of individual brain areas, 
current accounts still concur on the idea that complex cognitive brain functions must result from the 
collaborative interplay between distributed and interconnected brain regions (Friston and Price, 
2011). Importantly, the observation that some regions can be associated with multiple functions 
indicates that this interplay is dynamic in nature, changing in a temporal and spatial scale according 
to current contexts and demands (Meehan and Bressler, 2012; Cole et al., 2013). One such region 
that has been implicated in several cognitive processes is the intraparietal sulcus, which will be the 
focus of the following section.  

1.2 The Intraparietal Sulcus - A Hub in Control Mechanisms 

The intraparietal sulcus (IPS) constitutes an important anatomical landmark in the brain. Located in 
the posterior parietal cortex, it extends posteriorly from the transverse occipital sulcus until more 
anteriorly to the post-central sulcus, thereby separating the parietal lobe in a superior and inferior 
part (Fig. 1.1). Possibly related to this strategic location in the brain and its ensuing connectivity 
pattern, the IPS has been shown to be functionally heterogeneous. In fact, both in humans and in 
nonhuman primates, IPS has been associated with numerous functions, such as spatial attention 
(Hopfinger et al., 2000; Corbetta and Shulman, 2002; Yantis et al., 2002; Silver et al., 2005), 
multisensory integration (Calvert et al., 2001; Sadaghiani et al., 2009; Beauchamp et al., 2010; 
Pasalar et al., 2010; Werner and Noppeney, 2010), coordination of visuomotor actions (Taubert et 
al., 2010; Reichenbach et al., 2011; Konen et al., 2013), numerical cognition (Dehaene et al., 2004; 
Ansari, 2007; Cohen Kadosh and Walsh, 2009; Jacob and Nieder, 2009) and perceptual decisions 
(Churchland et al., 2008; Tosoni et al., 2008; Freedman and Assad, 2011; Gould et al., 2012), 
suggesting that this region might act as convergence zone where multimodal inputs are integrated 
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according to current demands. The following sections review some of the existing evidence 
pertaining the involvement of this region in a selected set of different cognitive processes. 
 
 

 
Figure 1.1. Anatomy of the (right) parietal lobe. The intraparietal sulcus (in red) extends from the transverse occipital 
sulcus until the postcentral sulcus and separates the parietal lobe in the superior and inferior parietal lobules. 

1.2.1 Top-down and Bottom-up Mechanisms in Attentional Selection Processes 

Selective attention entails the ability to dynamically focus on objects or events that are currently 
relevant for behaviour. This selection depends on both bottom-up, stimulus-driven factors that 
reflect physical properties of the sensory events and top-down factors reflecting our current goals 
and intentions. Correspondingly, at the neural level, steering attention to behaviourally relevant 
events involves the dynamic interaction between sensory brain areas and attentional control systems.  
In fact, accumulating evidence has demonstrated that attentional top-down signals can modulate 
activity in sensory cortical areas. These top-down biases are thought to facilitate processing of 
objects from the attended stimulus feature, which can occur through several different mechanisms.  
For instance, top-down signals can modulate stimulus-evoked responses by enhancing neural 
responses by a multiplicative gain factor for attended relative to unattended stimulus attributes. Most 
of the evidence comes from investigations in the visual domain, where neurophysiological studies in 
non-human primates have demonstrated that these gain control mechanisms can occur in both 
primary and extrastriate visual areas (Motter, 1993; Luck et al., 1997; McAdams and Maunsell, 
1999; Treue and Martínez Trujillo, 1999). Further evidence comes from functional imaging and 
magneto- and electroencephalography studies in humans that respectively reported increases in 
Blood-oxygen-level dependent (BOLD) signal and changes in oscillatory and event-related activity 
that are assumed to enhance neural processing for the attended stimulus feature (Heinze et al., 1994; 
Mangun et al., 1998; Tootell et al., 1998; Friston and Büchel, 2000). In particular, studies that 
investigated attentional top-down influences as a function of the attended stimulus attribute have 
demonstrated that selective attention modulates activations in extrastriate areas that are specialized 
in processing the selected attribute (Corbetta et al., 1990; Clark et al., 1997; O’Craven et al., 1997). 
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Outside the visual domain, attention-induced stimulus-evoked response increases have likewise been 
reported in the auditory (Hubel et al., 1959; Hillyard et al., 1973; Alho et al., 1994) and 
somatosensory sensory systems (Hsiao et al., 1993; Burton et al., 1999; Johansen-Berg et al., 2000). 
In addition to modulate stimulus-evoked responses, attentional top-down biases can also occur in the 
absence of sensory stimulation. These top-down modulations are characterised by an increase in 
baseline activity that occurs when observers are directing attention to the relevant stimulus feature in 
expectation of incoming of sensory information. For instance, when attention is directed to a certain 
position in space, enhanced baseline activation and oscillatory activity modulations can be observed 
in retinotopic visual areas (Kastner et al., 1999; Hopfinger et al., 2000; Worden et al., 2000; Thut et 
al., 2006) and somatotopic somatosensory cortices (Macaluso et al., 2003) that represent the attended 
spatial location. Likewise, increases in preparatory activity have also been shown in auditory 
cortices (for a review see Fritz et al., 2007) and for non-spatial stimulus attributes in corresponding 
feature selective areas (Chawla et al., 1999; McMains et al., 2007).  
Functionally, baseline shifts and stimulus-evoked modulations are thought to bias neural processing 
in favour of the attended stimulus feature. This sacrifices in-depth processing of other coinciding 
stimuli, which correspondingly results in an improved behavioural performance (Serences and 
Kastner, 2014). Accordingly, another mechanism by which attention can modulate processing in 
sensory cortices is through suppressive effects for distracting or unattended stimuli properties 
(Moran and Desimone, 1985; Pinsk et al., 2004; Hopf et al., 2005; Seidl et al., 2012). Along similar 
lines, preparatory activity has also shown to be modulated by the knowledge about distractor 
presence, suggesting that preparatory activity might be involved in the suppression of task-irrelevant 
information (Serences et al., 2004; Munneke et al., 2011). 
Numerous functional imaging studies have identified a distributed frontoparietal network, 
comprising the IPS and the frontal eye fields, as the source for these top-down attentional 
modulations. The IPS, in particular, has shown increased baseline activations during expectation of 
visual stimuli (Kastner et al., 1999; Serences et al., 2004). In fact, using variations of Posner’s 
endogenous spatial cueing paradigm (Posner, 1980) that separates cue-induced preparatory 
attentional signals from signals related to the detection of visual targets, neuroimaging studies have 
demonstrated that the IPS exhibits sustained increased activations in response to attention-directing 
cues, which is interpreted as representing a critical role of this region during voluntary attentional 
control (Corbetta et al., 2000; Hopfinger et al., 2000; Kincade et al., 2005). This cue-driven activity 
is not exclusive to spatial properties of the stimuli but can equally be observed when attention is 
directed to other non-spatial stimuli features within and across sensory modalities (Egner et al., 
2008; Smith et al., 2010).  
Additionally, spatial attentional modulations in this region have shown to be topographically 
organized in accordance to the spatial position that is covertly attended (Silver et al., 2005; Saygin 
and Sereno, 2008). Moreover, spatially selective attention modulations can also occur in a stimulus-
driven fashion. For instance, Serences and Yantis (2007) showed activation increases in the IPS for 
target-coloured distractors presented contralaterally to the voluntarily attended side relative to 
distractors that did not share any features with the target stimulus. These results suggest that target-
coloured distractors are endowed with higher attentional priority in this region because they share a 
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feature with the behavioural relevant stimulus. In the same vein, using a sustained spatial attention 
task that manipulated the location of attention and the location of the perceptually salient stimuli, 
Geng and Mangun (2009) showed that IPS activations were strongly modulated by perceptually 
salient stimuli that were presented outside the attended location.  
Collectively, these findings indicate that the IPS is not exclusively involved in voluntary attentional 
control but is likewise sensitive to sensory-driven properties of the attended stimulus. Due to these 
functional characteristics it has been suggested that the IPS encodes an attentional priority map of 
the environment that is characterized by the integration of sensory-driven and top-down signals 
according to current perceptual or behavioural salience (Gottlieb, 2007; Ptak, 2012).  

1.2.2 Perceptual decision-making 

An appropriate interaction with the world relies on our ability to select a specific action based on 
sensory evidence arising from a frequently noisy environment. More often than not, this involves 
making a categorical choice between two possible alternatives.  
The connection between noisy sensory evidence and response choice has been formalised in an 
influential model of decision-making. In the framework of signal detection theory (SDT) (Green and 
Swets, 1966), it is assumed that choices are determined based on a deterministic decision rule, in 
which noisy sensory evidence is compared to a certain criterion value that establishes a boundary 
between the two response options along an internal response axis. Importantly, this criterion value 
reflects response strategies undertaken by the observer and is completely independent of the 
detectability of the sensory event. Hence, this model successfully accounts for the observation that 
different task instructions can result in distinct behavioural outcomes despite identical sensory 
stimulation. However, it overlooks an important component of decision-making, namely the time 
needed to complete a decision.  
Indeed, the crucial effect of time during a decision process is readily observable in the speed-
accuracy trade-off phenomenon, whereby instructions to respond rapidly result in less accurate 
responses, whereas the converse occurs when accuracy is emphasised (Bogacz et al., 2010). 
Sequential sampling models provide an extension to SDT by incorporating time in the decision 
process (Ratcliff and Smith, 2004). In fact, whereas different types of sequential models (e.g. drift 
diffusion, random walk models, etc.) differ in the way they model evidence acquisition or define the 
stopping criterion, they all concur in the assumption that perceptual decisions are formed by the 
temporal accumulation of noisy sensory evidence until a decision threshold indicating one or the 
other response alternatives is reached. Therefore, accumulator models have the advantage of 
providing precise predictions about the relationship between response times and accuracy. 
Additionally, entailed in a decision process are subjective evaluations about the decision itself that 
reflect among other things the level of confidence about the selected option or the awareness of an 
incorrect choice. These metacognitive abilities constitute a crucial aspect in decision-making, as they 
can determine the outcome of subsequent decisions. While largely overlooked in early models of 
decision-making, these components have been increasingly acknowledged in recent expansions of 
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the above-mentioned models (Maniscalco and Lau, 2012; Yeung and Summerfield, 2012; Fleming 
and Lau, 2014).  
Consistent with the multiplicity of processes associated with decision-making, accumulating studies 
have shown that the neural underpinnings of perceptual decisions encompass a widespread network 
of areas that include sensory, frontal and parietal cortices, as well motor and premotor regions (Kim 
and Shadlen, 1999; Heekeren et al., 2004, 2006; de Lafuente and Romo, 2006; Pleger et al., 2006; 
Thielscher and Pessoa, 2007; Noppeney et al., 2010). Embedded in this network, the IPS has been 
consistently implicated in various aspects of decision-making (Hanks et al., 2006; Churchland et al., 
2008; Tosoni et al., 2008; Rorie et al., 2010; Freedman and Assad, 2011; Ploran et al., 2011; Gould 
et al., 2012; Filimon et al., 2013).  
For instance, using a discrimination task, in which monkeys had to indicate the direction of motion 
via saccadic eye movements to one of two visual targets, Shadlen and Newsome (2001) showed that 
the activity of single neurons in the lateral intraparietal sulcus (LIP) was predictive of the 
behavioural outcome at the end of the trial in a way that did not depend on the accuracy of the 
response. Specifically, by placing one choice-target inside the neurons’ receptive field and the other 
at a distant location, they showed that neural activity gradually increased when the response choice 
at the end of the trial corresponded to the target inside the neuron’s receptive field, while the 
opposite pattern was observed for the alternative response option. This predictive activity emerged 
early in the trial and was gradually more reliable over time. Moreover, its timing and magnitude was 
modulated by the strength of motion signal contained in the stimulus. Collectively, these results 
suggest that LIP neurons integrate sensory evidence that is relevant for the selection of a response. 
Hence, much like behavioural data, physiological responses in this region are also successfully 
predicted by the evidence accumulator model, a finding that has since been replicated (Roitman and 
Shadlen, 2002; Churchland et al., 2008). Similar conclusions were adduced in a recent fMRI study 
that employed an equivalent motion discrimination task while parametrically manipulating the level 
of motion coherence (Kayser et al., 2010). Specifically, Kayser and colleagues were able to confirm 
their prediction that if the IPS functions as an accumulator in humans, BOLD activations in this 
region, which they assumed are correlated with integrated neural activity, should vary inversely with 
increasing motion coherence.  
Moreover, it has also been proposed that the IPS encodes choice confidence in non-human primates 
(Kiani and Shadlen, 2009). In a similar experimental procedure as the one presented above, monkeys 
executed saccadic eye movements to indicate their response in a motion discrimination task, in 
which task difficulty was now manipulated by varying motion coherence and stimulus duration. 
However, in half of the trials monkeys were additionally given the option to renounce to committing 
to a choice by making saccadic eye movements to a third target that was associated with a certain 
but smaller reward. Behaviourally, their results show that monkeys used this option more often when 
sensory evidence was weak (i.e. for low motion coherence and short stimulus durations). Moreover, 
for almost all levels of task difficulty, response accuracy was improved in trials where monkeys 
waived this option relative to trials in which they were not given this possibility at all, thus 
suggesting that the “opting out” choice was based on evaluations about the level of confidence on 
each trial. Interestingly, extracellular recordings from LIP neurons showed that firing rates during 
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“opt-out” trials reached only an intermediate level of activity that was reduced in comparison to 
trials in which the response option corresponded to targets in the receptive field of the recorded 
neuron, but increased relative to trials that represented opposite response option. Hence, the authors 
concluded that LIP neurons not only reflect the formation of a decision, but also encode the 
subjective confidence associated with a choice. 

1.2.3 Control in a Multisensory Environment  

Our experience of the world relies upon information received through multiple sensory channels, 
each providing us with distinctive impressions of the surroundings. Extraordinarily, instead of 
considering each piece of information in isolation, the brain tries to combine all sensory signals into 
a unified and coherent percept in order to achieve an enhanced understanding of the environment.  
Behaviourally, the ability to integrate information from different sensory modalities presents several 
advantages. For instance, the detection, discrimination and categorization of external stimuli can be 
dramatically enhanced when multiple sensory sources are available, in particular in a situation in 
which individual signals happen to be degraded or unreliable (e.g. Shams and Kim, 2010; Werner 
and Noppeney, 2010; Chen et al., 2011; Fiebelkorn et al., 2011). Similarly, combined sensory 
information can also result in speeded responses relative to their corresponding unisensory 
presentation (Hershenson, 1962; Forster et al., 2002; Diederich and Colonius, 2004; Senkowski et 
al., 2006; Hecht et al., 2008). Crucially, whether or not different sensory signals are integrated 
strongly depends on their temporal and spatial relation. Indeed, only stimuli that are in close 
temporal and spatial proximity are inferred to have originated from a common source and will 
consequently be integrated (Calvert et al., 2004; Macaluso and Driver, 2005). Interestingly, these 
spatial and temporal constraints can sometimes alter the quality of the sensory percept, as reflected 
by illusions like the ventriloquist effect (Thurlow and Jack, 1973) or the double flash illusion 
(Shams et al., 2002). These illusions suggest that information from a multisensory event is not 
blindly combined, but instead processed by weighting the contribution of each modality by its 
reliability for the relevant property (i.e. space in the ventriloquist effect and time in the double flash 
illusion) (e.g. Alais and Burr, 2004; Ernst and Bülthoff, 2004; Helbig and Ernst, 2007). 
On account of this multitude of behavioural consequences, a great deal of research in both human 
and non-human primates has been dedicated to the identification of the neural correlates of 
multisensory integration. At the cortical level, multisensory integration was traditionally assumed to 
follow a hierarchical processing path, characterized by extensive analyses of each individual 
modality in its respective unisensory cortex before information from all different sensory inputs was 
relayed to higher-order association areas in order to be combined there. This assumption was 
supported by early anatomical, electrophysiological and hemodynamic studies that identified 
multisensory convergence zones based on their connectivity patterns with multiple sensory-specific 
cortices and their ability to respond to information from multiple sensory modalities (for reviews see 
Macaluso and Driver, 2005; Cappe et al., 2009).  
However, the prevailing notion that multisensory integration is deferred until later processing stages 
has recently been challenged by evidence showing that primary sensory cortices do not exclusively 
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process information from their respective sensory modality (Macaluso and Driver, 2005; Schroeder 
and Foxe, 2005; Ghazanfar and Schroeder, 2006; Kayser and Logothetis, 2007; Driver and Noesselt, 
2008). In fact, modulatory effects in sensory-specific cortices due to multisensory stimulation have 
been extensively demonstrated in both humans (Büchel et al., 1998; Amedi et al., 2002; Miller and 
D’Esposito, 2005; Werner and Noppeney, 2010, 2011) and non-human primates (e.g. Kayser et al., 
2005, 2007). In particular, a recent fMRI study showed that the nature of these modulations strongly 
depends on the current sensory context (Werner and Noppeney, 2011). Indeed, their results show 
that whereas inputs from the non-preferred sensory modality amplified responses to concurrently 
presented inputs from the preferred sensory modality, they induced deactivations when presented 
alone (see also Haxby et al., 1994; Kawashima et al., 1995; Laurienti et al., 2002). 
The neural mechanisms that support these multisensory effects in primary sensory areas are 
currently not fully understood. Based on electrophysiological evidence showing multisensory 
integration at very short latencies (Giard and Peronnet, 1999; Foxe et al., 2000; Molholm et al., 
2002; Murray et al., 2005), it has been proposed that low-level multisensory interactions are 
mediated via feedforward thalamocortical (Cappe et al., 2009; Tyll et al., 2011) and direct 
connectivity between sensory areas (Falchier et al., 2002; Rockland and Ojima, 2003). Yet, a 
contrasting, whilst not incompatible, interpretation suggests that these modulations are mediated via 
top-down influences from higher-order association cortices, thereby reflecting the implementation of 
attentional control in a multisensory environment (for reviews see Macaluso and Driver, 2005; 
Driver and Noesselt, 2008; Talsma et al., 2010).  
The IPS is among the higher-order association areas displaying the criteria characteristic to a 
multisensory convergence zone. For instance, using moving visual, auditory and tactile stimuli, 
Bremmer et al. (2001) showed increased activations in bilateral human intraparietal sulci in response 
to all three sensory types. These findings converge with single-cell recordings in non-human 
primates showing that neurons of the ventral and lateral intraparietal areas respond to stimuli arising 
from different sensory inputs (Colby et al., 1993; Cohen et al., 2005; Schlack et al., 2005; Russ et 
al., 2006; Avillac et al., 2007). Further evidence comes from studies that found anatomical 
connectivity pathways between these regions and cortical areas associated with different sensory 
modalities (Hyvärinen, 1982; Maunsell and van Essen, 1983; Boussaoud et al., 1990; Lewis and Van 
Essen, 2000).  
Moreover, consistent with its involvement in attentional control in a unisensory (visual) context (see 
section 1.2.1), numerous studies have demonstrated that the parietal cortex also plays a critical role 
in multisensory attentional control (Macaluso, 2000; Macaluso et al., 2003; McDonald et al., 2003; 
Santangelo et al., 2009; Smith et al., 2010). In particular, Macaluso et al. (2003) used a 
discrimination task that manipulated the direction of attention (left vs. right), the presence of 
bilateral visuo-tactile stimulation (presence vs. absent) and the task-relevant modality (vision vs. 
touch) in order to investigate crossmodal relationships in spatial selective attention. As expected, 
they found that attending to unimodal visual and tactile stimuli increased preparatory activations 
contralaterally to the attended side in the respective sensory cortices. Moreover, equivalent 
multimodal spatial effects (i.e. effects of comparing attend to left vs. attend to right pooled over both 
tactile and visual task-relevant modalities) were found in the intraparietal sulci and the lateral 
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occipital gyri, thus suggesting that the former might be involved in controlling the direction of 
attention across different sensory modalities. 
In conclusion, multisensory interactions have been demonstrated in a distributed neural network 
encompassing, subcortical, primary sensory and higher-order association areas. Included in the 
latter, the IPS has been shown to be involved in multisensory processing during various contextual 
settings. 

1.2.4 Summary 

The evidence depicted above demonstrates some of functions encompassed by the IPS from the 
point of view of three distinct experimental frameworks. Moreover, it implicitly illustrates that the 
aspects addressed in these sections are tightly interwoven. For instance, attending to a stimulus 
location can increase behavioural performance (i.e. perceptual decisions were influenced), which can 
further be modulated by the presence of sensory inputs from different modalities. Thus, the IPS, with 
its heterogeneous functions and distributed connectivity pattern, effectively reflects the 
interconnected nature of the brain. 

1.3 Concurrent TMS-fMRI 

In the past years, fMRI has provided invaluable evidence concerning the mechanisms underlying 
complex brain functions. On the one hand, many fMRI studies took advantage of its high spatial 
resolution to identify functionally specialized brain areas (Kanwisher et al., 1997; Epstein and 
Kanwisher, 1998). On the other hand, the possibility of simultaneously visualizing activity changes 
across the entire brain revealed that any given cognitive process results in distributed patterns of 
activation (e.g. Gitelman et al., 1999; Corbetta and Shulman, 2002; Gazzaley et al., 2004; Fairhall 
and Ishai, 2007; Price, 2010). This observation lead to two fundamental questions: (i) are all the 
regions actually necessary for the task at hand and (ii) are they (and if yes, how) all interconnected. 
Unfortunately, the correlational nature of standard fMRI methods precludes inferences in this regard.  
In contrast, by reversibly perturbing ongoing neural processing, Transcranial Magnetic Stimulation 
(TMS) can causally implicate the stimulated region. Moreover, TMS effects are not necessarily 
circumscribed to the stimulated site but can propagate to remote areas of the brain, which renders 
TMS as a promising tool for studying brain connectivity. Indeed, remote effects of TMS can readily 
be observed in its most common demonstration, whereby a single TMS pulse over the primary motor 
cortex produces a contralateral muscular contraction in the hand. However, when applied outside the 
motor cortex, TMS studies often have to rely on behavioural measures to characterize TMS-induced 
effects and inferences have to be restricted to the stimulated region. Hence, much like in lesion 
studies, when TMS is used in isolation there is a risk of overlooking distal consequences of TMS 
and confounding them with effects originating in the stimulated site. Consequently, in order to 
understand how neural processing is modulated from a network perspective, TMS-induced changes 
in neural activity need to be monitored directly by combining this methodology with other 
neuroimaging techniques. 
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Almost two decades ago, the concurrent combination of fMRI and TMS was considered as being 
impossible. However, in their seminal studies Bohning and colleagues (1997, 1998) successfully 
demonstrated the technical feasibility of this combination, and since then concurrent TMS-fMRI has 
proven useful in the investigation of the interconnected nature of the brain, as will be shown below. 
This section provides a brief overview of the main technical and practical issues arising from the 
combination of both techniques and reviews some of the most prominent studies that applied this 
methodology to investigate sensory and cognitive brain networks. 

1.3.1 Methodological considerations 

Concurrent TMS-fMRI is a technically challenging methodology that needs to overcome problems 
arising from the interference between the magnetic fields inherent to each individual technique. 
Given that the work developed in this dissertation made use of an already established TMS-fMRI 
set-up (Moisa et al., 2009) without making any explicit contributions to its development, a 
comprehensive account of the technical difficulties in combining both techniques is outside the 
scope of this dissertation. Yet, a description of the main technical complications is still warranted. 
This section will summarize some of the most prominent technical and practical problems arising 
from combining the two techniques. 

Technical aspects 

One apparent complication arising from the combination of the two methods is that the mere 
presence of the TMS coil inside the scanner bore generates inhomogeneities in the static magnetic 
field of the scanner, which can lead to local (i.e. up to 2 cm underneath the coil) geometric 
distortions and signal drop-outs in the echo-planar images (EPI) (Baudewig et al., 2000; Bestmann et 
al., 2003a). Generally, since the distance between the cortical surface and the skull typically exceeds 
2 cm, these artefacts do not cause very severe problems in human studies (Baudewig et al., 2000; 
Bestmann et al., 2003a). Furthermore, in a recent study, Bungert et al. (2012) reported a way to 
further reduce this type of artefacts by 75-85% through the use of passive shimming. Shimming 
strategies are generally applied to eliminate inhomogeneities inside the magnetic field of the 
scanner. While active shimming is achieved by adjustable currents flowing through specialized coils 
that generate a corrective magnetic field, passive shimming typically makes use of small metal 
sheets that are placed inside the scanner bore in order to counteract magnetic field distortions. By 
appropriately placing such metal sheets on the TMS coil, the authors were able to significantly 
reduce inhomogeneities in the magnetic field caused by the presence of the TMS coil. As this 
shimming strategy can be easily incorporated in the TMS coil, it should be beneficial in future 
concurrent TMS-fMRI studies. 
Local field inhomogeneities can also arise through small leakage currents from the TMS coil 
(Weiskopf et al., 2009). Importantly, owing to the coil’s finite resistance, these leakage currents that 
arise from the high-voltage capacitors used in the stimulator circuitry can emerge even when no 
pulses are being applied. Since leakage currents are dependent on the stimulator output intensity, this 
type of artefacts is particularly problematic in parametric TMS designs (i.e. studies that 
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parametrically manipulate TMS intensities). Yet, this problem can be circumvented by introducing 
an additional switch in the stimulator circuitry that bypasses the TMS coil when no pulses are being 
discharged (Weiskopf et al., 2009). 
Another general problem is the propagation of radiofrequency (RF) noise into the scanner, which 
can significantly decrease the signal-to-noise of the data. Indeed, even when the TMS stimulator is 
placed outside the scanner room, the cable connecting the stimulator to the TMS coil can function as 
an antenna that transmits RF noise inside the originally shielded scanner environment. These 
external RF signals can be detected by the magnetic resonance (MR) receiver coils, resulting in 
image artefacts and consequently in a reduction of the signal-to-noise ratio of the MR data. One 
solution is to use a high-current filter to eliminate the RF noise caused by the stimulator (Moisa et 
al., 2009). However, it should be noted for practical purposes that the introduction of these filters 
attenuates the TMS output intensity by 6-8%.  
Finally, dynamic artefacts are related to the application of a TMS pulse and are particularly 
problematic as they correlate with the TMS paradigm. Different effects can occur depending on the 
timing of the pulse relative to image acquisition. Typically, an EPI sequence comprises three main 
steps that are repeated for each slice in each acquired volume: a slice-selective RF excitation step, a 
phase encoding step and a frequency encoding step, also termed readout, that occurs during data 
acquisition. Applying a TMS pulse during RF excitation can destroy the specificity of the RF pulse. 
Consequently, not only can subsequent images of the perturbed slice be affected, but nearby slices 
might show strong signal fluctuations as well. These fluctuations can be in the order of the 
physiological BOLD changes and can thus result in false-positive activations (Bestmann et al., 
2003a). On the other hand, applying the TMS pulse during the readout phase does not produce these 
carry-over effects. However, depending on the time point at which the pulse is applied during 
readout, severe signal dropouts or high-frequency image distortions can occur (Bestmann et al., 
2003a).  One possibility to approach these artefacts is to apply TMS during readout and substitute 
the affected images by interpolation between their temporal neighbors. Alternatively, TMS can be 
applied in temporal gaps between slice or volume acquisitions, which was the strategy adopted in the 
work presented in this dissertation. Indeed, it has been shown that if the time between the application 
of a TMS pulse and the subsequent EPI section is long enough (typically ≥ 100ms) only negligible 
effects in image quality can be observed (Bestmann et al., 2003a). While this strategy avoids 
interpolation errors and allows the application of pulse trains of any given length, it has the 
disadvantage of reducing the temporal resolution of the functional data and precluding jittering of 
the TMS application relative to the MR acquisition. 
So far, focus was given to how TMS influences the magnetic field of the scanner and how this 
affects image quality. However, the interaction between the magnetic fields of both techniques is of 
course bidirectional. Indeed, one of the first considerations in early combinations of TMS and fMRI 
was related to the integrity of the TMS coil. TMS coils used inside the scanner need to be free of any 
ferromagnetic materials and have to be reinforced to withstand the strong forces and high currents 
that the coil is subjected to. In this respect, figure of eight coils, in which the torques in the two coil 
loops go in opposite directions, are in principle more beneficial (Bohning et al., 2003b). 
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Furthermore, a recent study went beyond the physical impact on the TMS coil and investigated how 
the induced TMS magnetic field was affected by the static magnetic field from the scanner (Yau et 
al., 2014). By measuring TMS induced voltage changes in a search coil and positioning the TMS 
coil at different orientations and locations (inside the bore vs. fringe field of the scanner), they 
showed that TMS fields measured in the fringe field were sensitive to coil manipulation, whereas 
TMS fields inside the scanner remained relatively constant, thereby providing further validation for 
concurrent TMS-fMRI studies.  
To summarize, the combination of TMS and fMRI is now feasible provided certain technical 
problems are accounted for. However, these also implicate some constraints in the set of parameters 
that can be used for each individual technique.  

Practical aspects 

There are also some practical considerations that need to be addressed when applying this 
methodology. One practical aspect pertains the considerable space constraints for TMS coil 
positioning inside the scanner, which limits the choices for possible target stimulation locations. In 
addition, accurate positioning of the TMS coil over the targeted area is further complicated by the 
impossibility to rely on neuronavigation systems that achieve high spatial accuracy for coil 
positioning outside the scanner (Ettinger et al., 1998; Schönfeldt-Lecuona et al., 2005). Methods for 
coil positioning inside the scanner have been developed that allow for an accurate placement in 
concurrent TMS-fMRI studies, as validated by stimulation over the motor system (Bohning et al., 
2003a; Denslow et al., 2005a; Moisa et al., 2009; Yau et al., 2013). In other studies vitamin capsules 
and water tubes have been attached to the TMS coil, rendering it visible in fast anatomical images 
that can be acquired between runs (Bohning et al., 2000, 2003c; Nahas et al., 2001; Sack et al., 
2007). However, this method only allows for a posteriori reconstruction of the coil position, thus 
precluding online optimization of coil placement. Despite this disadvantage, this was also the 
strategy adopted in the studies comprising this dissertation. 
Moreover, the application of a TMS pulse is generally accompanied by auditory and somatosensory 
sensations and potentially elicits startle effects. These non-specific TMS side effects need to be 
carefully controlled for, as it might otherwise be difficult to disentangle them from true TMS effects. 
A standard procedure relies on the introduction of a control position that is thought to be unrelated to 
the cognitive processes under investigation. Commonly the vertex, which is determined individually 
as the highest point of the skull located medially between both hemispheres, is used for these 
purposes (e.g. Ruff et al., 2006), although other regions have been used as well (e.g. Sack et al., 
2007). Alternatively, TMS studies outside the scanner often rely on a sham control condition that 

typically involves tilting the TMS coil by 90° thereby eliciting the same auditory co-activations 
without effectively stimulating the brain. Hitherto, these Sham control conditions, aside from 
precluding TMS-induced somatosensory sensations, were not suitable for TMS inside the scanner 
due to space restrictions. Yet, a control sham condition that takes advantage of the quadratic decay 
of the TMS-induced magnetic field with increasing distance from the coil has proven successful in 
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eliciting equivalent auditory and somatosensory TMS side effects without effective brain stimulation 
throughout a series of studies presented in this dissertation (chapters 3 to 5).  
Additionally, concurrent TMS-fMRI studies often adopt a parametric approach, in which different 
TMS intensities are used based on the fact that low TMS intensities are not as effective in inducing 
neural effects whilst creating comparable TMS side effects (e.g. Ruff et al., 2006, 2008; 
Blankenburg et al., 2010). In principle, this approach has the advantage of rendering each 
stimulation location as its own control condition, thereby creating more comparable settings between 
experimental and control conditions, as these could be acquired in the same experimental session. 
Yet, whereas side effects elicited by different TMS intensities might be qualitatively similar it does 
not immediately follow that they are quantitatively comparable as well. This can have important 
implications when investigating sensory systems, an issue that will be addressed in Chapter 2. 
In fact, the preceding point alerts to the problem of choosing an appropriate TMS intensity. 
Commonly, TMS intensities are chosen individually in relation to the resting motor threshold (rMT), 
which is defined as the minimum intensity necessary to elicit muscle twitches (typically 5 out of 10) 
in a relaxed finger when the TMS coil is placed over the corresponding motor cortical 
representation. With the exception of studies stimulating the visual cortex, where intensities are 
frequently set relative to the phosphene threshold (e.g. Silvanto et al., 2005; Romei et al., 2007; De 
Graaf et al., 2012), this approach of determining TMS intensities is employed even for studies 
outside the motor system (e.g. Chambers et al., 2004; Oliver et al., 2009; Feredoes et al., 2011; Bien 
et al., 2012; Heinen et al., 2013). This procedure is based on the fact that the motor cortex is the only 
region over which TMS can elicit overt effects that can be measured in an objective fashion 
(phosphene threshold relies on participants subjective report). However, there is controversial 
evidence about whether an intensity that is suitable for one area automatically transfers to other 
regions (Stewart et al., 2001; Boroojerdi et al., 2002; Antal et al., 2004; but see Deblieck et al., 2008; 
Oliver et al., 2009). Additionally, individual resting motor thresholds are typically very variable, 
depending on factors such as posture (Ackermann et al., 1991), mental activity (Izumi et al., 1995; 
Abbruzzese et al., 1996), or variations in sensory input (Leon-Sarmiento et al., 2005). For these 
reasons, in studies investigating processes outside the motor system, fixed intensities across 
participants are often preferred, in order to minimize this type of variability (Sack et al., 2007; Ruff 
et al., 2008; Blankenburg et al., 2010). Accordingly, in the studies presented in this dissertation we 
also opted to employ fixed TMS intensities across participants. 
However, it should be reinforced that even with a constant TMS intensity different effects might be 
elicited depending on the current state of the network. Indeed, the same intensity that is thought to be 
ineffective in one situation might prove to have an effect in a different setting (e.g. resting vs. active 
motor threshold). In terms of hemodynamic response, different effects can also be observed in 
remote brain areas and in the stimulated region in response to the same TMS intensity. Specifically, 
it has been shown that TMS over the motor cortex at intensities below the rMT can result in 
activations in remote functionally connected areas of the brain, without eliciting an increase in 
activations under the stimulated area (Bestmann et al., 2003b, 2004; Hanakawa et al., 2009). On the 
other hand, TMS above rMT induced activation increases in both stimulated and distant 
interconnected brain areas (Bestmann et al., 2003b, 2004; Hanakawa et al., 2009). This can be 
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further complicated by interactions between different parameters that can be manipulated in a TMS 
protocol (e.g. frequency, intensity, train length). Consequently, in order to allow for more informed 
interpretations in concurrent TMS-fMRI studies more research on the relationship between different 
combinations of TMS parameters and their ensuing hemodynamic response is necessary. Moreover, 
a better understanding of the underlying neural mechanisms of TMS is likewise required. In the 
following section some of the current knowledge about these topics will be presented. 

1.3.2 What are we actually measuring? 

TMS is based on the principles of electromagnetic induction. By applying a brief pulse of current 
through a stimulation coil held on the subject’s scalp, a time-varying magnetic field perpendicular to 
the current is produced. In turn, this magnetic field induces an electrical current in the brain. If the 
right stimulation parameters are used, the induced current will depolarize cortical neurons and 
generate action potentials (Cowey, 2005). 
Despite its extensive application in neuroscience, the exact mechanisms under which TMS exerts its 
effects on cortical circuits remain, however, largely unknown. In humans, most of the knowledge 
comes from research on the motor system, partially because TMS effects on the motor cortex can be 
directly measured as motor evoked potentials (MEPs) in the targeted muscle. As an example, in a 
series of studies based on recordings from epidural electrodes implanted in the spinal tract, Di 
Lazarro and colleagues (for a review see Di Lazzaro et al., 2012) showed that the effects of TMS on 
the descending volleys depend on the intensity used for stimulation. Indeed, at low intensities and 
with the appropriate coil orientation TMS evoked a single wave, termed I-wave (I = indirect), which 
is thought to originate from the activation of monosynaptic cortico-cortical connections projecting 
onto corticospinal neurons. With increasing intensity the descending volleys became more and more 
complex, showing multiple subsequent volleys (late I-waves). Yet, when a certain intensity level 
was reached an early volley was observed prior to the first I-wave. This volley, termed D-wave, is 
believed to reflect the direct excitation of axons from pyramidal tract neurons and, under appropriate 
conditions, can be apparent even at MEP threshold intensity. 
Pharmacological experiments have provided additional characterization of the physiology of motor 
measures elicited by TMS (for a review see Ziemann, 2004). For instance, it has been shown that 
late I-waves, as opposed to the first I-wave, are sensitive to several pharmacological manipulations. 
These changes in MEPs are likely to reflect synaptic excitability and can occur even without 
alterations in the motor threshold, indicating that these two measures are related to different 
physiological processes. Indeed, the use of drugs that block voltage-gated sodium channels, which 
are essential in the regulation of axon excitability, resulted in increased motor thresholds, thereby 
suggesting that this measure actually reflects axon excitability. 
Outside the motor system, animal studies have provided significant contributions to the 
understanding of how TMS affects neurophysiological mechanisms in the stimulated area and how 
local effects are propagated to remote areas of the brain (Moliadze et al., 2003, 2005; Aydin-Abidin 
et al., 2006; Allen et al., 2007; de Labra et al., 2007). For instance, using extracellular single-units 
recordings in the primary visual cortex of anaesthetised cats, Moliadze et al. (2003) showed that 
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single TMS pulses over the occipital cortex elicited excitatory activity that was followed by 
inhibitory neuronal processes lasting up to a few seconds. Furthermore, higher TMS intensities 
additionally elicited an early suppression of activity that preceded this initial facilitation, which the 
authors interpreted as being the result of activating local inhibitory circuits. In another study using 
the same animal model, de Labra et al. (2007) investigated the cortical influences on thalamic 
responses by applying TMS at two different frequencies over the visual cortex. They showed that 
independently of TMS frequency parameters, TMS to visual cortex inhibited cells of the dorsal 
lateral geniculate nucleus (LGN) by specifically decreasing the sustained component of the response. 
Still, in the concurrent combination with fMRI this matter is further complicated by the difficulty of 
translating these neural effects into hemodynamic signals (Ekstrom, 2010). For example, depending 
on which area of the brain is considered, BOLD decreases have been associated with both decreases 
and increases in neural activity (Shmuel et al., 2006; Schridde et al., 2008). In a recent study, Allen 
et al. (2007) provided an integrated view on the effects of TMS by combining electrophysiological 
and hemodynamic recordings during the application of short bursts of TMS over the visual cortex of 
anaesthetized cats. Their results showed long lasting neural and hemodynamic TMS effects that 
depended on the current state of the stimulated region and covaried with the duration and frequency 
parameters of TMS stimulation. Critically, TMS-induced neural effects were tightly coupled with 
corresponding hemodynamic changes, which is of particular relevance for understanding TMS 
effects in concurrent TMS-fMRI studies. 
Further evidence comes from animal studies that applied microstimulation during fMRI and showed 
that the BOLD effects of microstimulation can spread beyond the stimulated area (Tolias et al., 
2005; Sultan et al., 2007; Ekstrom et al., 2008). In particular, Logothetis et al. (2010) combined 
microstimulation, neurophysiology, microinjection and fMRI to investigate the effects of electric 
stimulation on cortical signal propagation. Electric stimulation of the LGN in monkeys reduced 
BOLD responses in its projection regions in the visual cortex. These effects were strongly contingent 
on the employed stimulation frequency. In fact, high frequencies elicited positive responses in areas 
connected monosynaptically to the LGN (i.e. primary visual cortex), whereas extrastriate visual 
areas continued to show negative responses. Intracortical recordings in V1 revealed that these effects 
at the BOLD level were paralleled by a short excitatory response that was followed by a pronounced 
and long-lasting inhibition. Thus, the authors proposed that the deactivation of extrastriate cortex 
might result from synaptic inhibition of V1 projection neurons. To further test this hypothesis they 
injected GABA antagonists in V1, which resulted in a reversal of the activation pattern in 
extrastriate visual cortex, thereby providing additional evidence for their premise. Altogether, their 
results are important as they emphasize how local neural circuitry can have an impact on the 
propagation of externally induced stimulation. 
In conclusion, these studies have provided invaluable evidence about the underlying neural 
mechanisms of externally induced stimulation and their relation with hemodynamic signals. 
Nonetheless, they also demonstrate that interpretations about TMS-evoked effects as measured with 
fMRI are not straightforward and should be made with some caution.  
 



16  Introduction 
	
  

	
  

1.3.3 Previous studies using concurrent TMS-fMRI 

Early investigations with concurrent TMS-fMRI applied TMS over the primary motor cortex to 
examine how TMS affected neural activity at the BOLD level (Bohning et al., 2000, 2003c; 
Bestmann et al., 2003b, 2005; Denslow et al., 2005b). Importantly, this early studies focused on the 
effects of different TMS protocols on hemodynamic responses and revealed that TMS can have a 
distributed impact on BOLD activations that depends on the state of the network. Since then, the 
field has moved beyond the motor system and applied this methodology to causally map sensory and 
cognitive brain networks, which will be the main focus of this section.  
Most of the studies applying concurrent TMS-fMRI outside the motor cortex focused on the visual 
system and in particular on how TMS can influence top-down modulations in visual cortices. In fact, 
in a series of studies, Ruff and colleagues set out to test whether TMS effects differ across distinct 
regions of the dorsal attentional network (Ruff et al., 2006, 2008, 2009). Specifically, the authors 
examined how applying bursts of 5 pulses of TMS (9 Hz) at either the left of right frontal eye fields 
(FEF) or intraparietal sulci (IPS) influenced processing in retinotopic visual areas in dependence of 
the current visual input. Participants were instructed to passively fixate the centre of the screen while 
TMS was applied during rest or during the presentation of moving and flickering visual stimuli. 
Regardless of the presence or absence of visual input, TMS at the right FEF induced an increase in 
activations in regions of early visual cortex (V1 to V4) representing the peripheral visual field, while 
decreasing BOLD signal for representations of the central visual field. Moreover, these effects at the 
neural level were accompanied by a selective improvement of the perceived contrast for peripheral 
visual stimuli, as revealed by an additional psychophysical experiment. On the other hand, left FEF-
TMS effects were restricted to representations of the central visual field, for which similar activation 
decreases were observed. Interestingly, and contrasting results from the stimulation of frontal areas, 
right IPS-TMS effects depended strongly on bottom-up visual stimulation. In fact, high vs. low right 
IPS-TMS positively affected early visual areas only in the absence of visual stimulation, while it 
decreased activation in V5/MT+ exclusively during the presentation of moving visual stimuli. 
Conversely, TMS over the left IPS did not produce any observable effects. Overall, these findings 
underline how frontal and parietal regions can modulate activation in visual cortices in qualitatively 
distinct ways. Moreover, they also provide evidence for a right-lateralized dominance of 
frontoparietal influences upon visual areas. 
Going one step further, Blankenburg et al. (2010) used concurrent TMS-fMRI to investigate how 
top-down modulations of the right posterior parietal cortex (PPC) on visual areas depended on the 
current attentional state. Participants were presented with a bilateral visual display and performed a 
spatial attention task involving sustained covert attention to either the left or right visual hemifield. 
As expected, attending to the left vs. the right resulted in activations in the right visual cortex and 
vice-versa for the opposite comparison. Interestingly, however, applying high vs. low intensity TMS 
to the PPC simultaneously with the visual display increased this differential effect in the fusiform 
gyrus. Critically, the bottom-up visual input and response requirements were kept constant across 
conditions, implying that these attentional-state-dependent TMS effects on visual areas were 
modulated in a purely top-down manner. Hence, these results reveal that parietal TMS effects on 
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visual areas depend not only on the level of bottom-up visual input but also on the cognitive state of 
the stimulated area.  
The previous studies used concurrent TMS-fMRI to investigate remote physiological influences that 
were independent of any behavioural consequences of TMS. Conversely, Sack et al. (2007) were the 
first who explicitly evaluated whether TMS-induced impairments on a visuospatial task were 
explained solely by local brain activity changes underneath the stimulated area or were rather 
paralleled by a more widespread perturbation of task-related activity. Participants were presented 
with identical images of an analogue clock and performed an angle or a control colour 
discrimination task while TMS was applied over the left or the right IPS. Behavioural impairments 
were specific to the visuospatial task during right IPS-TMS and correlated with a decrease in 
activation in a right lateralized network of frontoparietal areas. Hence, these findings suggest that the 
ensuing neural effects actually contributed to the observed behavioural impairments. However, as 
the authors point out themselves, these interpretations should be taken with care as these remote 
neural effects might have alternatively resulted from the perturbed behaviour instead of being its 
cause. 
Contrasting the considerable amount of studies stimulating over the parietal cortex in the 
investigation of visuospatial processing, the number of concurrent TMS-fMRI studies targeting the 
occipital cortex directly is very scarce. To the best of our knowledge, Caparelli et al. (2010) were the 
only applying occipital TMS inside the scanner. This study applied this methodology to investigate 
mechanisms of phosphene perception. However, the relevance of this study is mitigated by several 
methodological limitations and will hence not be considered further.  
Outside the visual domain, the number of studies is also quite limited. In one example, Blankenburg 
et al. (2008) used concurrent TMS-fMRI to examine interhemispheric effects of parietal TMS on 
somatosensory responses. By manipulating the presence of right-wrist median nerve stimulation, 
which provides input to the left primary somatosensory cortex (SI), the authors showed that high vs. 
low TMS to the right parietal cortex increased BOLD activity in the left SI during right-wrist 
stimulation, whereas decreases were induced in the same area in the absence of somatosensory input. 
In a follow-up TMS experiment outside the scanner these results were paralleled by an enhancement 
of somatosensory detection on the ipsi-lateral right hand. As speculated by a previous offline TMS 
study showing identical behavioural results (Seyal et al., 1995), these effects might reflect 
interhemispheric corticothalamic interactions. Indeed, the bilateral thalami exhibited a similar 
activation pattern as the left SI, suggesting that these facilitatory effects during the presence of 
somatosensory input may involve thalamic circuitry. 
Taken together, the studies reviewed here show that TMS can have effects in remote interconnected 
areas of the brain and that these remote influences might be related to TMS-induced changes in 
behaviour. On the other hand, these findings also demonstrate that TMS effects in remote areas are 
state-dependent in the sense that they may differ according to current sensory and cognitive contexts. 
In conclusion, concurrent TMS-fMRI has proven to be a useful tool in the understanding of the 
dynamic interconnected brain. 
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1.4 Organization of the current work 

In order to appropriately interact with the environment the brain needs to flexibly adapt to constantly 
changing circumstances. Accumulating evidence suggests that this flexibility arises from the 
collaborative interplay between distributed and interconnected brain regions that dynamically 
change their functional connectivity patterns in order to accommodate a wide diversity of different 
task demands (Meehan and Bressler, 2012; Cole et al., 2013). The dynamic nature of these 
interactions is noticeably apparent in the intraparietal sulcus (IPS), a region that has been associated 
with a number of different cognitive functions such as top-down attentional control, multisensory 
integration, perceptual decisions, coordination of visuomotor actions and numerical cognition, to 
name a few. By allowing the monitoring of causal interactions between different brain regions, 
concurrent TMS-fMRI constitutes a promising tool for studying this interconnected nature of the 
brain. The present work used this methodology to investigate the underlying neural mechanisms of 
(audio-) visual processing during different experimental contexts, with a special focus on the causal 
functional role of the IPS during theses processes. 
Specifically, in Chapter 2 we evaluated the involvement of the IPS in the generation of crossmodal 
deactivations. Alongside feedforward thalamocortical and direct connectivity between sensory areas, 
it has been proposed that crossmodal effects on sensory-specific cortices might be mediated by 
feedback signals from higher order association areas such as the IPS. We explicitly tested this 
hypothesis by applying repetitive TMS (1.9Hz) at no, low, and high intensity over the right 
intraparietal sulcus (IPS) and the vertex and by evaluating the ensuing effects on visual and auditory 
cortices during three different sensory contexts: visual, auditory, and no stimulation. 
In Chapter 3 we investigated how disturbances to IPS activity affected ongoing task-related 
activations during a demanding visual detection task that involved covert attention to the left visual 
field. In fact, whether we are able to detect a particular event in our surroundings depends on the 
interaction between bottom-up sensory information and top-down mechanisms that are driven by our 
current goals and intentions. In this context, the parietal cortex has been proposed as a source of top-
down attentional control in visual areas that not only mediates goal-directed behaviour, but also 
integrates stimulus-driven information. Moreover, since the detection of sensory stimuli can be 
additionally influenced by co-occurring task-irrelevant sensory events, we further investigated the 
effects of different sensory contexts by introducing auditory stimuli as an additional contextual 
factor across runs. In contrast to the study presented in Chapter 2, in this chapter we adopted a 
stimulus-locked TMS protocol that consisted of short bursts of four TMS pulses (10 Hz) applied at 
100 ms after stimulus onset. This change of protocol was associated with the task and visual 
stimulation used in the Chapter 3 and is in accordance with TMS protocols that are used in visual 
detection paradigms (e.g. Chambers et al., 2004; Oliver et al., 2009; Heinen et al., 2011). In fact, 
instead of a continuous sensory stimulation for a period of 20 seconds as in the study presented in 
Chapter 2, the task in the Chapter 3 involved the detection of briefly presented visual stimuli. In 
addition, in recognition of experiences gained from Chapter 2, we abandoned the parametric TMS 
approach and introduced a new Sham control condition that took advantage of the quadratic decay of 
the TMS-induced magnetic field. 
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In the first two chapters we perturbed IPS activity to investigate how this influenced task-related 
activations and specifically how it modulated top-down activations in low-level sensory areas, in 
particular in the visual cortex. However, given the recurrent interchange of feedback and 
feedforward information between these brain structures during perceptual processes (Mumford, 
1992; Lamme and Roelfsema, 2000; Rauss and Pourtois, 2013), it is important to evaluate the effects 
of stimulating low-level sensory areas and to examine in which way these differ from those 
provoked by stimulation of higher-order association cortices under equivalent circumstances. In 
order to do so, in Chapter 4 we extended our experimental design from Chapter 3 by including an 
additional experimental TMS site over the right occipital cortex. The use of the same experimental 
design and participants allowed us to assess putative differential effects of each experimental TMS 
site by independently comparing them with the Sham condition. 
Finally, in Chapter 5 we assessed the causal role of the right IPS during perceptual processes from 
the perspective of perceptual decision-making. Indeed, the experimental study of visual perception 
relies on participants’ subjective reports, which result from a decision process that selects between 
possible response options. Numerous neurophysiological and neuroimaging studies have shown that 
the IPS is consistently recruited during perceptual decisions (Hanks et al., 2006; Churchland et al., 
2008; Tosoni et al., 2008; Rorie et al., 2010; Freedman and Assad, 2011; Ploran et al., 2011; Gould 
et al., 2012; Filimon et al., 2013). By categorizing participants’ responses into hits, misses, false 
alarms and correct rejections, we adapted the experimental design used in Chapter 3 to investigate 
how disturbances to IPS activity influence the neural systems underlying perceptual decisions. 
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Abstract 

Accumulating evidence suggests that multisensory interactions emerge already at the primary 
cortical level. Specifically, auditory inputs were shown to suppress activations in visual cortices 
when presented alone but amplify the blood oxygen level-dependent (BOLD) responses to 
concurrent visual inputs (and vice versa). This concurrent transcranial magnetic stimulation-
functional magnetic resonance imaging (TMS-fMRI) study applied repetitive TMS trains at no, low, 
and high intensity over right intraparietal sulcus (IPS) and vertex to investigate top-down influences 
on visual and auditory cortices under 3 sensory contexts: visual, auditory, and no stimulation. IPS-
TMS increased activations in auditory cortices irrespective of sensory context as a result of direct 
and nonspecific auditory TMS side effects. In contrast, IPS-TMS modulated activations in the visual 
cortex in a state-dependent fashion: it deactivated the visual cortex under no and auditory 
stimulation but amplified the BOLD response to visual stimulation. However, only the response 
amplification to visual stimulation was selective for IPS-TMS, while the deactivations observed for 
IPS- and Vertex-TMS resulted from crossmodal deactivations induced by auditory activity to TMS 
sounds. TMS to IPS may increase the responses in visual (or auditory) cortices to visual (or 
auditory) stimulation via a gain control mechanism or crossmodal interactions. Collectively, our 
results demonstrate that understanding TMS effects on (uni)sensory processing requires a 
multisensory perspective. 
 
Keywords: crossmodal deactivations, interleaved/concurrent TMS-fMRI, multisensory integration, 
multisensory interactions, right intraparietal sulcus 
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Introduction 

Multisensory integration was traditionally thought to be deferred until later processing stages in 
higher order association cortices. Recent evidence from neuroanatomy, electrophysiology and 
functional imaging in humans, nonhuman primates, and other species suggests that sensory inputs 
interact already at the primary, putatively unisensory, cortical level (Macaluso and Driver 2005; 
Schroeder and Foxe 2005; Ghazanfar and Schroeder 2006). Specifically, in human functional 
imaging studies, the effect of inputs from the nonpreferred sensory modality on activations in 
primary sensory cortices depends on the presence or absence of concurrent sensory inputs from the 
preferred modality (Laurienti et al. 2002; Johnson and Zatorre 2005). For instance, auditory inputs 
suppressed activations in visual cortices when presented alone but amplified the blood oxygen level-
dependent (BOLD) response to concurrent visual inputs (and vice versa). In other words, 
competitive interactions (= crossmodal deactivations) between sensory cortices for unisensory 
stimulation mutated into cooperative interactions (= superadditive response enhancement) for 
multisensory stimulation (Werner and Noppeney 2010a, 2011).  
The neural mechanisms that mediate these ‘‘inhibitory’’ and ‘‘excitatory’’ audiovisual interactions 
at the primary cortical level are currently unclear. Several functional architectures have been 
proposed such as feedforward thalamocortical, direct connectivity between sensory areas, and 
feedback from higher order association areas such as the intraparietal sulcus (IPS) or the superior 
temporal sulcus (Calvert 2001; Schroeder et al. 2003; Beauchamp et al. 2004; Hackett et al. 2007; 
Driver and Noesselt 2008; Sadaghiani et al. 2009). Recent electroencephalography and transcranial 
magnetic stimulation (TMS) studies have supported thalamocortical and direct mechanisms by 
demonstrating multisensory interactions at less than 100 ms poststimulus (Foxe et al. 2000; 
Molholm et al. 2002; Murray et al. 2005; Romei et al. 2007; Cappe et al. 2010; Raij et al. 2010). Yet, 
given the sluggishness of the BOLD response, functional magnetic resonance imaging (fMRI) 
activations in primary sensory cortices may reflect a compound of early and late interactions. 
Indeed, a recent study combining fMRI and effective connectivity analyses (i.e., dynamic causal 
modeling) suggested that low-level audiovisual interactions may be mediated by both 
direct/thalamocortical influences and top-down effects from higher order association areas (Werner 
and Noppeney 2010a). From a cognitive perspective, these top-down effects may also reflect 
crossmodal modulation of attentional resources (Shomstein and Yantis 2004; Johnson and Zatorre 
2005, 2006; Werner and Noppeney 2011). Thus, the IPS with its connectivity to visual or auditory 
cortices (Hyvarinen 1982; Maunsell and van Essen 1983; Boussaoud et al. 1990; Lewis and Van 
Essen 2000a) has been implicated in crossmodal attentional selection and switching (Macaluso et al. 
2000; Rushworth et al. 2001; Yantis et al. 2002; Macaluso, Eimer, et al. 2003; Pessoa et al. 2009; 
Santangelo et al. 2009).  
Concurrent (or interleaved) TMS-fMRI provides an alternative, technically challenging, causal 
interventional approach to study the effect that one region exerts over another brain area. Focusing 
on motor, sensory, and higher order cognitive processing, a number of recent studies have 
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demonstrated an effect of TMS not only on the directly stimulated brain area but also on remote 
interconnected regions (Baudewig et al. 2001; Sack et al. 2007; Bestmann et al. 2008; Blankenburg 
et al. 2008; Ruff et al. 2008; 2009; Blankenburg et al. 2010). For instance, application of TMS to 
right but not left IPS induced functional changes in a widespread right hemispheric frontoparietal 
system and concurrent impairments of visuospatial processing (Sack et al. 2007). More relevant for 
the aim of the current study, IPS-TMS has also been shown to influence activations in visual and 
somatosensory cortices in a state-dependent fashion. Even though IPS-TMS increased activation in 
both visual and somatosensory cortices, this response amplification was observed in different 
contexts. In the primary visual cortices, IPS-TMS increased activations only in the absence of visual 
stimulation; it did not influence responses to visual stimulation (Ruff et al. 2008). In contrast, in the 
somatosensory cortices, IPS-TMS suppressed activations in the absence of somatosensory 
stimulation yet amplified the response to somatosensory stimuli (Blankenburg et al. 2008). These are 
surprising and puzzling results. They raise the question whether IPS may influence sensory 
processing from different modalities in fundamentally different ways.  
This study pursued several aims: First, we investigated the influence of IPS-TMS on visual and 
auditory processing in the same experimental setting and subjects using a random effects approach. 
This is essential because studies have previously often included only very few subjects, so that 
differences between somatosensory and visual studies may not necessarily reflect differences 
between sensory systems but simply result from intersubject variability. Second, we investigated and 
interpreted the TMS effects not only from the classical unisensory perspective but also within a 
multisensory framework. Given previous research, we hypothesized that in particular deactivations 
in sensory cortices may be mediated via crossmodal mechanisms. To address these questions, we 
investigated the role of top-down influences from the right IPS on the activation profile in the visual 
and auditory cortices under 3 sensory contexts: visual, auditory, and no stimulation. To control for 
nonspecific TMS effects, we applied trains of repetitive TMS (rTMS; 1.9 Hz for 20 s) at no, low, 
and high intensity over right IPS and vertex. We hypothesized that high (vs. low and no) TMS to 
right IPS would alter the BOLD responses to sensory signals and the activation level in the absence 
of stimulation in both visual and auditory cortices as our a priori regions of interest. 
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Materials and Methods 

Participants 

Twenty participants (7 males; mean age: 25.2 years; standard deviation [SD]: 2.5; 2 left handed) 
with no history of neurological or psychiatric illness took part in this concurrent TMS-fMRI 
experiment. Participants had normal or corrected-to-normal vision and reported normal hearing. All 
participants gave informed consent prior to participation, and the study was approved by the Human 
Research Ethics Committee of the Medical Faculty at the University of Tübingen. 

Experimental Design 

The 3 x 3 x 2 factorial design manipulated: 1) sensory context (visual [V], auditory [A], and fixation 
[Fix]), 2) TMS stimulation intensity (no TMS, low TMS, and high TMS), and 3) TMS location 
(right IPS and vertex). TMS was applied at no, low, or high intensity either to right IPS or to vertex 
as a control site. Hence, as shown in Figure 2.1, the experimental design included 9 conditions for 
each TMS site amounting to 18 conditions in total.  
This design enabled us to investigate the effect of IPS-TMS on auditory (or visual)-evoked 
activations in auditory (or visual) cortices. Moreover, from the multisensory perspective, we were 
able to investigate how IPS-TMS affects crossmodal deactivations such as auditory (or visual)-
evoked deactivations in visual (or auditory) cortices.  
Participants were presented with blocks of fixation, auditory, and visual stimulation (block duration: 
20 s; Fig. 2.1). They fixated a white fixation cross presented throughout the entire run in the center 
of the screen. To maintain participants’ attention, they responded to rare auditory (a brief beep, 
frequency: 700 Hz, duration: 300 ms) and visual (a red fixation cross, duration: 300 ms) targets, 
which were presented in auditory and visual blocks, respectively.  
Because of the static magnetic field of the MR scanner, the amplitude of the TMS clicks was 
amplified to 87.1 dB (low TMS intensity) and 97.3 dB (high TMS intensity). To attenuate these 
differences in auditory stimulation for low and high TMS intensity, we used dampening headphones 
and created pseudo-TMS clicks by recording the auditory click produced by a TMS pulse. Pseudo-
TMS clicks were presented at 1.9 Hz (= frequency of rTMS stimulation) throughout the entire 
experiment, that is, in auditory, visual, fixation, and baseline blocks. In the TMS blocks, pseudo-
clicks and TMS pulses were synchronized. Simultaneous recording of pseudo-clicks and real TMS 
pulses confirmed the perfect synchronization of the pseudo-TMS clicks and TMS pulses. Despite all 
these efforts, the auditory side effects were not completely equated for high and low TMS conditions 
most likely also because of additional bone conduction.  
The activation blocks of 20 s alternated with 20 s baseline periods (Fig. 2.1B). We manipulated TMS 
intensity and the sensory stimulation context over blocks and the TMS location across sessions. The 
sequence of conditions was pseudo-randomized and counterbalanced within and across participants.  
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Figure 2.1. Experimental procedure. (A) 3 x 3 x 2 factorial design manipulating: 1) sensory context (visual [V, 
expanding-contracting ring], auditory [A, frequency modulated pure tone as illustrated by time-frequency 
spectrogram], and fixation [Fix]), 2) TMS stimulation intensity (no TMS, low TMS, and high TMS), and 3) TMS 
location (right IPS and vertex). (B) Example and timing of 20 s activation blocks that were interleaved with 20 s 
baseline periods (stimuli for illustrational purposes only). (C) Illustration of the concurrent TMS-fMRI protocol for 
one scan. 1.9 Hz rTMS was applied by delivering a TMS pulse 10 ms after every sixth slice followed by a gap of 100 
ms. 

There were 5 runs per TMS stimulation location, each run included 2 blocks of each condition 
amounting to a total of 10 blocks per condition. In each run, 6 of the 24 condition blocks contained 
targets, amounting to a total of 3 visual and 3 auditory targets per run. 

Stimuli and Stimuli Presentation 

The visual stimulus consisted of a periodically expanding and contracting white ring (diameter 
minimum: 1.7°, maximum: 17.5° visual angle; width minimum: 0°, maximum: 2.95° visual angle; 
length of temporal period: 600 ms) presented on a black background with a white fixation cross in 
the center of the ring. The visual stimulus was presented continuously in blocks of 20 s.  
The auditory stimulus was created with Adobe Audition 2.0 by modulating a sinusoidal tone using 
the pitch bender function. This created an auditory stimulus that was basically equivalent to a 
sinusoidally frequency modulated pure tone with a carrier frequency (fc) of 375 Hz and a 
modulation frequency (fauditory) of 2.35 Hz. The maximum frequency deviation, Df, equaled 225 Hz. 
The duration of each brief auditory stimulus was 425 ms. Thirty-six auditory stimuli were 
sequentially presented with an interstimulus interval of 110 ms in blocks of 20 s. 
Visual and auditory stimuli were presented separately using Psychophysics Toolbox version 3 
(Brainard 1997; Kleiner et al. 2007) running on MATLAB 7.5 (MathWorks Inc., MA, USA) and a 
Macintosh laptop running OS-X 10.5.6 (Apple Inc., CA, USA). The visual stimulus was back 
projected onto a frosted Plexiglas screen using a LCD projector (JVC Ltd., Yokohama, Japan) 
visible to the participant through a mirror mounted on the MR head coil. Auditory stimuli were 
presented via the Siemens pneumatic system, where the standard pneumatic headphones were 
replaced by E-A-RLINK 3A 420-2005 insert earphones (EST! Medizintechnik AG, Reutlingen, 
Germany) and dampening headphones (3M Occupational Health & Environmental Safety, MN, 
USA) used to reduce the clicking sound produced by the TMS pulses. Note that both the insert 
earphones and the dampening headphones are made out of plastic and hence cannot have interfered 
with the fMRI signal. In addition to this passive dampening strategy, the effects of the auditory TMS 
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clicks were reduced by camouflaging them with the pseudoclicks. Subjects indicated their responses 
(i.e., target detection task) using a MR-compatible custom-built button device connected to the 
stimulus computer. 

TMS Stimulation Sites 

TMS was applied over right IPS as experimental and vertex as a control site. For IPS-TMS, we 
adopted the Talairach coordinates (x = 38, y = –44, z = 46) as a published activation peak for 
multisensory motion (Bremmer et al. 2001). Bremmer et al. (2001) identified this region as being 
commonly activated by visual, auditory, and tactile motion. Since our stimuli also elicited the 
impression of looming versus receding motion, this multisensory motion area seemed ideal for the 
purposes of this study. However, please note that these coordinates are close to those reported in 
numerous studies investigating audiovisual integration (Bushara et al. 1999; Corbetta et al. 2000; 
Lewis et al. 2000; Calvert 2001; Werner and Noppeney 2011). Furthermore, since these coordinates 
were also very close to the IPS-TMS location in Ruff et al. (2008), they also enabled a comparison 
across the 2 studies. 
The structural scans of each individual were normalized into Montreal Neurological Institute (MNI) 
space using unified segmentation. After transforming the Talairach coordinates from Bremmer et al. 
(2001) into MNI space, individual IPS scalp locations were determined by inverse transforming the 
new MNI coordinates into native space using the parameters obtained from spatial normalization and 
computing the intersection between the skull and a perpendicular vector through those coordinates. 
A posteriori reconstruction of the coil position (for methodological details, see Data Acquisition and 
TMS Procedures) enabled the calculation of the mean coordinates for TMS stimulation. This showed 
that, across participants, the target IPS coordinates were obtained with a mean deviance of 5.25 mm 
± 3.88 (mean, SD), which is considered to be an acceptable value, in comparison to the spatial 
accuracy obtained when positioning TMS outside the scanner (Schonfeldt-Lecuona et al. 2005).  
For Vertex-TMS, the MNI coordinates were determined individually as the highest point of the skull 
located medially between both hemispheres using a Neuronavigation System (BrainView, 
Frauenhofer IPA, Stuttgart, Germany). A posteriori reconstruction of the coil position (for 
methodological details, see Data Acquisition and TMS Procedures) enabled the calculation of the 
mean coordinates for vertex stimulation across subjects (x = 2 mm ± 3.56 [mean, SD], y = –32.5 mm 
± 7 [mean, SD], z = 85 mm ± 4.4 [mean, SD]). Note that both y- and z-coordinates will depend on 
individual skull geometries. A posteriori reconstruction of the coil position also allowed us to verify 
that the individual vertex locations were always anterior to or at (in 4 subjects) the intersection of the 
postcentral gyri from both hemispheres. Thus, our vertex stimulation site is a well-suited control 
condition, since it is expected to induce comparable somatosensory and auditory side effects without 
influencing visual or auditory processing directly (Ruff et al. 2006: Supplementary Material). 

Data Acquisition and TMS Procedures 

A 3-T TIM Trio System (Siemens, Erlangen, Germany) was used to acquire both high-resolution 
structural images (176 sagittal slices, time repetition [TR] = 2300 ms, time echo [TE] = 2.98 ms, 
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time to inversion [TI] = 1100 ms, flip angle = 9°, field of view [FOV] = 240 mm x 256 mm, image 
matrix = 240x256, voxel size = 1 mm x 1 mm x 1 mm) and T2*- weighted axial echoplanar images 
(EPIs) with BOLD contrast (gradient echo [GE]-EPI, Cartesian k-space sampling, TR = 3210 ms, 
TE = 40 ms, flip angle = 90°, FOV = 192 mm x 192 mm, image matrix 64x64, 36 slices acquired 
sequentially in ascending direction, 3 mm x 3 mm x 3 mm voxels, slice thickness 2.6 mm, interslice 
gap 0.4 mm). A total of 298 volume images were acquired for each run.  
After each EPI run, a fast structural image (fast low-angle shot [FLASH], 100 slices, 128x128 
matrix, voxel size = 2x2x3 mm, TR = 452 ms, TE = 2.46 ms) was acquired to enable a posteriori 
reconstruction of the TMS coil position inside the scanner. The TMS coil was marked with water 
tubes to enable the automatic coregistration of the coil representation in the FLASH images with a 
pre-acquired reference image of the coil. In addition, the subject’s head in the FLASH images was 
coregistered to the high-resolution structural scan. Thereby, we were able to determine the coil 
position inside the scanner with respect to an individual’s structural MRI that was also used for 
neuronavigation.  
The EPI sequence was adapted for concurrent TMS-fMRI experiments by introducing gaps of 110 
ms after every 425 ms in the GE-EPI sequence. Each gap was introduced to allow the delivery of 
one TMS pulse 10 ms after each sixth slice acquisition without interference with image quality 
(Bestmann et al. 2003). Hence, rTMS was applied at 1.9 Hz, that is, every 535 ms (Fig. 2.1C), using 
the same coil-holding device as in Moisa et al. (2009). This TMS protocol was employed for 3 
reasons. First, a repetition rate of about 2Hz has previously been shown to induce reliable excitation 
but only moderate after effects, rendering them ideal for online studies (Arai et al. 2005). Second, 
the continuous rhythmic TMS pattern lend itself to masking procedures with pseudo-TMS clicks and 
constant auditory input throughout the entire block. Third, blocks of 2 Hz stimulation have 
previously been shown to induce significant and constant brain activation throughout the entire 
duration of the block in a previous concurrent TMS-fMRI experiment (Moisa et al. 2010). 
Biphasic stimuli were delivered using a MagPro X100 stimulator (MagVenture, Denmark) and a 
MR-compatible figure of eight TMS coil (MRi-B88). Unlike TMS over motor and visual cortices, it 
is not possible to perform a direct measurement (like motor-evoked potentials or phosphenes) of the 
TMS effects during IPS stimulation. Therefore, one standard approach is to calibrate the intensity of 
IPS-TMS based on an individual’s resting motor threshold. Yet, the existence of a correlation 
between TMS thresholds for different cortical structures is controversially discussed (Stewart et al. 
2001; Boroojerdi et al. 2002; Antal et al. 2004; but see Deblieck et al. 2008; Oliver et al. 2009). 
Furthermore, individual resting motor thresholds are typically very variable, depending on factors 
such as posture (Ackermann et al. 1991), mental activity (Izumi et al. 1995; Abbruzzese et al. 1996), 
or variations in sensory input (Leon-Sarmiento et al. 2005). To minimize the variance of the IPS-
TMS effects, we applied TMS at 3 intensities consistently across all subjects. Based on a previous 
study performed with this coil in this lab, the mean resting motor threshold for this coil was 
estimated as 55% of the total stimulator output (M Moisa, personal communication). Hence, low and 
high TMS intensities were set consistently for all participants to 60% and 120% of the mean resting 
motor threshold for the used coil. This corresponded to 33% (low TMS) and 66% (high TMS) of the 
total stimulator output. For the no TMS condition, the stimulator output was set to 0%.  
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Motivated by the experimental choices made in previous studies, low intensity TMS blocks were 
introduced as an additional control condition that is thought to induce similar side effects as high 
intensity TMS in the absence of specific TMS effects (Ruff et al. 2006; Blankenburg et al. 2010). 
However, our study clearly demonstrates that high TMS induces significantly stronger auditory 
activations as nonspecific TMS side effects than low TMS. This was the case despite additional 
masking procedures that were not even employed in previous studies. These findings suggest that 
low TMS cannot adequately control for nonspecific TMS side effects. Importantly, because of the 
brain’s multisensory organization, the nonspecific TMS-induced auditory activations can have an 
effect in both auditory and other sensory cortices, thereby rendering the interpretation of TMS 
effects difficult not only in auditory but in all sensory systems. 
Conversely, it is difficult to prove that low TMS to IPS does not induce any direct IPS stimulation. 
In support of subthreshold noneffective IPS stimulation, we observed no significant state-dependent 
effects for low TMS in our region of interest, when using the statistical thresholds generally applied 
in this study. In other words, at this threshold of significance, no interactions were revealed between 
low > no TMS intensity and visual > auditory stimulation ([V > A] low IPS-TMS > [V > A] no IPS-TMS) 
when imposing the additional constraint of ([V > A] low IPS-TMS > [V > A] low Vertex-TMS). Likewise, the 
interactions between low > no TMS intensity with 1) visual > fixation or 2) fixation > auditory 
stimulation were not significant. Nevertheless, classical statistics is in principle not able to prove the 
absence of an effect. Indeed, at a low uncorrected level of significance (p < 0.05, z = 2.3), we 
observed an effect in the calcarine sulcus for ([V > A] low IPS-TMS > [V > A] no IPS-TMS). It is therefore 
conceivable that low intensity TMS may induce very small and unreliable (i.e., variable) 
suprathreshold effects in IPS depending on the prior activity level of IPS. For instance, subthreshold 
TMS stimulation of IPS may turn into suprathreshold TMS under auditory or visual stimulation. 
While our data provide no strong evidence for this mechanism, it is premature to completely ignore 
these effects. 
Given these critical considerations about the putative direct and indirect effects of low intensity 
TMS, we will identify main- and state-dependent TMS effects using high TMS > no TMS as our 
main contrast and high TMS > low TMS as an additional statistical constraint at a lower threshold of 
significance using the inclusive masking option. 
Extensive image quality tests of our setup (see previous reports: Moisa et al. 2009; Moisa et al. 
2010: Supplementary Material) revealed only negligible TMS artifacts on the EPI images. 
Specifically, these tests scanned for radiofrequency noise induced by the TMS setup, compared the 
signal-to-fluctuation-noise ratios with and without TMS, quantified the amount of signal dropout and 
distortions in the EPI images, and validated the effectiveness of the methods to suppress TMS-
induced leakage currents. Furthermore, in the current study, we acquired EPI data with a phantom 
under different sensory stimulation conditions and TMS stimulation intensities. Comparing each 
‘‘activation condition’’ against baseline (height threshold: p < 0.001 uncorrected) yielded only 
nonsignificant and randomly distributed activation patterns. 
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fMRI Data Analysis: Preprocessing 

The fMRI data were analyzed using SPM8 (Wellcome Department of Imaging Neuroscience, 
London; www.fil.ion.ucl.ac.uk/spm) (Friston et al. 1995). Scans from each subject were realigned 
using the first as a reference, unwarped, spatially normalized into MNI space, resampled to a spatial 
resolution of 2x2x2 mm3, and spatially smoothed with a Gaussian kernel of 8 mm full-width at half-
maximum. The time series of all voxels were high-pass filtered to 1/128 Hz. The first 3 volumes 
were discarded to allow for T1-equilibration effects. 

fMRI Data Analysis: Modeling and Statistics 

The fMRI experiment was modeled using regressors obtained by convolving each activation block 
with a canonical hemodynamic response function (HRF; n.b., an additional analysis including the 
canonical HRF and the temporal derivative as 2 basis functions yielded basically equivalent results). 
In addition to modeling the 9 conditions in our 3x3x3 factorial design separately for each IPS-TMS 
and Vertex-TMS session, the statistical model included the 6 visual and auditory target blocks and 
their respective target onsets (after convolving each event-related unit impulse with the HRF) to 
account for potential attentional differences between blocks with and without targets. The reported 
statistical comparisons were limited to blocks without targets. Nuisance covariates included the 
realignment parameters to account for residual motion artifacts. 
To allow for a random effects analysis and inferences at the population level, the contrast images 
(each condition > baseline) were entered in a second level ANOVA (Friston et al. 1999). At the 
second level, we evaluated the following statistical comparisons. 

Effect of Sensory Context 

Sensory-evoked activations were identified by comparing V (resp. A) > baseline (only no TMS 
conditions pooled over IPS and vertex). With respect to the deactivations, we were interested only in 
crossmodal deactivations. In other words, our aim was to identify 1) deactivations induced by 
auditory stimulation selectively in visual processing areas, that is, areas that are activated by visual 
stimulation and 2) deactivations induced by visual stimulation selectively in auditory processing 
areas, that is, areas that are activated by auditory stimulation. Operationally, we hence identified 
auditory-induced deactivations within the visual activation system by inclusively masking the 
auditory-induced deactivations (A < baseline) with the visual-induced activations (V > baseline). 
Conversely, we identified visual-induced deactivations within the auditory activation system by 
inclusively masking the visual-induced deactivations (V < baseline) with the auditory-induced 
activations (A > baseline). 

Effect of TMS Intensity 

The effect of TMS intensity was selectively tested for by comparing high IPS-TMS > no IPS-TMS 
(pooled across conditions). The effect of TMS intensity can be caused either as a confounding 
nonspecific side effect of the auditory TMS clicks or via direct ‘‘true’’ TMS effects. To dissociate 
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the activations mediated by the 2 mechanisms, we have employed the following analysis strategy: 
first, since nonspecific TMS effects should be common to IPS and vertex stimulation, they were 
identified by inclusively masking the effect of TMS intensity for IPS-TMS (i.e., high IPS-TMS > no 
IPS-TMS) with 1) high Vertex-TMS > no Vertex-TMS. Furthermore, since high intensity TMS was 
also shown to induce more auditory activations than low intensity TMS, we additionally inclusively 
masked with 2) high Vertex-TMS > low Vertex-TMS intensity.  
Second, specific effects of IPS-TMS should, in contrast, be selective for high intensity TMS and the 
IPS stimulation site. Hence, specific TMS effects were identified by inclusively masking the main 
effect of IPSTMS with 1) high IPS-TMS > low IPS-TMS and 2) high IPS-TMS > high Vertex-TMS. 
The application of 2 constraints increases the specificity of our statistical comparison. 

Interaction between TMS Effects and Sensory Context: State-Dependent TMS Effect 

Primarily, we were interested in state-dependent TMS effects, that is, TMS effects that depend on 
the sensory stimulation context. Since crossmodal deactivations were identified reliably only for 
auditory stimulation, we selectively investigated whether the TMS effect on the BOLD signal in 
visual cortices depended on sensory context. Specifically, we investigated whether TMS to IPS 
modulates visual induced activations and auditory-induced deactivations in the visual cortex in a 
different manner. 
Given the role of IPS in attentional selection, we hypothesized that IPS-TMS would induce a more 
effective assignment of attentional resources to the stimulated sensory system and conversely 
withdraw attentional resources from the nonstimulated sensory system. At the neural level, we 
therefore expected IPS-TMS to jointly amplify 1) activation decreases in visual cortex during 
auditory stimulation and 2) activation increases during visual stimulation. Hence, we tested for the 
interaction between visual versus auditory stimulation and high versus no IPS-TMS intensity ([V > 
A]high IPS-TMS > [V > A]no IPS-TMS). To control for nonspecific TMS effects, we imposed 2 additional 
constraints using inclusive masking with the following contrasts: 1) the interaction between visual 
versus auditory stimulation and high versus low IPS-TMS intensity ([V > A]high IPS-TMS > [V > A]low 

IPS-TMS) and 2) the interaction between visual versus auditory stimulation and high IPS-TMS versus 
high Vertex-TMS ([V > A]high IPS-TMS > [V > A]high Vertex-TMS). 
To dissociate whether these state-dependent TMS effects reflect TMS effects on visually induced 
activations or auditory-induced deactivations, we tested separately for interactions between TMS 
intensity and 1) visual > fixation ([V > Fix]high IPS-TMS > [V > Fix]no IPS-TMS) or 2) fixation > auditory 
([Fix > A]high IPS-TMS > [Fix > A]no IPS-TMS). For each interaction contrast, we imposed additional 
constraints (e.g., interaction between V > Fix with 1) high > low TMS and 2) high IPS-TMS > high 
Vertex-TMS) following the same rationale as described above using inclusive masking. 

Search Volume Constraints 

The effects were tested for 1) within the entire brain and, based on our a priori hypothesis, 2) in the 
visual and auditory cortices, and 3) motion area hMT+/V5+ as our regions of interest. All regions of 
interest were defined using the SPM Anatomy Toolbox (Eickhoff et al. 2005). The anatomical mask 
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for the entire visual cortex included 6402 voxels within the bilateral cytoarchitectonic maps BA17, 
BA18, and hOC5; the anatomical mask for the visual motion area hMT+/V5+ included 163 voxels in 
the bilateral cytoarchitectonic maps hOC5; the anatomical mask for the auditory cortex encompassed 
973 voxels in the bilateral cytoarchitectonic maps TE 1.0, TE 1.1, and TE 1.2. 
Unless stated otherwise, we report activation at p < 0.05 corrected at the voxel level for multiple 
comparisons (family-wise error rate) based on Gaussian Random Field theory within the entire brain 
and in our regions of interest. Additional constraints on statistical effects were imposed using 
inclusive masks thresholded consistently at 0.01 uncorrected. 
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Results 

The data were analyzed in 3 steps. First, we identified stimulus-evoked activations and deactivations 
in the primary visual and auditory cortices under conditions of no TMS. Second, we tested for the 
main effect of TMS by directly comparing high and no TMS intensities. Third, we characterized 
state-dependent effects of TMS in visual cortex by testing for the interaction between sensory 
context and TMS intensity. The effects were tested for within the entire brain and the visual and 
auditory cortices as our primary regions of interest. 

Effects of Sensory Context 

Stimulus-Evoked Activations 

To identify stimulus-evoked activations, we compared sensory stimulation relative to baseline in the 
absence of TMS stimulation. As expected, visual stimulation induced activations in calcarine sulci 
and bilateral V5/MT+ and auditory stimulation in bilateral superior temporal gyri (Fig. 2.2 and Table 
2.1). Visual stimulation also induced significant activations in the right middle frontal gyrus and in 
the right superior parietal lobule (Table 2.1). 

Stimulus-Evoked Deactivations 

Deactivations induced by auditory stimulation were identified within the visual activation system by 
comparing A < baseline masked with V > baseline. As expected, this comparison showed 
deactivations within the cuneus, specifically the calcarine sulci extending into the lingual gyri (Fig. 
2.2B(i) and Table 2.1). 
Likewise, deactivations induced by visual stimulation were identified within the auditory activation 
system by comparing V < baseline masked with A > baseline. At an uncorrected level of 
significance, this comparison revealed deactivations in Heschls’ gyri bilaterally (Fig. 2.2B(ii) and 
Table 2.1). The deactivations within the auditory system were less pronounced than in the visual 
system, most likely because the auditory system was continuously driven by pseudo- and true TMS 
auditory clicks. 

Effect of IPS-TMS:  
High > No TMS—Specific Direct and Nonspecific Indirect TMS Effects 

As expected, high versus no IPS-TMS revealed significant activations in the auditory cortices. This 
main effect of TMS could reflect either auditory stimulation by the TMS clicks as confounds 
(=nonspecific indirect TMS effect) or true top-down modulatory effects from TMS-IPS stimulation 
(=specific direct TMS effects). To dissociate the contributions of these 2 mechanisms to the auditory 
activations, we imposed additional constraints using the inclusive masking option (see Materials and 
Methods). 
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Figure 2.2. Visual- and auditory-induced activations and deactivations during no TMS blocks. (A) Visual- (left) and 
auditory (right)-induced activations (red) and deactivations (blue) are displayed on axial slices of a mean image 
created by averaging the subjects’ normalized structural images. For illustrational purposes only, the effects are 
displayed at a height threshold of p < 0.01 uncorrected. Extent threshold > 0 voxels. Visual (resp. auditory)-induced 
deactivations are inclusively masked additionally with A>baseline (resp. V>baseline) at p < 0.01 uncorrected. (B) 
Parameter estimates (mean ± standard error of the mean, RFX model) for visual and auditory stimulation pooled (i.e., 
summed) across TMS stimulation locations (IPS and vertex) are displayed for the given coordinates (5activation 
peak) within the (i) calcarine gyrus and (ii) the superior temporal gyrus. The bar graphs represent the size of the 
effect in nondimensional units (corresponding to % whole-brain mean). 

Specific Direct TMS Effects 

True IPS-TMS effects should be selective and enhanced for 1) high > low IPS-TMS and 2) high IPS 
> high Vertex-TMS. Imposing these 2 additional constraints revealed activations in the left superior 
temporal gyrus extending into the left rolandic operculum (Fig. 2.3A and Table 2.2). Even though 
the activations were left lateralized, at a lower threshold of significance (p < 0.05 uncorrected), they 
were also observed in the right hemisphere (Fig. 2.3A). Imposing simultaneously 2 statistical 
constraints using the inclusive masking option renders our statistical results more specific. 
The presence of high IPS-TMS > high Vertex-TMS effects in the auditory cortices of both 
hemispheres (in the absence of any significant effects for high Vertex-TMS > high IPS-TMS) 
suggests that they are mediated via top-down effects induced by IPS-TMS rather than being a result 
of unbalanced auditory TMS inputs to the 2 ears. 

Nonspecific Indirect TMS Effects 

Nonspecific TMS effects due to auditory confounds should be present for both IPS and vertex 
stimulation. Hence, they should be revealed when masking the main effect of TMS (i.e., high vs. no 
IPS-TMS) with 1) high > no Vertex-TMS and 2) high > low Vertex-TMS. Indeed, imposing these 
additional constraints revealed again significant activations in the left Heschl’s gyrus and in the 
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bilateral superior temporal gyri extending to the rolandic operculi that were partially overlapping 
with the activations attributed to true TMS effects (Fig. 2.3A and Table 2.2).  
Similar activations in auditory cortices were also obtained when masking high IPS-TMS > low IPS-
TMS with 1) high > no Vertex-TMS and 2) high > low Vertex-TMS indicating that low TMS does 
not control for auditory and somatosensory side effects. Hence, from a unisensory perspective, low 
TMS cannot be considered a good control condition (as previously suggested) to evaluate remote 
TMS effects on auditory processing or activations within the auditory cortex, even when extensive 
measures are applied to control for the auditory TMS side effects as in the current study. More 
importantly, from a multisensory perspective, it does not form a valid control condition for any type 
of uni- or multisensory experiment, since activations in auditory cortex can have pronounced 
nonlinear influences on processing in other sensory systems (see Discussion). 

Interactions between TMS Intensity and Sensory Context: 
State-Dependent TMS Effects 

To investigate whether IPS-TMS jointly amplified visual-induced activations and auditory-induced 
deactivations within the occipital cortex, we tested for the interaction between V > A and TMS 
intensity (high > no TMS). To control for TMS side effects, we imposed 2 additional constraints: a 
significant interaction 1) between V > A and high > low TMS and 2) between V > A and high IPS > 

 
Table 2.1 Effects of stimulus evoked (de-)activations (pooled over all no TMS conditions) 

Brain Regions 
MNI Coordinates (mm) 

Z Score pFWE-value 
x y z 

Stimulus Evoked Activations    

A > baseline    
Left Superior Temporal Gyrus -54 -14 2 > 6 < 0.001# 
Right Superior Temporal Gyrus 56 -10 0 > 6 < 0.001# 

V > baseline     
Left Calcarine Gyrus -4 -92 -6 > 8 < 0.001* 
Left V5+/MT+ -44 -70 2 > 8 < 0.001** 
Right V5+/MT+ 46 -70 0 > 8 < 0.001** 
Right Middle Occipital Gyrus 38 -92 0 > 8 < 0.001* 
Right Middle Frontal Gyrus 50 0 54 5.83 < 0.001 

Right Superior Parietal Lobule 28 -50 48 5.71 < 0.001 

Stimulus Evoked Deactivations    

A < baseline (inclusively masked with V > baseline) 
Calcarine Gyrus 0 -80 6 5.58 < 0.001* 
Left Lingual Gyrus -20 -62 2 5.46 < 0.001* 

Left Cuneus -2 -98 22 4.77 0.002* 

V < baseline (inclusively masked with A > baseline) 
Left Insula Lobe -40 -14 8 4.90 0.016 
Left Heschl’s Gyrus -42 -18 10 3.13 0.001 (uncorr) 

Right Heschl’s Gyrus 48 -10 6 2.71 0.003 (uncorr) 

p-values are corrected for multiple comparisons within the entire brain, the visual cortex *, the MT/V5+ **, or the auditory cortex #, 
see Materials&Methods 
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high Vertex-TMS (for further details, see Materials and Methods). These interaction contrasts jointly 
revealed effects in the cuneus that were located in Brodmann area 18 based on cytoarchitectonic 
probability maps (Fig. 2.3B and Table 2.2). As shown in the parameter estimate plots, IPS-TMS 
amplifies the activations to visual stimuli and the deactivations to auditory stimuli (Fig. 2.3B). 
However, the response suppression in the visual cortex during TMS stimulation was comparable for 
1) auditory and fixation conditions and 2) IPS- and Vertex-TMS stimulation sites. Indeed, the 
interactions between A < Fix and 1) TMS intensity or 2) TMS site were not significant. 
In contrast, while Vertex-TMS also suppressed activation during visual stimulation, IPS-TMS 
increased the visual-induced activations relative to fixation as confirmed statistically in a significant 
interaction between V > Fix and TMS intensity (as well as TMS site) (Table 2.2). Collectively, these 
results suggest that IPS-TMS selectively enhances the response to visual stimuli in the visual cortex. 
 
 
Table 2.2. TMS-induced effects  

Brain Regions 
MNI Coordinates (mm) 

Z Score Z Score 
masking 1) 

Z Score 
masking 2) 

pFWE-value 
x y z 

Effect of TMS intensity 

Non-specific TMS effects on auditory cortex 
High IPS-TMS > no IPS-TMS (inclusively masked with (i) High Vertex-TMS > no Vertex-TMS and (ii) High Vertex-TMS > low Vertex-TMS) 
Left Superior Temporal 
Gyrus 

-54 -32 20 > 8 7.41 5.10 < 0.001 
 -54 -28 10 5.95 3.79 2.51 < 0.001# 
Right Superior Temporal 
Gyrus 

40 -32 14 4.72 2.89 2.41 < 0.001# 
 40 -22 2 4.18 2.37 2.92 0.003# 
Right Rolandic Operculum 46 -32 20 7.52 6.23 5.83 < 0.001 
Left Rolandic Operculum -36 -32 18 6.22 3.61 2.82 < 0.001# 

Left Heschl’s Gyrus -36 -24 6 5.95 4.26 2.73 < 0.001# 

Specific TMS effects on auditory cortex 
High IPS-TMS > no IPS-TMS  (inclusively masked with (i) High IPS-TMS > low IPS-TMS and (ii) High IPS-TMS > high Vertex-TMS) 
Left Superior Temporal 
Gyrus 

-54 -32 20 > 7 7.10 3.96 < 0.001 
 -54 -4 4 5.12 5.33 2.36 < 0.001# 

Left Rolandic Operculum -58 0 4 6.97 6.70 3.69 < 0.001 

 -36 -32 18 6.22 3.52 3.42 < 0.001# 
Right Superior Temporal 
Gyrus 

60 -28 18 6.57 5.48 2.43 < 0.001 

Interaction between TMS Effects and Sensory Context 

TMS induced enhancement of activation differences between visual and auditory processing 
[V > A] high IPS-TMS > [V > A] no IPS-TMS   
(inclusively masked with (i) [V > A] high IPS-TMS > [V > A] low IPS-TMS and (ii) [V > A] high IPS-TMS > [V > A] high Vertex-TMS) 

Right Cuneus 2 -88 26 4.31 2.91 2.49 0.012* 
 6 -90 24 4.04 2.34 2.34 0.038* 

TMS induced enhancement of visual activations  
[V > Fix] high IPS-TMS > [V > Fix] no IPS-TMS  

(inclusively masked with (i) [V > Fix] high IPS-TMS > [V > Fix] low IPS-TMS and (ii) [V > Fix] high IPS-TMS > [V > Fix] high Vertex-TMS) 

Right Cuneus 0 -92 24 4.36 4.36 2.42 0.01* 
 8 -84 18 4.04 4.05 2.76 0.032* 

p-values are corrected for multiple comparisons within the entire brain, the visual cortex *, or the auditory cortex #, see 
Materials&Methods 
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Figure 2.3. (A) (center top) Increased activations for high relative to no intensity IPS-TMS pooled (i.e., summed) 
across sensory stimulation contexts are rendered on a template of the whole brain. Height threshold of p<0.01 
uncorrected, no extent threshold, for illustrational purposes only. (center bottom) Parameter estimates 
(mean±standard error of the mean, RFX model) for no TMS (light gray), low intensity TMS (medium gray), and high 
intensity TMS (dark gray) in the cuneus at the given coordinates (i.e., activation peaks) are shown separately for 
auditory (left), fixation (middle), and visual (right) contexts. The bar graphs represent the size of the effect in 
nondimensional units (corresponding to % whole-brain mean). (left bottom) Nonspecific TMS effects were identified 
by inclusively masking the effects of high>no IPS-TMS with 1) high>no Vertex-TMS intensity and 2) high>low 
Vertex-TMS intensity at p < 0.01 (yellow) and p < 0.05 (red) uncorrected.   (right bottom) Specific ‘‘true’’ TMS 
effects were identified by inclusively masking the effects of high>no IPS-TMS with 1) high>low IPS-TMS intensity 
and 2) high IPS-TMS>high Vertex-TMS intensity at p<0.01 (yellow) and p<0.05 (red) uncorrected. Effects are 
displayed on axial slices of cytoarchitectonic maps (Eickhoff et al. 2005). (B) TMS effects that depend on sensory 
stimulation context. (left) Interactions between TMS intensity and sensory stimulation ([V>A]high IPS-TMS > [V>A]no IPS-

TMS) are displayed on sagittal and axial slices of cytoarchitectonic maps (Eickhoff et al. 2005). Height threshold: 
p<0.01, uncorrected (for illustrational purposes only). Extent threshold > 0 voxels. The effects are inclusively masked  
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By contrast, the suppressive TMS effects during auditory stimulation and fixation are more likely to 
be caused by the TMS clicks as side effects that are common to vertex and IPS-TMS sites rather 
than true neural TMS effects. 

Eye Monitoring (Outside the Scanner) 

To ensure that the observed activation pattern did not result from eye movements, twitches, and 
startle effects, a subset of 6 subjects participated in an additional TMS experiment that was 
performed outside the scanner with identical paradigm and parameters. The TMS stimulation 
protocol was also identical, except for the TMS intensities that were newly defined as 30% (low 
TMS) and 60% (high TMS) of total output to account for the absence of the high-current filter that 
was used in the fMRI experiment to prevent MR images from being affected by RF noise (Moisa et 

al. 2009). For each subject, data in 2 runs were acquired for each TMS location. 
Horizontal and vertical eye movements were recorded using a ViewPoint Eyetracker system 
(Arrington Research Inc., Scottsdale, AZ, USA) (220 Hz sampling rate). Eye position data were 
automatically corrected for blinks. For each subject, the mean distance (degrees) from the fixation 
cross, the number of saccades (defined by eye velocity threshold > 30°/s), and the number of blinks 
were quantified. 
The 3 indices were independently entered into a 3-way repeated measures analysis of variance (RM-
ANOVA) with the factors TMS stimulation location (right IPS and vertex), TMS intensity (no TMS, 
low TMS, and high TMS), and sensory modality (A, V, and Fix). None of the 3 RM-ANOVAs 
revealed any significant main effects or interactions demonstrating that differences in eye 
movements are unlikely to account for the observed activation profile in our fMRI data.  

 

 

 

 

 

with 1) the interaction between visual versus auditory stimulation and high versus low IPS-TMS intensity ([V>A]high 

IPS-TMS > [V>A]low IPS-TMS) and 2) the interaction between visual versus auditory stimulation and high IPS-TMS versus 
high Vertex-TMS ([V>A]high IPS-TMS > [V>A]high Vertex-TMS) at p<0.01 uncorrected. (right) Parameter estimates 
(mean±standard error of the mean, RFX model) for no TMS (light gray), low intensity TMS (medium gray), and high 
intensity TMS (dark gray) in the cuneus at the given coordinates (i.e., activation peaks) are shown separately for 
auditory (left), fixation (middle), and visual (right) contexts. The bar graphs represent the size of the effect in 
nondimensional units (corresponding to % whole-brain mean). For illustrational purposes, the stars indicate the 
significance of the tests comparing individual conditions at the activation peak (uncorrected; ***significant at 
p<0.001, **significant at p<0.01, *significant at p<0.05).  
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Discussion 

This concurrent TMS-fMRI study investigated the effect of IPSTMS on the (de)activations in the 
visual and auditory cortices under 3 sensory contexts: auditory, no, and visual stimulation. Our 
results demonstrate that IPS-TMS generally increased activations in the auditory cortex irrespective 
of the sensory stimulation context. Comparing IPS-TMS and Vertex-TMS suggests that this increase 
in activation level in the auditory cortices results from both co-activations induced by TMS clicks 
and top-down effects from IPS. In contrast, IPS-TMS influenced activations in the visual cortex in a 
state-dependent fashion: IPS-TMS suppressed activation in the cuneus under auditory and no 
stimulation but amplified the response to visual stimulation. Since TMS to the vertex as a control 
site exerted a comparable suppression in the visual cortex under auditory and no stimulation, the 
suppressive effects may be mediated via crossmodal inhibitory mechanisms as a consequence of the 
activations in auditory cortices due to the TMS clicks. Nevertheless, the amplification of visual-
induced responses in the cuneus was selectively observed for IPS-TMS. The visual-evoked 
activations may be enhanced by IPS-TMS directly via mechanisms of gain control or indirectly by 
modulating the interactions with the auditory cortex. 
Previous functional imaging studies have demonstrated that the BOLD responses in sensory cortices 
are increased for signals of the preferred sensory modality but suppressed for signals from the 
nonpreferred sensory modality (Haxby et al. 1994; Kawashima et al. 1995; Laurienti et al. 2002). 
Indeed, our study replicates these findings: auditory stimulation induced activations in auditory 
cortices but deactivations in visual cortices. Conversely, visual stimulation induced activations in 
visual cortices but deactivations in auditory cortices (though at a lower threshold of significance). 
These crossmodal deactivations may be mediated via thalamic mechanisms, sparse direct 
connectivity between sensory areas or top-down modulation from higher order association areas 
such as IPS (Lewis and Van Essen 2000b; Falchier et al. 2002; Macaluso, Driver, et al. 2003; 
Rockland and Ojima 2003; Musacchia and Schroeder 2009; Werner and Noppeney 2010b; Beer et 
al. 2011). From a cognitive perspective, the seesaw relationship between visual and auditory cortices 
under unisensory stimulation may reflect competition of sensory signals from multiple modalities for 
common attentional resources. For instance, an auditory signal may withdraw attentional resources 
from visual processing leading to deactivations in the visual cortex and vice versa (Shomstein and 
Yantis 2004; Johnson and Zatorre 2005, 2006; Werner and Noppeney 2011). 
Given the prominent role of IPS in crossmodal attention and attentional switching (Macaluso et al. 
2000; Rushworth et al. 2001; Yantis et al. 2002; Macaluso, Eimer, et al. 2003; Pessoa et al. 2009), 
we therefore hypothesized that TMS to the IPS may alter and potentially enhance this seesaw 
relationship. Specifically, within the visual cortex, it should amplify visual-induced activations and 
auditory-induced deactivations. Since the auditory cortex was perturbed by the auditory TMS 
pseudo-clicks, we expected state-dependent effects primarily in visual cortices and TMS main 
effects in auditory cortices. 
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Indeed, TMS increased activations in the auditory cortices irrespective of sensory stimulation 
context. Importantly, a more fine-grained analysis approach suggested that this activation increase 
might be mediated via 2 distinct mechanisms (Fig. 2.4A). First and not surprisingly, the TMS clicks 
induced auditory activations as a nonspecific side effect irrespective of whether TMS was applied to 
IPS or vertex (Blankenburg et al. 2008; Hanakawa et al. 2009). Second and more importantly, IPS-
TMS increased activations in auditory cortices bilaterally even relative to Vertex-TMS with no 
auditory activations being observed for the opposite comparison (i.e., high Vertex-TMS > high IPS-
TMS). These results suggest that IPS-TMS may not only increase activations in the auditory cortex 
via nonspecific auditory confounds but possibly also via top-down effects from IPS. Since the real 
and pseudo-TMS clicks strongly perturbed the auditory cortex even in the fixation or visual 
stimulation conditions, it is not surprising that the auditory deactivations were attenuated, and the 
TMS effects were not state dependent. 
In contrast, in the visual cortex IPS-TMS increased the auditory-induced deactivations as well as the 
visual-induced activations. IPS-TMS similarly induced deactivations in the visual cortex in the 
absence of any stimulation. At first sight, these state-dependent TMS effects seem to be in 
accordance with our hypothesis. Yet, the response profile we observed in the visual cortex may not 
necessarily reflect true state-dependent IPS-TMS effects, but as we will argue below be generated by 
a mixture of true and nonspecific TMS side effects similarly to the TMS effects in the auditory 
cortices. Taking the multisensory nature of the neocortex serious (Ghazanfar and Schroeder 2006), 
activations and deactivations in the visual cortices can in principle be mediated via audiovisual 
interactions as a consequence of the TMS side effects on activations in the auditory cortex. In line 
with this conjecture, a recent study (Werner and Noppeney 2011) demonstrated that auditory input 
suppressed activations in the visual cortex but amplified the BOLD response to concurrent visual 
inputs. Since high relative to low intensity clicks increased activations in the auditory cortex, it is 
conceivable that the auditory cortex in turn induces deactivations in the visual cortex in the absence 
of visual stimulation but amplifies the response to concurrent visual stimulation. In other words, the 
auditory TMS clicks themselves can induce BOLD effects in the auditory cortex that exert different 
influence on the visual cortex depending on the sensory stimulation context. This multisensory 
perspective is important because it highlights that BOLD effects due to TMS side effects in the 
auditory cortex emerge 1) not only in the auditory cortex and 2) in a nonlinear fashion (i.e., they 
interact with the sensory stimulation context). Therefore, they can impede not only the interpretation 
of the main effect of TMS intensity but also interactions between TMS intensity and sensory 
stimulation context. In short, they cannot simply be eliminated or ignored when considering state-
dependent TMS effects in unisensory processing (as has been argued in previous studies). Instead, 
even state-dependent TMS effects need to be carefully considered in the context of stimulation 
conditions to other control sites (e.g., vertex). 
Indeed, TMS to the vertex as a control site induced a comparable deactivation in visual cortices 
under auditory and no stimulation suggesting that our IPS-TMS stimulation was not effective in 
modulating crossmodal deactivations. While an absence of an effect needs to be interpreted with 
caution, it may point to a role of recently advocated thalamic mechanisms in mediating crossmodal 
deactivations (Hackett et al. 1998; Schroeder et al. 2003; de la Mothe et al. 2006; Cappe et al. 2009).  
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Figure 2.4. Mechanisms of TMS effects in auditory and visual cortices. (A) TMS effects in auditory cortex. (left) 
Auditory clicks produced by TMS pulses induce auditory coactivations in auditory cortices (nonspecific mechanism). 
(right) IPSTMS exerts top-down effects on the neural activity in auditory cortices (specific mechanism). (B) State-
dependent TMS effects in visual cortex. (left) IPS-TMS increases visual activations directly via multiplicative gain 
control. (right) IPS-TMS modulates the effect of neural activity in auditory cortices (induced by TMS clicks) on 
activations in the visual cortex via crossmodal interactions. 

 
So possibly, competition between sensory signals in multiple modalities may already be arbitrated 
via gating mechanisms at the thalamic level. Obviously, this suggestion remains speculative and 
needs to be substantiated in future studies demonstrating for instance a positive effect of thalamic 
lesions or perturbations on crossmodal deactivations. 
While the effect of IPS- and Vertex-TMS was comparable for the deactivations, it differed for the 
visual-induced activations. Here, IPS-TMS amplified the response to the visual stimulus, while 
Vertex-TMS reduced the visual response. Importantly, this pattern of results contrasts with a recent 
study reporting an activation increase in the visual cortex for IPS-TMS only during fixation but not 
during visual stimulation (Ruff et al. 2008). The discrepancies between the 2 studies may be the 
result of differences in the protocols of TMS stimulation. While Ruff et al. (2008) applied short 
high-frequency TMS bursts (i.e., 3 bursts of 5 TMS pulses at 9 Hz), we applied 20 s of continuous 
rTMS at 1.9 Hz throughout the entire stimulation block. Indeed, previous studies have demonstrated 
that differences in stimulation frequencies and length of TMS stimulation may induce distinct and 
even opposite TMS effects (Paus et al. 1998; Speer et al. 2003; Moisa et al. 2010). Alternatively, 
discrepancies may result from different visual stimuli. While we used expanding and contracting 
visual stimuli, Ruff et al. (2008) presented random whole pattern movement that changed its color or 
shape every 500 ms. Finally, TMS effects may vary considerably across subjects. Since Ruff et al. 
(2008) was one of the first pioneering studies using concurrent TMS-fMRI to investigate the role of 
IPS on visual processing, the study was based on a small number of subjects that did not enable a 
random effects analysis for inferences across the entire population. 
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By contrast, our results do converge with the recent findings reported for the somatosensory cortex, 
where again IPS-TMS induced a deactivation in the somatosensory cortex under no wrist stimulation 
but amplified the BOLD response to wrist stimulation (Blankenburg et al. 2008). These convergent 
findings may suggest that the activation profile may generalize across primary sensory cortices. Yet, 
since Blankenburg et al. (2008) did not include a stimulation control site, it still remains to be 
investigated whether the deactivations reflect true TMS effects or may also be mediated via 
crossmodal interactions that depend on TMS auditory side effects.  
Nevertheless, Blankenburg et al. (2008) and the current study consistently demonstrate that IPS-
TMS amplifies the response to inputs from the preferred modality in primary sensory cortices (i.e., 
response to visual/auditory/somatosensory stimuli in primary visual/auditory/somatosensory cortex). 
We argue that TMS-IPS can modulate stimulus-evoked activations via at least 2 complementary 
mechanisms (Fig. 2.4B). First, from a unisensory perspective, IPS may increase visual activations 
via multiplicative gain control. Here, IPS may determine the gain of stimulus-evoked responses in 
visual cortices as in mechanisms of attentional top-down modulation within the visual system 
(McAdams and Maunsell 1999; Friston and Buchel 2000; Salinas and Sejnowski 2001; Martinez-
Trujillo and Treue 2004; Womelsdorf et al. 2008). For instance, O’Craven et al. (1997) showed that 
attending to moving compared with stationary dots significantly increased activation in the visual 
motion area. Alternatively, from a multisensory perspective, IPS-TMS (but not Vertex-TMS) may 
modulate the effect of concurrent auditory TMS clicks on the BOLD response in the visual cortex 
via crossmodal mechanisms. Here, IPS-TMS modulates the effect of neural activity in the auditory 
cortex (induced by the TMS clicks) on activations in the visual cortex. This second multisensory 
mechanism may seem contrived when thinking in traditional unisensory terms. However, it emerges 
as a potential complementary mechanism when considering the pervasiveness of multisensory 
interactions within neocortex as shown in recent neuroimaging and neurophysiological research 
(Ghazanfar and Schroeder 2006; Kayser and Logothetis 2007). It alerts us to interpretational 
ambiguities and limitations of current TMS stimulation techniques that elicit nonspecific auditory 
and somatosensory side effects thus automatically turning unisensory into multisensory TMS 
stimulation experiments. 
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Abstract 

Behaviour emerges from the interaction between neural processes representing stimulus-driven and 
goal-directed factors. The intraparietal sulcus (IPS) has been repeatedly identified as a source of top-
down attentional control in visual areas that not only mediates goal-directed behaviour, but also 
integrates stimulus-driven information. The present study used concurrent TMS-fMRI to investigate 
the causal role of the right anterior IPS during a demanding visual detection task that manipulated 
the bottom-up visual input. We applied 4 pulses of TMS (10Hz) over the right IPS and during a 
Sham condition, while participants detected the presence/absence of a task-relevant visual input 
presented at their left lower visual field. Given that in natural conditions task-relevant sensory 
information rarely appears in isolation but is instead inserted in a stream of task-irrelevant 
multisensory signals, we further manipulated the bottom-up sensory context by introducing auditory 
stimuli across runs presented at target onset. Behaviourally, auditory stimuli resulted in accelerated 
responses. Conversely, TMS did not influence task performance, thereby ensuring unconfounded 
fMRI data. Our results show that IPS-TMS eliminated target-evoked activation increases in the right 
inferior parietal lobe, whilst having opposite effects in right occipito-temporal visual areas. This 
pattern reflects a complex interplay between these regions in the processing of task-relevant 
information during high attentional demands. Moreover, in the right posterior/middle insula and 
areas of the ventral lateral prefrontal cortex interactions between task-relevant bottom-up and top-
down signals were diminished in the auditory context, suggesting that the extra auditory input 
attenuated the need for top-down influences in these regions. 
 
 
Keywords: interleaved/concurrent TMS-fMRI, right anterior parietal cortex, top-down goal-directed 
behaviour vs. bottom-up stimulus-driven information, task-relevant processing, multisensory context 
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Introduction 

An adequate interaction with the environment entails the ability to detect relevant sensory events 
embedded in a continuous stream of multisensory signals. In addition to bottom-up sensory 
information, it is now well established that detection of sensory events equally depends on top-down 
modulatory signals that can influence perceptual representations according to current behavioural 
relevance. For instance, top-down attention-related signals can increase activations in extrastriate 
areas merely by anticipation of behaviourally relevant visual stimuli (Kastner et al., 1999).  
At the neural level, steering attention to relevant sensory events is associated with a distributed 
network of frontoparietal regions (e.g. Kastner and Pinsk, 2004; Serences and Yantis, 2006). 
Traditional research on attentional control emphasize a division between a dorsal part, involved in 
endogenous voluntary control that responds to current task requirements, and a ventral part 
associated with bottom-up attention driven by behaviourally relevant events in the environment 
(Corbetta and Shulman, 2002). However, this dichotomy is challenged by evidence showing 
stimulus-driven and expectancy effects in the dorsal and ventral networks, respectively (for review, 
see Macaluso and Doricchi, 2013). In particular, as a core node of the dorsal attentional network, the 
intraparietal sulcus (IPS) also displays response patterns consistent with a “salience map” that 
provides topographical representations of the visual field in accordance to the perceptual or 
behavioural salience of objects in the environment (e.g. Gottlieb, 2007; Swisher et al., 2007). 
Directing attention to behavioural relevant events is thus a multifaceted process that requires a 
dynamic interplay between attentional control systems and sensory brain regions.  
Concurrent (or interleaved) TMS-fMRI provides a causal interventional approach to investigate 
online influences from the stimulated region on interconnected brain areas. Recently, several TMS-
fMRI studies have established that TMS is able to modulate activity in remote areas of the brain and 
that these modulations critically depend on the current state of these areas (Sack et al., 2007; Ruff et 
al., 2008; Blankenburg et al., 2010; Moisa et al., 2012; Leitão et al., 2013).  
The present study employed this methodology to evaluate the role of IPS in attentional control. 
Specifically, we investigated how TMS-induced disturbances to the right IPS influence task-
contingent activations in other pertinent brain areas under different sensory contexts. To engage the 
attentional network participants performed a demanding visual detection task that manipulated the 
bottom-up visual input in a peripheral visual location. Participants maintained covert attention to the 
left lower visual field and indicated their percept of a small visual stimulus presented there on 50% 
of the trials. Simultaneously, bursts of 4 TMS pulses (10 Hz) were applied to the right anterior IPS, 
while Sham-TMS was used as a control condition. Moreover, we further manipulated the bottom-up 
sensory context across runs by introducing two different auditory contexts (present vs. absent). This 
experimental design allowed us to (i) examine how perturbation of IPS activity during an 
attentionally demanding visual detection task modulated task-related activations in other nodes of 
the attentional network and visual areas and (ii) to investigate how task processing might be 
influenced by the current bottom-up sensory context.  
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Material & Methods 

Participants 

Ten right-handed participants (4 male; mean age: 31.5 years; standard deviation: 8.1; Edinburgh 
Handedness inventory score (mean ± SD) of 78±16.8) participated in the experiment. Participants 
had no history of neurological illness, had normal or corrected-to-normal vision and reported normal 
hearing. All participants gave informed consent prior to participation and the study was approved by 
the Human Research Ethics Committee of the Medical Faculty at the University of Tübingen. 

Experimental Design & Task 

The 2x2x2 factorial design manipulated: (i) task-relevant visual input (V present, V absent), (ii) 
TMS condition (right anterior IPS, Sham) and (iii) auditory context (A present, A absent) (Fig. 
3.1A).  
In a visual detection paradigm, participants reported their percept (seen/unseen) of a visual stimulus 
presented in their left lower visual field, while at the same time fixating on a cross presented 
throughout an entire run in the centre of the screen (see Stimuli and Stimuli Presentation). 
Restricting the stimulus location to the left side of visual field was preferred in this first step, as it 
has been shown that parietal TMS can elicit different effects for contra- and ipsi-lateral stimuli (e.g. 
Hilgetag et al., 2001).  
The task was performed under two different auditory contexts. In auditory runs, an auditory sound 
(see Stimuli and Stimuli Presentation) was presented synchronously with target onset, regardless of 
the presence/absence of the task-relevant visual input. Thus, in auditory runs the sound did not 
predict the presence of the visual stimulus. In the remaining runs no auditory sound was presented 
(see Fig. 3.1C). Therefore, considering all runs together resulted in four distinct sensory conditions: 
visual present trials presented with (AV) and without (V) a synchronously presented auditory sound 
and similarly, visual absent trials during which an auditory sound could be present (A) or absent 
(¬V). Participants were instructed to answer ‘seen’ only when completely sure and to report 
‘unseen’ otherwise. Each participant was trained in a minimum of six runs prior to going inside the 
scanner. 
Each trial started with the change of the fixation cross colour from grey to blue. After 100 ms the 
visual target was presented with 50% probability (Fig. 3.1B). Independently of the type of trial (V 
present, V absent), 4 TMS pulses were subsequently applied (see Data Acquisition and TMS 
Procedures; Fig. 3.1C). After 600 ms of trial begin, the fixation cross turned back to grey and 
remained like this for 2690 ms until the onset of the next trial. The interstimulus interval amounted 
thus to 3290 ms, equalling one TR of the EPI acquisition. 
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Figure 3.1 Experimental Design. (A) 2x2x2 factorial design manipulating (i) task-relevant visual input (V present, 
V absent), (ii) auditory context (A present, A absent) and (iii) TMS condition (right anterior IPS, Sham). (B) 
Timeline example of stimuli presentation. Blocks of 12 trials started and ended with a grey fixation cross and were 
interleaved with baseline periods, during which the fixation cross turned red. A trial began when the fixation cross 
turned blue. In target present trials, the visual stimulus was presented 100 ms after trial begin. After a total period of 
600ms the fixation cross turned back to grey and remained like this until the next trial. (C) Illustration of the 
concurrent TMS-fMRI protocol and stimuli presentation timing for three scans (last scan corresponding to the end of 
the block) for i. auditory absent and ii. auditory present runs. Within a block the fixation cross was grey during 
volume acquisition and blue during the acquisition gaps. At 100 ms after trial begin, the task-relevant visual stimulus 
was either present (first depicted trial) or absent (second depicted trial). Bursts of 4 TMS pulses were applied during 
acquisiton gaps at 10 Hz and started 100 ms after the target onset time.  

 
Trials were presented in blocks of twelve that started and ended with a grey fixation cross. These 
were interleaved with baseline periods of 13 seconds, which were made explicit via a red fixation 
cross. Hence, the colour of the fixation cross induced changes in the attentional settings of the 
participants: while blue or grey were accompanied by a high attentional load, red represented little 
attentional demands.  
Each run consisted of seven blocks and there were eight runs per TMS condition. For each TMS 
condition, the auditory context was manipulated across runs following an ABBA design that was 
counterbalanced across participants. Hence, there were four runs per auditory context and a total of 
168 trials per experimental condition.  
The two TMS conditions (IPS/Sham) were performed in different sessions and the order was 
counterbalanced across participants. For each participant, the order of conditions (i.e. visual 
present/absent) was fully randomized within and across the eight runs that constituted a session. 
Across sessions, the same order of conditions was used.  

Stimuli and Stimuli Presentation 

The task-relevant visual stimulus consisted of a small (9x9 pixels, visual angle: 0.52°) square 
presented for one frame (i.e. 16 ms) on a grey background. When present, the visual stimulus 
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appeared in the centre of a blue placeholder (40x40 pixels, visual angle: 2.3º) that was continuously 
presented throughout an entire run and positioned 12º left and 5º down relative to the fixation cross. 
The grey level of the square was individually determined in a Quest Procedure (Watson and Pelli, 
1983) inside the scanner aiming at a detection threshold of 70% and using the same parameters as 
the main experiment. The grey level was approximated by the use of dithering. Hence, instead of 
being a homogenous square, our stimulus was effectively a cloud of white pixels within the square. 
Importantly, identical grey levels were used across IPS and Sham stimulation.  
To increase integration between auditory and visual stimuli, auditory stimuli were generated so as to 
be perceived at the approximate location of the visual target. Since auditory spatial localization is 
enhanced when stimuli have a broad range of frequency content, white noise is often used in 
auditory spatial localization paradigms. However, owing to scanner noise and TMS clicks, white 
noise was considered to not be salient enough in the context of this experiment. Therefore, an 
auditory stimulus was created by adding sinusoidal tones with base frequencies of 130.81 Hz, 164.81 
Hz and 196 Hz and the following six terms of their respective geometric progressions  (i.e. adding 
the terms 2n*f, where f represents each of the three base frequencies and 1 ≤ n ≤ 6). Hence, the 
auditory sound spanned a total of seven octaves and ranged from 130.81 Hz to 12543.58 Hz. This 
auditory signal was then convolved with spatially specific head-related transfer functions (HRTFs) 
to create a left localized stimulus. The HRTFs were pseudo-individualized by matching participants’ 
head width, height, depth and circumference to the anthropometry of participants in the CIPIC 
database (Algazi et al., 2001). The duration of each auditory stimulus was 40 ms. 
Visual and auditory stimuli were presented using Psychophysics Toolbox version 3.0.10 (Brainard, 
1997; Kleiner et al., 2007) running on MATLAB 7.9 (MathWorks Inc, MA, USA) and a Macintosh 
laptop running OS-X 10.6.8 (Apple Inc, CA, USA). The visual stimulus was back-projected onto a 
frosted Plexiglas screen using a LCD projector (JVC Ltd., Yokohama, Japan; resolution: 800x600 
pixels, refresh rate: 60Hz, viewing distance: 48 cm) visible to the participant through a mirror 
mounted on the MR-head coil. Auditory stimuli were presented via MR-compatible electrodynamic 
headphones at a sampling frequency of 44100 Hz (MR Confon GmbH). Furthermore, earplugs were 
used to attenuate both scanner and TMS noise. 
Participants indicated their response (i.e. visual target seen or unseen) with their right hand using a 
MR-compatible custom-built button device connected to the stimulus computer. 

TMS Sites 

TMS was applied over the right anterior IPS as the experimental site and Sham TMS was included 
as a control condition.  
The MNI coordinates (x = 42.3, y = -50.3, z = 64.4) reported by Oliver et al (2009) as a position 
over which TMS disrupted visuospatial processing were adopted for the parietal stimulation site. 
Individual stimulation coordinates were determined by inverse transforming the MNI coordinates 
from Oliver et al (2009) into native space using the parameters obtained from spatial normalization. 
A posteriori coil reconstruction of the coil position was based on custom-written MATLAB 
(MathWorks Inc, MA, USA) scripts and a water tube attached to the coil, which was clearly visible 
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on the MR images. Across participants, the target IPS coordinates were obtained with a mean 
deviance of 10 mm ± 6.2 (mean, SD). The mean reached coordinate in MNI space was (x = 34.1, y = 
-50.7, z = 64.3). 
In the Sham condition, 2 cm thick plastic plates were fixed between the TMS coil and the skull. 
Given the quadratic decay of the TMS-induced magnetic field, this Sham condition precluded the 
effects of direct brain stimulation, while maintaining the auditory and somatosensory side effects. 
Indeed, when tested over the finger region of the motor cortex, this Sham condition did not induce 
muscular twitches on pre-activated finger muscles even at 100% of total output intensity. During the 
Sham condition the coil was placed over the right hemisphere as close as possible to the 
experimental stimulation condition, given the space constraints inside the MR coil. 

Data Acquisition and TMS Procedures 

A 3T TIM Trio System (Siemens, Erlangen, Germany) was used to acquire both high-resolution 
structural images (176 sagittal slices, TR = 2300 ms, TE = 2.98 ms, TI = 1100 ms, flip angle = 9°, 
FOV = 240 mm x 256 mm, image matrix = 240 x 256, voxel size = 1 mm x 1 mm x 1 mm, using a 
12-channel head coil) and T2*-weighted axial echoplanar images (EPI) with blood oxygenation 
level dependent (BOLD) contrast (GE-EPI, TR = 3290 ms, TE = 35 ms, flip angle = 90°, FOV = 192 
mm x 192 mm, image matrix 64 x 64, 40 axial slices acquired sequentially in ascending direction, 
slice thickness = 3 mm, interslice gap = 0.3 mm, voxel size = 3 mm x 3 mm x 3.3 mm, using a 1-
channel Tx/Rx head coil). Each participant took part in a total of eight experimental runs per TMS 
condition. A total of 124 volume images were acquired for each run.  
After each EPI run, a fast structural image (fast low-angle shot [FLASH], 100 axial slices, TR = 564 
ms, TE = 2.46 ms, TI = 300ms, FOV = 256mm x 256 mm, image matrix = 256x256, voxel size = 
1x1x3 mm) was acquired to enable a posteriori reconstruction of the TMS coil position inside the 
scanner, as described elsewhere (Leitão et al., 2013).  
The EPI sequence was adapted for concurrent TMS-fMRI experiments by introducing gaps of 600 
ms after every volume acquisition. Each gap was introduced to allow the delivery of four TMS 
pulses without interference with image quality (Bestmann, 2003; Moisa et al., 2009). Bursts of four 
pulses at 10 Hz were applied every trial, with the first pulse applied 2890 ms after begin of volume 
acquisition, i.e., 100 ms after stimulus onset (Fig. 3.1C). TMS pulses were applied after stimulus 
onset in order to minimize cross-modal interaction effects between our stimuli and the TMS induced 
auditory and somatosensory side effects (Duecker and Sack, 2013; Leitão et al., 2013). Similar TMS 
protocols have been used both in TMS studies outside the scanner (Chambers et al., 2004b; Oliver et 
al., 2009) and in concurrent TMS-fMRI studies investigating visuospatial processing (Ruff et al., 
2006, 2008, 2009; Sack et al., 2007; Blankenburg et al., 2010; Heinen et al., 2011).  
Biphasic stimuli were delivered using a MagPro X100 stimulator (MagVenture, Denmark) and a 
MR-compatible figure of eight TMS coil (MRi-B88), using the same coil-holding device as 
described in Moisa et al (2009).  
During IPS stimulation, a fixed TMS intensity of 69% of total stimulator output was used for all 
participants. This corresponded to 125% of the mean resting motor threshold, as determined across 
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twenty-four participants in prior studies using the same coil (M Moisa, personal communication). To 
ensure similar somatosensory side effects between IPS- and Sham-TMS the TMS intensity was 
increased to 75% during the Sham condition based on the subjective report of two naïve participants 
that participated in a pilot test.  
Extensive image quality tests of our setup are reported elsewhere (Moisa et al., 2009, 2010: 
Supplementary Material). For completeness, we acquired EPI data with a phantom using the same 
experimental design. After realignment, data were entered in a first level analysis using the same 
model as for the real participants. Computing all the relevant contrasts (height threshold: p < 0.01 
uncorrected) yielded only spurious and randomly distributed activation patterns. 

Behavioural Data Analysis 

The proportion of correct responses for visual present and visual absent trials were computed 
separately for each auditory context and TMS conditions and were averaged across participants. To 
test for significant differences between TMS conditions and auditory contexts this index was entered 
in a two 3-way repeated measures analyses of variance (RM-ANOVA) with factors TMS condition 
(IPS, Sham) and auditory context (A present, A absent) and task-relevant visual input (V present, V 
absent).  
Statistical analyses were also performed on reaction times data. Individual median reaction times 
were computed for each condition separately and averaged across participants. To evaluate how this 
behavioural index was modulated by each of the three factors in our experimental design, reaction 
time data was entered in a 3-way RM-ANOVA with factors TMS condition (IPS, Sham), auditory 
context (A present, A absent) and task-relevant visual input (V present, V absent).  

fMRI Data Analysis 

The fMRI data were analysed using SPM8 (Wellcome Department of Imaging Neuroscience, 
London; www.fil.ion.ucl.ac.uk/spm) (Friston et al., 1995). Scans from each subject were realigned 
using the first as a reference, unwarped, spatially normalized into MNI space, resampled to a spatial 
resolution of 2 x 2 x 2 mm3, and spatially smoothed with a Gaussian kernel of 8 mm full-width at 
half-maximum. The time series of all voxels were high-pass filtered to 1/128 Hz. The first 3 volumes 
were discarded to allow for T1-equilibration effects. 
The fMRI experiment was modeled as a mixed block-event-related design. Individual trials (visual 
present/absent) were modeled as events and entered into a design matrix after convolution with a 
canonical hemodynamic function and its first temporal derivative. The later was included as a 
variable-of-no-interest to capture variance caused by temporal deviations of the BOLD responses 
from the canonical response function. In addition to modeling these two conditions separately for 
each auditory context and TMS condition, our statistical model included block begin and end 
regressors (i.e. the periods during which the fixation was grey at the beginning and end of a block; 
see Experimental Design) as mini blocks of 2.69 s and 3.29 s duration, respectively. For each IPS- 
and Sham-TMS session the four runs acquired for each auditory context were concatenated with run-
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specific means entered as separate regressors. Nuisance covariates included the realignment 
parameters to account for residual motion artifacts. 
For each participant, condition specific effects were estimated according to the general linear model 
by creating contrast images of each condition relative to the arbitrary baseline (including only 
regressors based on the canonical hemodynamic response function). The following statistical 
comparisons were entered in independent second-level one-sample t-tests to allow for random 
effects analyses and inferences at the population level (Friston et al., 1999).  

Overall Task Effects 

Our experiment was modeled as a mixed block-event-related design. Hence, to assess overall task 
effects we separately computed the contrasts for events > baseline and block begin + block end > 
baseline pooled  (i.e. summed) over TMS conditions. 

Main Effects of TMS 

To assess the overall effect of TMS condition, main effects of TMS were identified by comparing 
IPS > Sham and Sham > IPS pooled (i.e. summed) over visual and auditory conditions.  

Effects of Task-relevant Visual Input 

The effects of task-relevant visual input were analysed in two steps. First, we tested for main effects 
of task-relevant visual input by comparing visual present and visual absent trials [(AV + V) > (A + 
¬V) and (A + ¬V) > (AV + V)] pooled (i.e. summed) over IPS and Sham stimulation. Second, 
interactions between TMS condition and visual input ([(AV + V) > (A + ¬V)]IPS > [(AV + V) > (A + 
¬V)]Sham and [(A + ¬V) > (AV + V)]IPS > [(A + ¬V) > (AV + V)]Sham) were evaluated to test for TMS 
modulations that depended on the current bottom-up visual input.  

Effects of Auditory Context 

Equivalent comparisons were performed to test for the main effects of auditory input [(AV + A) > 
(V + ¬V) and (V + ¬V) > (AV + A), pooled (i.e. summed) over IPS and Sham stimulation] and its 
interaction with TMS condition ([(AV + A) > (V + ¬V)]IPS > [(AV + A) > (V + ¬V)]Sham and [(V + 
¬V) > (AV + A)]IPS > [(V + ¬V) > (AV + A)]Sham). 

Modulatory Effects of Auditory Context 

Modulatory effects of auditory context on neural responses during performance of a visual detection 
task were evaluated in two steps. First, audiovisual interactions [(AV + ¬V) > (V + A) and (V + A) 
> (AV + ¬V), pooled over IPS and Sham stimulation] and interactions between visual input, 
auditory context and TMS condition ([(AV + ¬V) > (V + A)]IPS > [(AV + ¬V) > (V + A)]Sham and 
[(V + A) > (AV + ¬V)]IPS > [(V + A) > (AV + ¬V)]Sham) were tested for within the entire brain. 
Second, to specifically determine whether the activation pattern in regions that showed interaction 
effects between visual input and TMS (i.e. interaction effects between task-relevant bottom-up and 
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top-down signals) changed under different auditory contexts, we performed ROI analyses in those 
regions by extracting from each significant cluster the average parameter estimates for each 
condition and performing a direct comparison by means of analyses of variance (ANOVAs). 
Clusters were identified using an uncorrected auxiliary height threshold of p = 0.01 and no extent 
threshold. Please note that these analyses do not constitute a biased inference as the contrasts used 
for defining the regions of interest are orthogonal to those used for testing for modulatory effects of 
auditory context (Friston et al., 2006). 

Search Volume Constraints 

Except for the three-way interactions described above, effects were tested for within the entire brain 
and, based on our a priori hypothesis, in the auditory cortices. The region of interest for the auditory 
cortex was defined using the SPM Anatomy Toolbox (Eickhoff et al., 2005). The anatomical mask 
encompassed 975 voxels in the bilateral cytoarquitectonic maps TE 1.0, TE 1.1, and TE 1.2. 
Unless stated otherwise, we report activation at p < 0.05 corrected at the cluster level for multiple 
comparisons (family-wise error rate) based on Gaussian Random Field theory within the entire brain 
and using an auxiliary uncorrected voxel threshold of p = 0.01 (Hayasaka and Nichols, 2003). 

Eye monitoring (outside the scanner) 

To ensure that the observed activation pattern did not result from eye movements, twitches, or startle 
effects, 8 additional participants took part in a supplementary experiment performed with equivalent 
parameters outside the scanner. One experimental run was acquired per participant for each TMS 
condition. To account for the absence of the high-current filter used in the concurrent TMS-MRI 
setup (Moisa et al., 2009), the TMS intensity was reduced to 63% of total output. 
Horizontal and vertical eye movements were recorded using an iView XTM RED-III remote 
eyetracker system (SensoMotoric Instruments Inc., Needham/Boston, MA, USA) (50 Hz sampling 
rate). The eyetracking system was calibrated using a 13-point calibration. Eye position data were 
automatically corrected for blinks and converted to radial velocity.  
For each trial the mean distance (degrees) from the fixation cross, the number of saccades (defined 
by a radial eye velocity threshold > 30°/s for a minimum of 60ms duration and radial amplitude 
larger than 5°), and the number of blinks were quantified for the period during which the fixation 
cross was blue (see Experimental Design & Task).  
Across all participants saccades were almost completely absent, hence no further analyses were 
performed for this index. The two remaining indices were independently entered into a 3-way RM-
ANOVA with the factors TMS condition (right IPS and Sham), auditory context (A present and A 
absent) and task-relevant visual input (V present and V absent).   
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Results 

Behavioural Data 

Participants performed a demanding visual detection task. In every trial, they had to report their 
percept (seen or unseen) of a visual stimulus that was present in half of the trials. For each 
participant, the behavioural indices were calculated for visual present and visual absent trials 
separately for each auditory context and TMS condition. Averaged percent correct responses and 
reaction time data for each individual condition are summarized in Table 3.1. 
To test for significant differences between TMS conditions and auditory contexts, the proportion of 
correct responses for visual present and visual absent trials were entered in a 3-way RM-ANOVA. 
Apart from the expected main effect of visual input (F(1,9) = 27.142; p < 0.001), there were no main 
effects of TMS (F(1,9) = 0.059; p = 0.814) or auditory context (F(1,9) = 0.212; p = 0.656), nor were 
there interactions between TMS and auditory context (F(1,9) = 0.108; p = 0.750), TMS and visual 
input (F(1,9) = 0.006; p = 0.939), auditory context and visual input (F(1,9) = 0.053; p = 0.824), or 
between the three factors (F(1,9) = 0.859; p = 0.378). 
In addition, individual median reaction times were calculated for each condition separately. Reaction 
time data were entered in a 3-way RM-ANOVA with factors TMS condition (IPS, Sham), auditory 
context (A present, A absent) and task-relevant visual input (V present, V absent). This analysis did 
not reveal any significant main effects of TMS (F(1,9) = 0.240; p = 0.636) or visual input (F(1,9) = 
0.567; p = 0.471), nor were there significant interactions between the TMS and auditory context 
(F(1,9) = 0.526; p = 0.487), TMS and visual input (F(1,9) = 1.989; p = 0.192) or between the three 
factors (F(1,9) = 0.065; p = 0.805). However, there was a significant main effect of auditory context 
(F(1,9) = 6.145; p = 0.035) and a significant interaction between auditory context and visual input 
(F(1,9) = 7.644; p = 0.022). 
To summarize, in line with other concurrent TMS-fMRI studies (Blankenburg et al., 2010; Moisa et 
al., 2012), our TMS manipulation did not elicit any behavioural changes. Hence, our TMS 
manipulation functioned as a purely physiological perturbation method that allowed examining 
influences on remote interconnected brain areas.  

 
Table 3.1. Behavioural responses averaged across participants (± SD). 

TMS Sites 

Proportion Correct (%) Reaction Times (ms) 

A Present A Absent A Present A Absent 

V Present V Absent V Present V Absent V Present V Absent V Present V Absent 

IPS 75 ± 19 98 ± 1 74 ± 23 98 ± 1 704 ± 89 695 ± 79 710 ± 84 718 ± 63 

Sham 75 ± 14 99 ± 1 75 ± 13 99 ± 1 699 ± 93 675 ± 98 712 ± 99 704 ± 89 
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Figure 3.2. Overall Task Effects. Activations induced by contrasting (A) events and (B) blocks against the 
unmodelled baseline are rendered on an inflated SPM template of the entire brain. For illustrational purposes only, 
effects are displayed at a height threshold of p = 0.01 uncorrected and an extent threshold of 100 voxels.  

 
Conversely, the auditory context had a modulatory effect on reaction time data. Specifically, for 
visual absent trials participants were in average 26 ms faster to respond when a sound was presented, 
whereas the difference in reaction times between auditory contexts during visual present trials was 
not as pronounced but still apparent (9 ms). Hence, in particular for visual absent trials, the auditory 
signal served as a precise temporal cue for target onset, which resulted in accelerated responses. 

Neuroimaging Data 

The neuroimaging data were analysed in five steps. First, the overall task effects were evaluated. 
Second, the main effects of TMS were tested for by directly comparing IPS- and Sham-TMS 
conditions. Third, the effects of task-relevant visual input were characterized by pooling over 
auditory contexts and computing main effects of visual input and interaction effects with TMS. 
Forth, the main effects of auditory context and interactions between auditory context and TMS 
conditions were similarly identified. Lastly, modulatory effects of auditory input were evaluated in 
the entire brain and within those regions that showed interaction effects between task-relevant visual 
input and TMS condition. 

Overall Task Effects 

We initially contrasted blocks and events against the resting baseline condition in order to evaluate 
the overall task effects. Events elicited significant activations in the bilateral auditory cortices likely 
as a result of the TMS clicks that were absent during baseline periods (Fig. 3.2A). Furthermore, 
significant effects were also observable in a motor network comprising the left motor cortex (Fig. 
3.2A) and the right cerebellum (not shown), which is consistent with button-responses given with 
the right hand.  
As expected, block periods increased activations in the attentional network that included bilateral 
frontoparietal regions and the bilateral insulae, plus areas of the occipital, motor and temporal 
cortices (Fig. 3.2B). 
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Main Effects of TMS  

Main effects of TMS were identified by directly comparing IPS- and Sham-TMS conditions while 
pooling over auditory contexts and visual input. IPS- relative to Sham-TMS increased activations in 
the right parietal cortex. Precisely, significant activation clusters were found in the right superior 
parietal lobe, extending to the right postcentral gyrus and the right paracentral lobule (see Fig. 3.3A 
and Table 3.2). The average coil position for IPS stimulation is shown as a green circle in Fig. 3.3A. 
Note that IPS- relative to Sham-TMS did not activate the auditory and somatosensory cortices, 
suggesting that the Sham condition served as a good control for non-specific TMS effects in this 
study. 
The comparison for Sham relative to IPS-TMS did not reveal any significant effects. 

Effects of task-relevant visual input 

Main Effects 

Main effects of task-relevant visual input were calculated by pooling over auditory contexts and 
TMS conditions. The presence of targets increased activations in the right anterior insula, extending 
to the right inferior frontal gyrus (Fig. 3.3B.i, Table 3.2), a region that was often reported to be part 
of the salience network (Menon and Uddin, 2010). Notably, targets did not activate the primary 
visual cortex. This can be explained by the nature of our visual stimuli. Their size and duration, 
together with their peripheral location were probably not strong enough to produce BOLD activity in 
primary visual areas that could be reliably detected at the spatial resolution of our whole-brain EPI 
images.  
However, deactivations in the left lingual and middle occipital gyri and the bilateral inferior occipital 
and fusiform gyri were observed for the comparison between visual absent and visual present trials 
(see Fig. 3.3B.i and Table 3.2). Specifically, independently of the TMS condition deactivations in 
these areas were increased for visual absent relative to visual present trials. Supplementary 
significant activations were also observed in the left orbitofrontal cortex and parahippocampal gyrus 
(Table 3.2). 

Interaction Effects with TMS 

Visual state-dependent TMS effects were characterized by testing for interactions between visual 
input and TMS conditions. The interaction contrast between (AV + V) > (A + ¬V) and IPS > Sham 
revealed significant activation clusters in the right fusiform gyrus extending to the right inferior and 
middle temporal gyri (lower part of Fig. 3.3B.ii, Table 3.3) and in the right posterior/middle insula 
extending laterally to the posterior part of BA44 (Fig. 3.3C, Table 3.3). In visual areas, parameter 
plots suggest that TMS over the IPS modulated activations in occipito-temporal visual regions by 
specifically increasing visual-evoked responses up to the level observed during visual absent trials.  
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Figure 3.3. (A) Main Effects of TMS. Activations induced in the right parietal cortex by IPS- relative to Sham-TMS. 
The green circle marks the averaged reached position of the TMS coil during IPS stimulation. (B) Effects of Task-
relevant Visual Input. (i) Main Effects. Activations induced in the right anterior insula by comparing visual present 
relative to visual absent and in the inferior occipital/lingual gyrus by comparing visual absent relative to visual 
present trials. (ii) Interaction Effects with TMS. Interaction effects between visual input and TMS conditions in the 
right inferior parietal cortex and in the right middle temporal/fusiform gyrus. (C) Modulatory Effects of Auditory 
Context. Activations in the right posterior insula showing interaction effects between TMS and visual input that were  
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In contrast, the interaction contrast between (AV + V) > (A + ¬V) and Sham > IPS showed effects in 
the right angular gyrus and inferior parietal lobe (upper part of Fig. 3.3B.ii, Table 3.3). Here, 
independently of the auditory context, IPS-TMS abolished visual-evoked activations observed 
during normal processing conditions.  

Effects of Auditory Context  

Main Effects 

Main effects of auditory context were identified in an equivalent way to those of visual input. In 
particular, we evaluated auditory-evoked effects by pooling over the remaining conditions. Given 
the a priori hypotheses that auditory stimuli should activate auditory cortices, these effects were 
tested for within an anatomically defined mask comprising primary auditory areas (see Search 
Volume Constraints). Indeed, the presence of auditory stimuli increased activations in bilateral 
auditory cortices, with a significant activation cluster in the right Heschl’s gyrus (Fig. 3.4A.i, Table 
3.2). The absence of more reliable activations can be explained by the fact that the auditory cortex 
was already being strongly activated by the additional scanner noise and TMS clicks (see Overall 
Task Effects), which rendered the auditory stimuli too weak to elicit additional significant 
activations. The opposite comparison did not reveal any effects. 

Interaction Effects with TMS 

In addition, interaction effects between auditory context and TMS condition were tested for within 
the entire brain. Particularly, the interaction contrast between (AV + A) > (V + ¬V) and IPS > Sham 
revealed effects in the right middle temporal gyrus extending to the right angular and middle 
occipital gyri (Fig. 3.4A.ii, Table 3.3). This activation cluster did not survive multiple comparisons 
across the entire brain. However, it is referred here for completeness, as its location closely 
corresponds to areas of the posterior superior temporal sulcus that not only exhibit response overlaps 
to both visual and auditory stimulation in isolation (Driver and Noesselt, 2008) but have also been 
implicated in audiovisual temporal and object processing (Lewis et al., 2005; Noesselt et al., 2007). 

 

 

 

 

modulated by the auditory context. All effects are rendered on an inflated SPM template of the entire brain and 
displayed on sagittal and axial slices of a mean image created by averaging the subjects’ normalized structural 
images. For illustrational purposes only, effects are displayed at a height threshold of p = 0.01 uncorrected and an 
extent threshold of 100 voxels. Bar plots represent mean cluster parameter estimates (± standard error of the mean) at 
the respective locations displayed on the left, which were obtained by averaging across voxel-wise beta values 
extracted from each cluster for each individual condition. The bar graphs represent the size of the effect in non-
dimensional units (corresponding to % whole-brain mean). 
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Modulatory Effects of Auditory Context 

To examine how auditory context modulated the task-induced activation pattern, audiovisual 
interactions and 3-way interactions between all the three factors were tested for within the entire 
brain and within those regions showing visual state-dependent TMS effects.  
Specifically, for each participant beta values were averaged within clusters that exhibited significant 
interactions between visual input and TMS condition. These clusters were localized in the right 
posterior/middle insula extending laterally to the posterior ventral lateral prefrontal cortex (VLPFC), 
the right fusiform/middle temporal gyrus and the right inferior parietal lobe (Table 3.3). For each 
cluster, individual averaged beta values were entered in 3-way RM-ANOVAs with factors TMS 
condition (right IPS, Sham), auditory context (A present and A absent) and visual input (V present 
and V absent). As expected, all clusters exhibited significant interactions between visual input and 
TMS (right insula: F(1,9) = 50.039; p < 0.001; right fusiform: F(1,9) = 47.115; p < 0.001; right inferior  
 
 
 
Table 3.2. Main Effects  

Brain Regions 

MNI Coordinates (mm) Z Score 

(peak) 

#Voxels in 
Cluster 

pFWE-value 

(cluster) x y z 

Main Effects of TMS     
IPS > Sham      

Right Superior Parietal Lobule 16 -68 58 4.15 737 0.009 

Right Postcentral Gyrus 12 -40 70 3.99   

Right Paracentral Lobule 8 -44 68 3.96   

Main Effects of Visual Target Presence 

(AV + V) > (A + ¬V)IPS + Sham       

Right Anterior Insula  38 16 -10 3.89 443 0.009 

Right Inferior Frontal Gyrus  50 12 8 3.56   

(A + ¬V) > (AV + V)IPS + Sham       

Left Inferior Occipital Gyrus -30 -84 -8 4.04 410 0.032 

Left Middle Occipital Gyrus -28 -78 4 3.49   

Left Lingual Gyrus -26 -86 -16 3.27   

Left Fusiform Gyrus -30 -78 -18 3.06   

Left Hippocampus -22 -24 -30 3.73 534 0.007 

Left Parahippocampal Gyrus -18 -26 -18 3.57   

Left Anterior Fusiform Gyrus -36 -22 -28 3.34   

Left Mid Orbital Gyrus -8 48 -8 3.30 397 0.038 

Right Rectal Gyrus 10 36 -20 2.95   

Main Effects of Auditory Context       

(AV + A) > (V + ¬V)IPS + Sham       

Right Heschl’s Gyrus 46 -24 12 4.05 101* 0.025* 
Right Superior Temporal Gyrus  50 -14 4 2.62  0.323* 
Left Superior Temporal Gyrus -48 -28 16 3.61 118* 0.266* 

p-values are reported at the cluster level and corrected for multiple comparisons within the entire brain or at the peak level within 
the auditory cortex (*) using an auxiliary uncorrected voxel threshold of p = 0.01 and an extent threshold of 0 voxels. FWE = 
Family-wise error correction. 
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Figure 3.4. Effects of Auditory Context. (A) (i) Main Effects. Activations induced in auditory cortices by 
comparing auditory present relative to auditory absent trials. (ii) Interaction Effects with TMS. Activations in the right 
posterior middle temporal gyrus that resulted from the interaction between auditory context and TMS. All effects are 
displayed on coronal, sagittal and axial slices of a mean image created by averaging the subjects’ normalized 
structural images. For illustrational purposes only, effects are displayed at a height threshold of p = 0.01 uncorrected 
and an extent threshold of 100 voxels. Bar plots represent mean cluster parameter estimates (± standard error of the 
mean) at the locations displayed on the left, which were obtained by averaging across voxel-wise beta values 
extracted from each cluster for each individual condition. The bar graphs represent the size of the effect in non-
dimensional units (corresponding to % whole-brain mean). 
 

parietal: F(1,9) = 40.982; p < 0.001). Likewise, there was a significant main effect of visual input 
within the occipital and parietal clusters (occipital: F(1,9) = 5.644; p = 0.042; parietal: F(1,9) = 5.618; p 
= 0.042). 
Crucially, there was also a significant three way interaction between visual input, auditory context 
and TMS condition in the insular cluster (F(1,9) = 8.350; p = 0.018). In particular, in this region the 
auditory input reduced the interaction effects between visual input and TMS condition (Fig. 3.3C, 
right). 
At the whole-brain level the analyses did not reveal significant effects when corrected at the cluster 
level for multiple comparisons. 

Eyetracker Data 

Two independent 3-way RM-ANOVAs with factors TMS condition (right IPS and Sham), auditory 
context (A present and A absent) and task-relevant visual input (V present and V absent) were 
performed for the mean distance from the fixation cross and the number of blinks. 
For the number of blinks index, the analysis did not show main effects of TMS (F(1,7) = 0.112; p = 
0.748), visual input (F(1,7) = 0.028; p = 0.872) or auditory context (F(1,7) = 0.385; p = 0.555). There 
were also no significant interactions between TMS and auditory context (F(1,7) = 2.194; p = 0.182), 
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TMS and visual input (F(1,7) = 1.823; p = 0.219) or visual input and auditory context (F(1,7) = 1.057; p 
= 0.338), nor was there a significant three way interaction between all factors (F(1,7) = 0.420; p = 
0.538).  
For the mean distance from the fixation cross, there was no main effect of TMS (F(1,7) = 1.343; p = 
0.285), visual input (F(1,7) = 0.294; p = 0.604) or a main effect of auditory context (F(1,7) = 0.164; p = 
0.698). The analysis did also not result in significant interactions between TMS and auditory context 
(F(1,7) = 0.175; p = 0.689), TMS and visual input (F(1,7) = 0.553; p = 0.482) or visual input and 
auditory context (F(1,7) = 0.345; p = 0.575), nor was there a significant interaction between the three 
factors (F(1,7) = 0.633; p = 0.452).  
None of the RM-ANOVAs revealed any significant main effects or interactions demonstrating that 
differences in eye movements are unlikely to account for the observed activation profile in our fMRI 
data. 
 
Table 3.3. State-dependent TMS effects 

Brain Regions 

MNI Coordinates (mm) Z Score 

(peak) 
#Voxels in Cluster 

pFWE-value 

 x y z 

Interactions between TMS and Visual 
Input 

     

(AV + V) > (A + ¬V)IPS > (AV + V) > (A + ¬V)Sham 

Right Posterior/Middle Insula 44 4 2 3.80 478 0.010 
Right Rolandic Operculum 
(BA44) 

60 8 2 3.72   
Right Temporal Pole 54 4 -2 3.47   
Right Inferior Frontal Gyrus 42 18 10 2.65   
Right Inferior Temporal Gyrus 54 -58 -10 3.69 420 0.022 
Right Middle Temporal Gyrus 46 -68 2 3.47   
Right Fusiform Gyrus 34 -42 -20 3.31   
Right Hippocampus 34 -10 -18 4.14 351 0.056 
Right Insula 38 -12 -12 3.91   
Right Putamen 36 -10 2 3.57   

(AV + V) > (A + ¬V)Sham > (AV + V) > (A + ¬V)IPS  

Right Angular Gyrus 44 -58 40 4.43 444 0.016 
Right Inferior Parietal Lobule 44 -52 40 3.92   

Interactions between TMS and Auditory Context     

(AV + A) > (V + ¬V)IPS > (AV + A) > (V + ¬V)Sham 

Right Middle Temporal Gyrus 50 -58 4 4.26 328 0.125 
Right Angular Gyrus 50 -68 30 3.52   
Right Middle Occipital Gyrus 54 -68 24 3.23   

p-values are reported at the cluster level and corrected for multiple comparisons within the entire brain using an auxiliary 
uncorrected voxel threshold of p = 0.01 and an extent threshold of 0 voxels. FWE = Family-wise error correction. 
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Discussion 

This concurrent TMS-fMRI study investigated the effects of IPS-TMS on task-related activity in a 
context of sustained attention to the left visual hemifield. To engage the attentional network, 
participants performed a demanding visual detection task that manipulated bottom-up visual input in 
a peripheral visual location. Moreover, since the detection of sensory stimuli can be influenced by 
co-occurring task-irrelevant sensory events, we further manipulated the bottom-up sensory context 
by introducing runs in which an auditory sound was presented at target-onset independently of the 
actual presence of the task-relevant visual input. Behaviourally, IPS-TMS did not interfere with 
normal task performance, thus ensuring that TMS-induced modulations on task-related activations 
were not confounded by behavioural changes. Conversely, the introduction of the bottom-up 
auditory context reduced the temporal uncertainty for task-relevant responses, as reflected by a 
diminishing effect of sound on reaction time data that was particularly evident for target absent 
trials. At the BOLD level, the acquisition of whole-brain EPI images revealed interactions between 
bottom-up and top-down signals induced by IPS-TMS in the right inferior parietal and occipito-
temporal areas and in regions of the right posterior/middle insular cortex extending to the VLPFC. In 
the latter regions these interactions were further modulated by the additional auditory context. 
To appropriately interact with the environment, the brain needs to be able to detect relevant sensory 
events even in cluttered surroundings. An influential model of attention control postulates the 
existence of two anatomically separate networks each undertaking distinct attentional functions 
(Corbetta and Shulman, 2002; Corbetta et al., 2008). According to this account, a dorsal 
frontoparietal network, comprising the superior parietal lobe, the IPS and the frontal eye fields, 
supports top-down endogenous attention by controlling factors such as prior knowledge, 
expectations and current goals. On the other hand, a mostly right lateralized ventral frontoparietal 
network, composed of the temporo-parietal junction (TPJ) and areas of the ventral frontal cortex that 
include the anterior insula, is involved in stimulus-driven control and responds to the detection of 
behaviourally relevant sensory events in the environment. Consistent with its role in the ventral 
attentional network, the anterior insula has likewise been considered a critical hub of the salience 
network that enables task-related information processing through the amplification of salient sensory 
events (Menon and Uddin, 2010). In line with previous research, our results show activation 
increases in the right anterior insula evoked by the presence of the task-relevant visual input (Fig. 
3.3B.i). Interestingly, target-evoked increases in the right anterior insula were mirrored in bilateral 
occipito-temporal visual areas by target-evoked activation suppressions relatively to the level 
observed during target absent trials (Fig. 3.3B.i). This stimulus-driven anti-correlated activation 
pattern shared by a node of the ventral attentional/salience network and occipito-temporal visual 
areas raises the question of whether these effects in visual areas are purely driven by bottom-up 
sensory input or instead reflect an interaction between top-down and bottom-up factors.  
In fact, numerous studies have shown that activity in extrastriate visual areas can be modulated by 
attention (e.g. Martínez et al., 1999; Hopfinger et al., 2000; Yantis and Serences, 2003). For 
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instance, Kastner et al. (1999) showed that activation in visual areas can increase even in the absence 
of visual stimulation by the mere anticipation of a behaviourally relevant stimulus.  The authors 
propose that such increases might reflect top-down attentional biases prompted by covertly attending 
to the expected stimulus location. In this regard, the relative suppression induced by the task-
relevant visual input in our study might similarly reflect the end of expectation for the visual 
stimulus following its detection in the right anterior insula.  
As part of the dorsal attentional network, the IPS stands as a potential candidate for the source of 
these sensory-dependent top-down influences. In fact, alongside its role in top-down attention, the 
IPS has been shown to be sensitive to stimulus-driven aspects of attentional control (Geng and 
Mangun, 2009) and to integrate sensory and goal-directed information in order to form a priority or 
salience map of the environment (Gottlieb, 2007; Ptak, 2012). To investigate the role of this region 
in stimulus-dependent modulations during a demanding attentional context, we used TMS to disturb 
activity in the right anterior IPS during task performance. Relative to Sham-TMS, IPS stimulation 
induced activation increases in the right superior parietal lobes that were insensitive to the current 
bottom-up visual input (Fig. 3.3A). Yet, this TMS perturbation interacted with the task-relevant 
visual input in the inferior parietal lobe (IPL), in particular in the right angular gyrus (Fig. 3.3Bii). 
Although sometimes included as part of the TPJ in the ventral attentional network (Corbetta and 
Shulman, 2002; Chambers et al., 2004a), attention literature has more generally associated this 
region with sustaining attention during task-performance as well as with the detection of salient 
events in the environment (for a review see Singh-Curry and Husain, 2009). Moreover, in a recent 
attempt to identify a unified function that takes into account its involvement in a variety of cognitive 
tasks, it has been proposed that the angular gyrus integrates bottom-up information and top-down 
predictions in a context-dependent fashion through a complex interplay with other neural systems 
that are important for the task at hand (Seghier, 2013).  
In accordance with these accounts, under normal processing conditions the IPL showed equivalent 
activation increases in response to task-relevant visual input. Conversely, disturbing IPS activity 
with TMS eliminated these relative increases (Fig. 3.3B.ii). More remarkably, these IPS-TMS 
modulations were accompanied by stimulus-evoked amplifications in right visual occipito-temporal 
areas up to the level observed for target-absent trials (Fig. 3.3B.ii). Thus, the seemingly stimulus-
driven activation pattern observed in visual areas was actually influenced by perturbation of ongoing 
top-down signals. In keeping with the idea of expectation biases induced by covertly attending to the 
stimulus location, these results suggest that under normal processing conditions, the task-relevant 
visual input was detected by the IPL (possibly in combination with the anterior insula), thereby 
triggering the end of expectations in visual areas. However, the disruption of IPS activity interfered 
with the detection of task-relevant events in the IPL, which consequently abolished top-down 
expectation biases in visual cortices. Yet, more important than their exact interpretation, these 
effects reflect an interaction between bottom-up and top-down factors that were not directly exerted 
by the IPS, but involved different areas across sensory and attentional systems.  
The previous observations considered interactions between task-relevant stimuli and top-down 
signals. However, in natural situations relevant events are embedded in a continuous stream of 
irrelevant sensory information. In circumstances in which a task-relevant stimulus is paired through 
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temporal or spatial constraints with signals from other sensory modalities, the additional sensory 
information might even influence task performance in a detrimental or beneficial way (Lippert et al., 
2007; Fiebelkorn et al., 2011; Kim et al., 2012). We investigated the effects of different sensory 
contexts by introducing auditory stimuli as an additional contextual factor across runs. 
Behaviourally, the auditory contextual effect on task processing was evident from accelerated 
decisions, in particular in the absence of the task-relevant visual stimulus. Thus, whilst not 
informative of the correct response, the auditory sound contained task-relevant temporal information 
that influenced ongoing top-down processes.  
In the brain, these influences were manifested by modulatory effects of auditory context in the right 
posterior/middle insula extending laterally to the posterior VLPFC. Specifically, interactions 
between TMS and task-relevant visual input in these regions were significantly attenuated during 
auditory runs (Fig. 3.3C). Contrasting its more anterior counterpart, the posterior/middle insula has 
been associated with sensorimotor integration (Kurth et al., 2010; Cauda et al., 2011; Deen et al., 
2011). Furthermore, it has not only been shown to respond to stimuli from different sensory 
modalities (Downar et al., 2000) but also to substantiate audiovisual integration processes (Calvert et 
al., 2001; Naghavi et al., 2007). On the other hand, the posterior VLPFC has been associated with 
contextual sensory control and action selection (Koechlin and Summerfield, 2007; Verbruggen et al., 
2010; Levy and Wagner, 2011). Thus, the interactions between TMS and the task-relevant visual 
input in these regions might reflect an exchange of control signals with the IPS to support the 
mapping of sensory stimuli into appropriate behavioural responses. Moreover, the auditory 
modulations emphasise the contextual nature of this exchange, whereby an auditory sound endowed 
with supplementary implicit timing information is able to reduce the need for top-down control from 
parietal regions. 
To summarize, using concurrent TMS-fMRI this study provided causal evidence for interactions 
between task-relevant bottom-up input and top-down signals under a context of high attentional 
demands. Specifically, IPS-TMS abolished target-evoked activation increases in the right IPL, while 
having complementary effects in right occipito-temporal visual areas. This pattern suggests that 
processing of relevant sensory information during goal-directed behaviour involves a complex 
interplay between these regions. Moreover, in areas of the right posterior/middle insular cortex and 
the right VLPFC, interactions between TMS and visual input were modulated by the current auditory 
context. We propose that IPS-TMS influences in these regions reflect the exchange of control signals 
associated with the planning of an appropriate response, which is attenuated with the occurrence of 
an extra auditory sound loaded with implicit top-down information related to the task. 
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Abstract 

Accumulating evidence supports the existence of a distributed network of frontoparietal and sensory 
areas that is involved in the detection of environmental visual stimuli. Moreover, it is increasingly 
acknowledged that while distinct nodes in this network have its own specialized function, they 
interact in a dynamical and context-dependent manner in order to achieve an appropriate and flexible 
behaviour. Whereas offline TMS studies have provided invaluable insights about the functionally 
role of specific nodes, they preclude inferences from a network perspective. This study used 
concurrent TMS-fMRI to evaluate differential TMS effects over two distinct nodes within this 
network on task-related BOLD activations during a demanding attentional task. Specifically, we 
applied 4 bursts of TMS over right occipital (Occ) cortex (BA17/18) and the right anterior IPS, 
while participants reported their percept (seen/unseen) of a visual stimulus presented on 50% of the 
trials in their left lower visual field. TMS effects of each experimental stimulation site were 
evaluated by independently comparing them with a control Sham-TMS condition. Our results show 
an overlap of Occ- and IPS-TMS main effects in right parietal lobes. However, interaction effects 
between TMS and visual input in occipito-temporal areas were specific for IPS-TMS. Together, 
these results suggest two distinct mechanisms underlying TMS-induced activations in parietal 
cortices: while IPS-TMS effects emerge as a result of locally perturbed activity that influences 
activations in remote occipito-temporal areas, Occ-TMS effects likely reflect compensatory 
mechanisms to counteract perturbed activity in low-level visual areas.  
 
Keywords: interleaved/concurrent TMS-fMRI, right anterior parietal cortex, right occipital cortex, 
bottom-up vs. top-down 
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Introduction 

Perceptual and attentional processes rely on a highly distributed and dynamic network of regions 
supporting interactions between sensory structures and frontoparietal brain areas. Most of the 
evidence for these interactions comes from research on the visual system. In fact, whereas it was 
traditionally thought that visual information processing occurred in a strictly hierarchical 
feedforward manner, it is now evident that sensory encoding in early visual areas can likewise be 
modulated by signals arising from higher-order association areas (Büchel et al., 1998; Kastner et al., 
1999; Hopfinger et al., 2000; Bullier et al., 2001; Cardin et al., 2011). Moreover, there is increasing 
evidence showing that this signal exchange between different cortical structures does not operate in 
a unidirectional and independent fashion but relies on a bidirectional and recurrent interchange of 
feedback and feedforward information (Mumford, 1992; Lamme and Roelfsema, 2000; Rauss and 
Pourtois, 2013).  
By providing a focal and non-invasive way of interfering with neural activity in the stimulated 
region, transcranial magnetic stimulation (TMS) has frequently been employed to investigate the 
role of specific nodes within this network of frontoparietal and sensory regions during attentional 
and perceptual processes. For instance, numerous behavioural studies have reported performance 
disturbances during visuospatial tasks when TMS was applied to the parietal cortices (Pascual-Leone 
et al., 1994; Hilgetag et al., 2001; Thut et al., 2005; Oliver et al., 2009). When applied over the 
occipital cortex, single pulse TMS or short TMS bursts can interfere with normal visual perception 
(Amassian et al., 1989; Kastner et al., 1998; Kamitani and Shimojo, 1999; Kammer et al., 2005b; 
Thielscher et al., 2010) or elicit visual percepts designated as phosphenes (Boroojerdi et al., 2000; 
Cowey and Walsh, 2000; Stewart et al., 2001; Rauschecker et al., 2004; Kammer and Baumann, 
2010), thereby providing valuable insights on the role of early visual areas in conscious visual 
processing. 
Yet, while these studies are extremely useful in establishing causal structure-function relationships, 
they fall short in elucidating how TMS interacts with activity both in the locally targeted area and 
from a network perspective. One way to partially overcome this limitation is by applying dual-site 
TMS protocols to study interactions between two interconnected brain areas. In particular, when 
applied to the visual system, these protocols have demonstrated feedback modulations from higher 
to earlier visual areas (Pascual-Leone and Walsh, 2001; Silvanto et al., 2005a, 2006; Koivisto et al., 
2010). For instance, targeting areas V1/V2 and V5 at different time windows during a motion 
detection task, Silvanto et al. (2005b) have shown that the two critical windows for inducing 
suppression effects in V1/V2 flanked the critical window for V5 stimulation, thus suggesting 
complex recurrent interactions between the two regions in order to promote conscious vision. 
An alternative to dual-site protocols is to directly evaluate the effects of TMS on local and distal 
interconnected regions by concurrently measuring activity in these regions through imaging 
techniques, such as EEG, PET or fMRI (for reviews see: Reithler et al., 2011; Bestmann and 
Feredoes, 2013). In particular, the concurrent combination of TMS and fMRI has recently provided 
causal evidence for modulatory influences from parietal and frontal areas on visual cortices (Ruff et 
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al., 2006, 2008; Blankenburg et al., 2010; Feredoes et al., 2011; Leitão et al., 2013). Critically, these 
modulatory influences highly depend on the current state of the modulated area. For instance, in a 
previous study (Chapter 3) we investigated how TMS to the right anterior intraparietal sulcus (IPS) 
modulated task-related activations during a demanding visual detection task that involved covert 
attention to the left visual field. Our results revealed that IPS- relative to Sham-TMS abolished 
target-evoked activation increases in the right inferior parietal lobe, while having opposite effects in 
right occipito-temporal visual areas. This pattern of activations suggests that processing of relevant 
sensory information during goal-directed behaviour involves a complex interplay between these 
regions.  
While several previous concurrent TMS-fMRI studies have applied TMS to higher-order frontal and 
parietal regions to investigate top-down influences on visual areas, there is an absence of studies 
using this methodology to examine the effects of occipital TMS on task-related activations. 
However, since the detection of environmental stimuli relies on a distributed network of dynamically 
interacting areas, it is important to evaluate the effects of stimulating low-level sensory areas and to 
examine in which way these differ from those provoked by stimulation of higher-order association 
cortices in identical experimental paradigms.  
The present study aimed to investigate the differential effects of parietal and occipital stimulation on 
task-related BOLD activations during a spatially selective visual attention task. Participants 
maintained covert attention to the left lower visual field where a low contrast visual target was 
presented in 50% of the trials. Critically, the contrast of the target was adapted for each subject to be 
associated with approximately 70% detection rate.  In two separate sessions, we applied 4 TMS 
pulses (10 Hz) starting 200 ms after trial begin (i.e. 100 ms after target onset in target present trials) 
to the right IPS or to the right occipital cortex (BA17/BA18). Since direct comparisons between 
experimental TMS conditions are difficult to interpret in the absence of a neutral control condition, 
we evaluated the main effects of TMS by comparing each of the experimental conditions (Occ/IPS) 
with an additional control Sham-TMS session. Similarly, to investigate state-dependent TMS effects, 
interactions between Occ/IPS-TMS and task-relevant visual input were assessed in an analogous 
fashion.  
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Materials and Methods  

Participants 

Eight participants (3 male; mean age: 30.9 years; standard deviation: 8.2; Edinburgh Handedness 
inventory score (mean ± SD) of 75±17.7) took part in the experiment. Participants were right-handed 
with no history of neurological illness, had normal or corrected-to-normal vision and reported 
normal hearing. All participants gave informed consent prior to participation and the study was 
approved by the Human Research Ethics Committee of the Medical Faculty at the University of 
Tübingen.  

Experimental Design & Task 

The 2x2x3 factorial design manipulated: (i) task-relevant visual input (V present, V absent) (ii) 
auditory context (A present, A absent) and (iii) TMS condition (right occipital cortex, right anterior 
IPS, Sham) (Fig. 4.1A). Note that the data sets for IPS stimulation have already been reported in our 
previous study that focused on the effects of IPS-TMS on a larger number of participants (Chapter 
3). 
In a visual detection paradigm, participants reported their percept (seen/unseen) of a visual stimulus 
presented in their left lower visual field, while at the same time fixating a cross presented throughout 
an entire run in the centre of the screen (see Stimuli and Stimuli Presentation). Restricting the 
stimulus location to the left side of visual field was preferred in this first step, as it has been shown 
that different effects for contra- and ipsi-lateral stimuli can be elicited when stimulating parietal and 
occipital cortices (e.g. Pascual-Leone et al., 1994; Hilgetag et al., 2001; Romei et al., 2010). 
The task was performed under two different auditory contexts. In auditory runs, an auditory sound 
(see Stimuli and Stimuli Presentation) was presented synchronously with target onset, regardless of 
the presence/absence of the task-relevant visual input. Thus, in auditory runs the sound did not 
predict the presence of the visual stimulus. In the remaining runs, no auditory sound was presented 
(see Fig. 4.1C). Therefore, considering all runs together resulted in four distinct sensory conditions: 
visual present trials presented with (AV) and without (V) a synchronously presented auditory sound 
and similarly, visual absent trials during which an auditory sound could be present (A) or absent 
(¬V). Participants were instructed to answer ‘seen’ only when completely sure and to report 
‘unseen’ otherwise. Each participant was trained in a minimum of six runs prior to going inside the 
scanner. 
Each trial started with the change of the fixation cross colour from grey to blue. After 100 ms the 
visual stimulus was presented with 50% probability (Fig. 4.1B). Independently of the type of trial (V 
present, V absent), 4 TMS pulses were subsequently applied (see Data Acquisition and TMS 
Procedures; Fig. 4.1C). After 600 ms of trial begin, the fixation cross turned back to grey and 
remained like this for 2690 ms until the onset of the next trial. The interstimulus interval amounted 
thus to 3290 ms, equalling one TR of the EPI acquisition. 
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Figure 4.1. Experimental Design. (A) 2x2x3 factorial design manipulating (i) task-relevant visual input (V present, 
V absent), (ii) auditory context (A present, A absent) and (iii) TMS condition (Occ, IPS, Sham). (B) Timeline 
example of stimuli presentation. Blocks of 12 trials started and ended with a grey fixation cross and were interleaved 
with baseline periods, during which the fixation cross turned red. A trial began when the fixation cross turned blue. In 
target present trials, the visual stimulus was presented 100 ms after trial begin. After a total period of 600ms the 
fixation cross turned back to grey and remained like this until the next trial. (C) Illustration of the concurrent TMS-
fMRI protocol and stimuli presentation timing for three scans (last scan corresponding to the end of the block) for i. 
auditory absent and ii. auditory present runs. Within a block the fixation cross was grey during volume acquisition 
and blue during the acquisition gaps. At 100 ms after trial begin, the task-relevant visual stimulus was either present 
(first depicted trial) or absent (second depicted trial). Bursts of 4 TMS pulses were applied during acquisiton gaps at 
10 Hz and started 100 ms after the target onset time. 

 
Trials were presented in blocks of twelve that started and ended with a grey fixation cross. These 
were interleaved with baseline periods of 13 seconds, which were made explicit via a red fixation 
cross. Hence, the colour of the fixation cross induced changes in the attentional settings of the 
participants: while blue or grey were accompanied by a high attentional load, red represented little 
attentional demands.  
Each run consisted of seven blocks and there were eight runs per TMS condition. For each TMS 
condition, the auditory context was manipulated across runs following an ABBA design that was 
counterbalanced across participants. Hence, there were four runs per auditory context and a total of 
168 trials per experimental condition.  
The three TMS conditions (Occ, IPS, Sham) were performed in different sessions and the order was 
counterbalanced across participants. For each participant, the order of conditions (i.e. visual 
present/absent) was fully randomized within and across the eight runs that constituted a session. 
Across sessions, the same order of conditions was used. 

Stimuli and Stimuli Presentation 

The task-relevant visual stimulus consisted of a small (9x9 pixels, visual angle: 0.52°) square 
presented for one frame (i.e. 16ms) on a grey background. When present, the visual stimulus 
appeared in the centre of a blue placeholder (40x40 pixels, visual angle: 2.3º) that was continuously 
presented throughout an entire run and positioned 12º left and 5º down relative to the fixation cross.  
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The grey level of the square was individually determined in a Quest Procedure (Watson and Pelli, 
1983) inside the scanner aiming at a detection threshold of 70% and using the same parameters as 
the main experiment. The grey level was approximated by the use of dithering. Hence, instead of 
being a homogenous square, our stimulus was effectively a cloud of white pixels within the square. 
Importantly, identical grey levels were used across TMS conditions.  
To increase integration between auditory and visual stimuli, auditory stimuli were generated so as to 
be perceived at the approximate location of the visual target. Since auditory spatial localization is 
enhanced when stimuli have a broad range of frequency content, white noise is often used in 
auditory spatial localization paradigms. However, owing to scanner noise and TMS clicks, white 
noise was not salient enough in the context of this experiment. Therefore, an auditory stimulus was 
created by adding sinusoidal tones with frequencies of 130.81 Hz, 164.81 Hz and 196 Hz and the 
following six terms of their respective geometric progressions  (i.e. 2n*f, where f represents each of 
the three base frequencies and 1 ≤ n ≤ 6). Hence, the auditory sound spanned a total of seven octaves 
and ranged from 130.81 Hz to 12543.58 Hz.  This auditory signal was then convolved with spatially 
specific head-related transfer functions (HRTFs) to create a left localized stimulus. The HRTFs were 
pseudo-individualized by matching participants’ head width, height, depth and circumference to the 
anthropometry of participants in the CIPIC database (Algazi et al., 2001). The duration of each 
auditory stimulus was 40 ms. 
Visual and auditory stimuli were presented using Psychophysics Toolbox version 3.0.10 (Brainard, 
1997; Kleiner et al., 2007) running on MATLAB 7.9 (MathWorks Inc, MA, USA) and a Macintosh 
laptop running OS-X 10.6.8 (Apple Inc, CA, USA). The visual stimulus was back-projected onto a 
frosted Plexiglas screen using a LCD projector (JVC Ltd., Yokohama, Japan; resolution: 800x600 
pixels, refresh rate: 60Hz, viewing distance: 48 cm) visible to the participant through a mirror 
mounted on the MR-head coil. In addition, the lights in the scanner were switched off and the 
experiment was performed after a period of dark adaptation. Auditory stimuli were presented via 
MR-compatible electrodynamic headphones at a sampling frequency of 44100 Hz (MR Confon 
GmbH, Germany). Furthermore, earplugs were used to attenuate both scanner and TMS noise. 
Participants indicated their response (i.e. target seen or unseen) with their right hand using a MR-
compatible custom-built button device connected to the stimulus computer. 

TMS Sites 

TMS was applied over the right anterior IPS and the right occipital cortex (Occ) as experimental 
sites and Sham TMS was included as a control condition.  
The MNI coordinates (x = 42.3, y = -50.3, z = 64.4) reported by Oliver et al (2009) as a position 
over which TMS disrupted visuospatial processing were adopted for the parietal stimulation site.  
The choice of the occipital site followed the same criterion as the one used for the parietal site. 
Specifically, stimulation of the occipital site should be associated with interference of visuospatial 
perceptual processing. Thus, in order to determine an appropriate occipital coil position, a pilot 
hunting procedure with seven additional participants was performed outside the scanner.  
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In a previous study investigating the neural correlates of visual suppression, Thielscher et al. (2010) 
identified the MNI coordinates (x = -18; y = -102; z = 3) as the averaged centre of mass coordinates 
showing suppression effects for stimuli presented parafoveally in the right lower visual field. In our 
experiment, stimuli were presented more peripherally in the left lower visual field. To adjust for this 
stimulus location, a 3x3 grid of coil positions with an equidistant spacing of 1 cm was placed on the 
participants’ skull over the right hemisphere and oriented parallel to the midline between both 
hemispheres. Moreover, given the retinotopic organization of the visual cortex and our lower 
stimulus position, the middle point in the last row of the grid corresponded to the MNI coordinates 
reported by Thielscher et al. mirrored along the x-axis and inverse transformed into native space 
using the parameters obtained from spatial normalization.  
Using the same visual display and task as in the main experiment, the hunting procedure was 
performed in short runs over each grid position. In four participants an extra position over the left 
hemisphere was introduced to serve as a control position. To obtain more stable results in the 
hunting procedure the grey level of the visual stimulus was individually titrated prior to the 
experiment using a QUEST procedure that aimed at a baseline detection threshold of 90%. 
Participants were sitting in front of an LCD monitor (resolution: 800x600 pixels, refresh rate: 75Hz, 
background intensity of 85 cd/m2) positioned 40 cm away from them. A chin rest was used to 
minimize head movements and the experiment was performed in a dimly lit room after an initial 
period of at least 15 min of dark adaptation. Participants wore earplugs throughout the experiment. 
Two to four repetitions for each grid position were completed per participant and performance (i.e. 
hit rates) was averaged across repetitions. The order of grid positions was randomized within and 
across participants.  
The hunting procedure was performed using a single TMS pulse applied 100 ms after target onset. 
This TMS protocol was preferred for this procedure as it is an established protocol in the 
investigation of TMS-induced visual suppression effects (de Graaf et al., 2014) and is therefore more 
likely to result in an effective search process. To enable online monitoring of the coil position via a 
stereotactic neuronavigation system (LOCALITE GmbH, Sankt Augustin, Germany) during the grid 
search, a figure-of-eight coil (MC-B70) was used for this procedure, as the MR-compatible coil was 
not included in the neuronavigation software. Biphasic pulses were applied and the coil handle was 
pointing to the right (Corthout et al., 2001). Across participants an averaged intensity of 58% total 
output was used for this procedure. 
The positions showing stronger behavioural decrements across participants were located in the 
middle row of the grid (from left to right hit rates (± SD) were 41 ± 26%, 43 ± 26% and 42 ±16%, 
respectively). To guarantee that the stimulated coordinates were located over primary visual areas on 
the right hemisphere and since performances along the middle row were equivalent across columns, 
the central grid position was deemed suitable for stimulation during the concurrent TMS-fMRI 
protocol. Hence, the MNI coordinates (x = 19.42, y = -102.35, z = 13.4) were used as a fixed 
occipital stimulation position for all participants that took part in the concurrent TMS-fMRI 
experiment. According to the SPM Anatomy Toolbox (Eickhoff et al., 2005), these coordinates are 
located above areas BA17/BA18. With the bursts of 4 pulses and the stimulation intensity used in 
the TMS-fMRI experiment (see Data Acquisition and TMS Procedures), this position did not induce 
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peripheral nerve stimulation that could cause discomfort to the participants. However, occipital 
stimulation inside the scanner inevitably involves lying on the TMS coil. While efforts were made to 
make the surface of the coil softer through the use of foam material, after a period of time lying on 
the coil induced pain and all participants had to come out of the scanner bore in the middle of the 
occipital session, i.e. after four runs were completed. 
Individual stimulation coordinates for both experimental TMS sites were determined by inverse 
transforming the MNI coordinates for parietal and occipital targets into native space using the 
parameters obtained from spatial normalization. A posteriori coil reconstruction of the coil position 
was based on custom-written MATLAB (MathWorks Inc, MA, USA) scripts and a water tube 
attached to the coil, which was clearly visible on the MR images. Across participants, the target IPS 
coordinates were obtained with a mean deviance of 9 mm ± 2.5 (mean, SD). The mean reached 
coordinate in MNI space was (x = 34.7, y = -52.8, z = 63.5). The target Occ coordinates were 
obtained with a mean deviance of 5.1 mm ± 1.7 (mean, SD), whereas the mean attained coordinates 
in MNI space was (x = 18.8, y = -100.9, z = 11.4).  
In the sham condition, 2 cm thick plastic plates were fixed between the TMS coil and the skull. 
Given the quadratic decay of the TMS-induced magnetic field, this sham condition precluded the 
effects of direct brain stimulation, while maintaining the auditory and somatosensory side effects. 
Indeed, when tested over the finger region of the motor cortex, this sham condition did not induce 
muscular twitches on pre-activated finger muscles even at 100% of total output intensity. During the 
Sham condition the coil was placed over the right hemisphere in a middle position between 
experimental locations. 

Data Acquisition and TMS Procedures 

A 3T TIM Trio System (Siemens, Erlangen, Germany) was used to acquire both high-resolution 
structural images (176 sagittal slices, TR = 2300 ms, TE = 2.98 ms, TI = 1100 ms, flip angle = 9°, 
FOV = 240 mm x 256 mm, image matrix = 240 x 256, voxel size = 1 mm x 1 mm x 1 mm, using a 
12-channel head coil) and T2*-weighted axial echoplanar images (EPI) with blood oxygenation 
level dependent (BOLD) contrast (GE-EPI, TR = 3290 ms, TE = 35 ms, flip angle = 90°, FOV = 192 
mm x 192 mm, image matrix 64 x 64, 40 axial slices acquired sequentially in ascending direction, 
slice thickness = 3 mm, interslice gap = 0.3 mm, voxel size = 3 mm x 3 mm x 3.3 mm, using a 1-
channel Tx/Rx head coil). Each participant took part in a total of eight experimental runs per TMS 
condition and a total of 124 volume images were acquired for each run.  
After each EPI run, a fast structural image (fast low-angle shot [FLASH], 100 axial slices, TR = 564 
ms, TE = 2.46 ms, TI = 300ms, FOV = 256mm x 256 mm, image matrix = 256x256, voxel size = 
1x1x3 mm) was acquired to enable a posteriori reconstruction of the TMS coil position inside the 
scanner, as described elsewhere (Leitão et al., 2013).  
The EPI sequence was adapted for concurrent TMS-fMRI experiments by introducing gaps of 600 
ms after every volume acquisition. Each gap was introduced to allow the delivery of four TMS 
pulses without interference with image quality (Bestmann, 2003; Moisa et al., 2009). Bursts of four 
pulses at 10 Hz were applied every trial, with the first pulse applied 2890 ms after begin of volume 
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acquisition, i.e., 100 ms after stimulus onset during target present trials (Fig. 4.1C). TMS pulses 
were applied after stimulus onset in order to minimize crossmodal interaction effects between our 
stimuli and the TMS induced auditory and somatosensory side effects (Duecker and Sack, 2013; 
Leitão et al., 2013).  
Similar TMS protocols have been used over the parietal cortex in TMS studies outside the scanner 
(Chambers et al., 2004b; Oliver et al., 2009) and in concurrent TMS-fMRI studies (Ruff et al., 2006, 
2008, 2009; Sack et al., 2007; Blankenburg et al., 2010; Heinen et al., 2011) investigating the effects 
of parietal TMS on visuospatial processing. However, the standard protocol used for stimulation 
over the occipital cortex differs from the one used here. In fact, occipital TMS studies are frequently 
performed using a single or double pulse TMS, in which an appropriate timing relative to stimulus 
onset (effective time window: 80-110 ms) is crucial in the generation of suppression effects 
(Amassian et al., 1989; Kammer et al., 2005b). Yet, to allow for comparisons between TMS 
conditions, bursts of 4 TMS pulses were employed for occipital stimulation instead, by applying the 
first pulse within the effective suppression time window reported in behavioural occipital TMS 
studies, whereas the remaining three pulses were not expected to significantly affect behaviour 
(though see de Graaf et al., 2014 for TMS-induced effects on higher-order visual processing during 
later time windows). Additionally, the TMS intensity used here (see below) was likely below the 
intensities necessary to induce effective suppression effects. Thus, rather than using TMS to actively 
impair performance, in this study occipital TMS served mainly to investigate changes in functional 
connectivity between the stimulated site and remote nodes of the involved network that might result 
from the perturbed neural activity.  
Biphasic stimuli were delivered using a MagPro X100 stimulator (MagVenture, Denmark) and a 
MR-compatible figure of eight TMS coil (MRi-B88), using the same coil-holding device as 
described in Moisa et al (2009). During occipital stimulation the coil was directly placed on a 
cushion in the RF coil with the major axis oriented parallel to the scanner bore axis and the cable 
pointing to the right relative to participants’ heads (Corthout et al., 2001). 
During IPS and Occ stimulation, a fixed TMS intensity of 69% of total stimulator output was used 
for all participants. This corresponded to 125% of the mean resting motor threshold, as determined 
across twenty-four participants of prior studies using the same coil (M Moisa, personal 
communication). To ensure similar somatosensory side effects between experimental conditions and 
Sham-TMS the TMS intensity was increased to 75% during the Sham condition based on the 
subjective report of two naïve participants that participated in a pilot test.  
Extensive image quality tests of our setup are reported elsewhere (Moisa et al., 2009, 2010: 
Supplementary Material). For completeness, we acquired EPI data with a phantom using the same 
experimental design. After realignment, data were entered in a first level analysis using the same 
model as for the real participants. Computing all the relevant contrasts (height threshold: p < 0.01 
uncorrected) yielded only spurious and randomly distributed activation patterns. 
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Behavioural Data Analysis 

The proportion of correct responses for target present and target absent trials were computed 
separately for each auditory and TMS conditions and were averaged across participants. These data 
were entered in a 3-way repeated measures analysis of variance (RM-ANOVA) with factors TMS 
condition (IPS, Occ, Sham) and auditory context (A present, A absent) and task-relevant visual input 
(V present, V absent) to test for significant differences between TMS conditions and auditory 
contexts.  
Statistical analyses were also performed on reaction times data. Individual median reaction times 
were computed for each condition separately and averaged across participants. Reaction time data 
was entered in 3-way RM-ANOVAs with factors TMS condition (IPS, Occ, Sham), auditory context 
(A present and A absent) and task-relevant visual input (V present, V absent). Results are reported 
using the Greenhouse-Geisser correction. 

Evaluation of Phosphene Perception  

It is well established that in addition to being able to disrupt visual perception, TMS over the 
occipital cortex can elicit transient perceptions of light known as phosphenes. The ability to perceive 
phosphenes is quite variable across participants (Kamitani and Shimojo, 1999; Sparing et al., 2005; 
Deblieck et al., 2008) and strongly depends on the amount of attention given to them (Kammer et al., 
2005b; Thielscher et al., 2010). On the other hand, the intensity needed to elicit phosphenes is 
generally lower than the one necessary to induce effective suppression effects (Kastner et al., 1998; 
Kammer et al., 2005a; Thielscher et al., 2010). As phosphenes are elicited contra-laterally to the 
stimulated hemisphere (Kastner et al., 1998; Kammer, 1999; Kammer et al., 2005a), they could have 
potentially interfered with task performance. To account for this, at the end of the Occ-TMS session 
participants were asked if they had perceived anything else apart from the standard visual display 
and were requested to draw what they saw. Only three participants reported having seen something, 
of which only two described image distortions in the vicinity of the placeholder. However, the 
reported distortions by one of these two participants were not specific to the vicinity of the 
placeholder but extended throughout the entire visual display comprising also the right visual field 
(i.e. ipsi-laterally to TMS stimulation), which suggests that the reported distortions were not 
authentic phosphenes. The remaining participant that saw visual distortions in the vicinity of the 
placeholder additionally reported that these distortions were clearly distinct from the task-relevant 
visual stimulus and therefore did not interfere with task performance. Hence, in total it is unlikely 
that phosphene perception influenced our results on the group level both behaviourally and for the 
BOLD measurements.  

fMRI Data Analysis 

The fMRI data were analysed using SPM8 (Wellcome Department of Imaging Neuroscience, 
London; www.fil.ion.ucl.ac.uk/spm) (Friston et al., 1995). Scans from each subject were realigned 
using the first as a reference, unwarped, spatially normalized into MNI space, resampled to a spatial 
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resolution of 2 x 2 x 2 mm3, and spatially smoothed with a Gaussian kernel of 8 mm full-width at 
half-maximum. The time series of all voxels were high-pass filtered to 1/128 Hz. The first 3 volumes 
were discarded to allow for T1-equilibration effects. 
The fMRI experiment was modeled as a mixed block-event-related design. Individual trials (visual 
present/absent) were modeled as events and entered into a design matrix after convolution with a 
canonical hemodynamic function and its first temporal derivative. The later was included as a 
variable-of-no-interest to capture variance caused by temporal deviations of the BOLD responses 
from the canonical response function. In addition to modeling these two conditions separately for 
each auditory context and TMS condition, our statistical model included block begin and end 
regressors (i.e. the periods during which the fixation cross was grey at the beginning and end of a 
block; see Experimental Design) as mini blocks of 2.69 s and 3.29 s duration, respectively. For each 
TMS session the four runs acquired for each auditory context were concatenated with run-specific 
means entered as separate regressors. Nuisance covariates included the realignment parameters to 
account for residual motion artifacts. 
For each participant, condition specific effects were estimated according to the general linear model 
by creating contrast images of each effect relative to the unmodeled baseline of the respective TMS 
session (including only regressors based on the canonical hemodynamic response function). Hence, 
the baseline controls for the general positioning of the coil.  
The following statistical comparisons were entered in independent second-level one-sample t-tests to 
allow for random effects analyses and inferences at the population level (Friston et al., 1999). Unless 
stated otherwise, we report activation at p < 0.05 corrected at the cluster level for multiple 
comparisons (family-wise error rate) based on Gaussian Random Field theory within the entire brain 
and using an auxiliary uncorrected voxel threshold of p = 0.01 (Hayasaka and Nichols, 2003). 

Main Effects of Task-relevant Visual Input 

Main effects of task-relevant visual input were tested separately for each of the two stimulation 
positions by comparing visual present and visual absent trials [(AV + V) > (A + ¬V) and (A + ¬V) > 
(AV + V)] pooled (i.e. summed) over TMS conditions.  

Main Effects of TMS 

Since TMS effects in the absence of a neutral control condition may result in interpretational 
ambiguities, comparisons between TMS conditions were implemented in a paired-wise fashion by 
comparing each experimental condition (IPS or Occ) with the control condition (Sham). While not 
the main focus of this study, comparisons between each experimental condition with each other were 
also computed for completeness. Hence, effects of IPS-TMS were identified by comparing IPS > 
Sham and Sham > IPS pooled (i.e. summed) over conditions. Equivalent contrasts were calculated 
for Occ-TMS and for direct comparisons between the two experimental conditions. 
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State-dependent TMS Effects: Interaction Effects between Visual Input and TMS 

Likewise, interaction effects between visual input and TMS conditions were evaluated through direct 
comparisons between all possible combinations of TMS conditions. Consequently, interaction 
contrasts for [(AV + V) > (A + ¬V)]IPS  > [(AV + V) > (A + ¬V)]Sham and [(A + ¬V) > (AV + V)]IPS  
> [(A + ¬V) > (AV + V)]Sham) were estimated. Interaction effects between Occ- and IPS-TMS were 
directly evaluated in the same manner. 

Effects of Auditory Context 

The current study focused on the differential modulatory effects of occipital and parietal TMS 
during a demanding visual detection task. The effect of auditory context was not the focus of this 
study, but auditory runs were still included in the analyses to increase estimation power in hand of 
the small number of participants. 
Nevertheless, main effects of auditory context [(AV + A) > (V + ¬V) and (V + ¬V) > (AV + A), 
pooled (i.e. summed) over TMS conditions Occ, IPS and Sham] and its interaction with TMS 
condition ([(AV + A) > (V + ¬V)]IPS (or Occ) > [(AV + A) > (V + ¬V)]Sham and [(V + ¬V) > (AV + 
A)]IPS (or Occ) > [(V + ¬V) > (AV + A)]Sham) were still evaluated for completeness. 

Eye monitoring (outside the scanner) 

To ensure that the observed activation pattern did not result from eye movements, twitches, or startle 
effects, 8 additional participants took part in a supplementary experiment performed with equivalent 
parameters outside the scanner. For each TMS condition, one experimental run was acquired per 
participant. To account for the absence of the high-current filter used in the concurrent TMS-MRI 
setup (Moisa et al., 2009), the TMS intensity was reduced to 63% of total output. 
Horizontal and vertical eye movements were recorded using an iView XTM RED-III remote 
eyetracker system (SensoMotoric Instruments Inc., Needham/Boston, MA, USA) (50 Hz sampling 
rate). The eyetracking system was calibrated using a 13-point calibration. Eye position data were 
automatically corrected for blinks and converted to radial velocity.  
For each trial condition the mean distance (degrees) from the fixation cross, the number of saccades 
(defined by a radial eye velocity threshold > 30°/s for a minimum of 60ms duration and radial 
amplitude larger than 5°), and the number of blinks were quantified for the period during which the 
fixation cross was blue (see Experimental Design & Task).  
Across all participants saccades were almost completely absent, hence no further analyses were 
performed for this index. The two remaining indices were independently entered into a 3-way RM-
ANOVA with the factors TMS condition (Occ, IPS, Sham), auditory context (A present, A absent) 
and task-relevant visual input (V present, V absent).   
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Results 

Behavioural Data 

In a visual spatial attention task, participants reported whether or not they had detected a visual 
target that was presented on 50% of the trials. For each participant, the behavioural indices were 
calculated separately for visual present and visual absent trials separately for each auditory context 
and TMS condition. Averaged percent correct responses and reaction time data for each individual 
condition are summarized in table 4.1. 
To test for significant differences between the individual conditions, the proportions of correct 
responses for visual present and visual absent trials were entered in a 3-way RM-ANOVA. Apart 
from the expected main effect of visual input (F(1,7) = 16.356; p = 0.005), these analyses did not 
reveal any other significant main effects (TMS: F(1,7) = 1.418; p = 0.275; Auditory Context: F(1,7) = 
0.000; p = 0.988) nor interactions between the different factors (TMS and Auditory Context: F(1,7) = 
2.233; p = 0.144; TMS and Visual Input: F(1,7) = 1.239; p = 0.320; Auditory Context and Visual 
Input: F(1,7) = 0.120; p = 0.739; Interaction between the three: F(1,7) = 1.598; p = 0.237).  
Reaction time data was entered in a 3-way RM-ANOVA with factors TMS condition (IPS, Occ, 
Sham), auditory context (A present, A absent) and task-relevant visual input (V present, V absent). 
This analysis did not reveal any significant main effects of TMS (F(1,7) = 0.418; p = 0.642), visual 
input (F(1,7) = 0.342; p = 0.577) or auditory context (F(1,7) = 3.873; p = 0.090), nor were there 
significant interactions between the TMS and auditory context (F(1,7) = 0.169; p = 0.842), TMS and 
visual input (F(1,7) = 0.328; p = 0.683) or between the three factors (F(1,7) = 0.622; p = 0.524). 
However, there was a significant interaction between auditory context and visual (F(1,7) = 9.000; p = 
0.020).  
To summarize, in line with other concurrent TMS-fMRI studies (Blankenburg et al., 2010; Moisa et 
al., 2012), our TMS manipulation did not elicit any behavioural changes. Hence, our TMS 
manipulation functioned as a purely physiological perturbation method that allowed examining 
influences on remote interconnected brain areas.  
Conversely, the auditory context had a modulatory effect on reaction time data. Specifically, the 
auditory signal served as a precise temporal cue for the target onset, as indexed by accelerated 
responses in particular in the absence of the task-relevant visual stimulus.  

Table 4.1. Behavioural responses averaged across participants (± SD). 

TMS Sites 
Proportion Correct (%) Reaction Times (ms) 

A Present A Absent A Present A Absent 

V Present V Absent V Present V Absent V Present V Absent V Present V Absent 

IPS 75 ± 22 98 ± 2 75 ± 25 98 ± 1 708 ± 75 692 ± 76 707 ± 73 711 ± 63 

Occ 68 ± 24 99 ± 1 67 ± 25 98 ± 1 707 ± 90 700 ± 85 716 ± 100 720 ± 90 

Sham 77 ± 13 99 ± 1 79 ± 11 99 ± 1 695 ± 88 677 ± 103 701 ± 91 698 ± 94 
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Neuroimaging Data 

The neuroimaging data were analysed in three steps. First, we evaluated the main effects of task-
relevant visual input by pooling over auditory contexts and TMS conditions. Second, we examined 
the effects of IPS- and Occ-TMS by pooling over sensory conditions and performing paired-wise 
combinations between all TMS conditions. Third, interaction effects between visual input and TMS 
conditions were assessed by separately computing interaction contrast for each possible combination 
of TMS conditions. While not the main focus of this study, auditory effects (main effects and 
interactions with TMS conditions) were also evaluated for completeness. 

Main Effects of Task-relevant Visual Input 

We evaluated the main effects of task-relevant visual input by pooling over auditory contexts and 
TMS conditions. The presence of the target increased activations in the bilateral precuneus 
extending to the left superior parietal lobule and in the right supplementary motor area (SMA) 
extending to the right frontal and middle frontal gyri (Table 4.2). Furthermore, activations in the 
bilateral occipito-temporal areas that have been reported in our previous report were also observable 
albeit only at an uncorrected level (Table 4.2). Comparing visual present relative to visual absent did 
not reveal any significant effects.  

Main Effects of TMS 

We investigated the effects of IPS- and Occ-TMS by pooling over sensory conditions. Paired-wise 
comparisons were performed between all three TMS conditions. 

Comparison between IPS and Sham 

Activation increases in the right parietal cortex that were reported in our previous study (Chapter 3) 
with ten participants by comparing IPS- relative to Sham-TMS were maintained here with a more 
constrained number of participants (Fig. 4.2, Table 4.3). These activations extended anteriorly to the 
superior frontal gyrus. The opposite comparison did not reveal any effects. 

Comparison between Occ and Sham 

Interestingly, contrasting Occ- relative to Sham-TMS equally increased activations in the right 
parietal cortex. Specifically, this comparison revealed a significant activation cluster extending from 
the right precuneus to the right postcentral gyrus (Fig. 4.2, Table 4.3). The opposite comparison did 
not yield significant results. 

Comparison between Occ and IPS 

Occ- relative to IPS-TMS activated the left superior frontal gyrus, extending to the left superior 
medial gyrus and the left anterior cingulate cortex (Table 4.3). The opposite comparison did not 
show any effects. 
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Figure 4.2. Main Effects of TMS. (left panel) Activations induced by IPS- relative to Sham-TMS (red) and Occ- 
relative to Sham-TMS (yellow) are rendered on an inflated SPM template of the entire brain. For illustrational 
purposes only, effects are displayed at a height threshold of p = 0.01 uncorrected and an extent threshold of 100 
voxels. (right panel) Parameter estimates (mean ± standard error of the mean) are displayed at the given peak 
coordinates within the parietal cortex for IPS> Sham (upper panel) and Occ > Sham (lower panel). The bar graphs 
represent the size of the effect in non-dimensional units (corresponding to % whole-brain mean). 

State-dependent TMS Effects: Interaction Effects between Visual Input and TMS 

Interaction effects between the task-relevant visual input and TMS were evaluated separately for 
each possible combination of TMS conditions.  

Comparison between IPS and Sham 

As we had previously observed in our previous study (Chapter 3), the interaction between (AV + V) 
> (A + ¬V) and IPS > Sham revealed a significant activation cluster in the right insula lobe 
extending to the right temporal pole (Fig. 4.3, Table 4.3). Moreover, a cluster in the right fusiform 
gyrus was also observable albeit at an uncorrected level of significance (Fig. 4.3, Table 4.3). The 
opposite interaction showed significant effects in the right inferior parietal lobe (Table 4.3). The left 
inferior parietal lobe was also activated albeit only at an uncorrected level (Table 4.3).  

Comparison between Occ and Sham 

We did not observe significant interaction effects between (AV + V) > (A + ¬V) and Occ > Sham. 

Comparison between Occ and IPS 

The interaction between (AV + V) > (A + ¬V) and IPS > Occ revealed a significant activation 
cluster in the right fusiform gyrus extending to the right inferior temporal gyrus (Fig. 4.3, Table 4.3).  
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Figure 4.3. State-dependent TMS effects. (left panel) Activations induced the interaction between (AV + V) > (A + 
¬V) and (red) IPS- relative to Sham-TMS or (yellow) and IPS- relative to Occ-TMS are rendered on an inflated SPM 
template of the entire brain. For illustrational purposes only, effects are displayed at a height threshold of p = 0.01 
uncorrected and an extent threshold of 100 voxels. (right panel) Parameter estimates (mean ± standard error of the 
mean) are displayed at the given peak coordinates within the fusiform gyrus for the interaction between (AV + V) > 
(A + ¬V) and (upper panel) IPS > Sham and (lower panel) and IPS > Occ. The bar graphs represent the size of the 
effect in non-dimensional units (corresponding to % whole-brain mean). 

Effects of Auditory Context 

Main effects of auditory context and its interactions with TMS conditions were also evaluated for 
completeness. Albeit only at an uncorrected level, auditory-evoked effects were found in the 
auditory cortices (left auditory cortex: [-40 -26 2], Z = 2.92, ppeak = 0.002; right auditory cortex: [46 -
28 12], Z = 1.92, ppeak = 0.028). Contrasting purely visual runs relative to auditory runs did not yield 
any results.  
 
 
Table 4.2. Main Effects of Task-relevant Visual Input 

Brain Regions 
MNI Coordinates (mm) Z Score 

(peak) 

#Voxels in 
Cluster 

pFWE-value 

(cluster) x y z 

Main Effects of Task-relevant Visual Input    
(A + ¬V) > (AV + V)IPS + Sham       

Left Precuneus -12 -60 42 4.06 722 0.001 
Left Superior Parietal Lobule  -18 -60 42 3.22   
Right SMA 10 6 52 3.91 603 0.004 
Right Superior Frontal Gyrus 20 14 54 3.82   
Right Middle Frontal Gyrus 22 12 46 3.77   
Left Fusiform Gyrus -30 -84 -18 5.40 267 0.226 
Left Cerebellum -28 -80 -20 4.58   
Left Inferior Occipital Gyrus -44 -80 -12 2.89   
Right Lingual Gyrus 24 -82 -8 3.79 219 0.414 
Right Inferior Occipital Gyrus 38 -68 -10 3.76   
Right Fusiform Gyrus 28 -66 -12 2.97   

p-values are reported at the cluster level and corrected for multiple comparisons within the entire brain using an auxiliary 
uncorrected voxel threshold of p = 0.01 and an extent threshold of 0 voxels. FWE = Family-wise error correction. 
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The evaluation of the interaction effects between (AV + A) > (V + ¬V) and IPS > Sham revealed a 
significant activation cluster in the right posterior middle temporal gyrus (cluster size: 435; pcluster = 
0.02; activation peak: [50 -58 0], Z = 4.09). The remaining comparisons did not show any effects. 

Eyetracker Data 

Two independent 3-way RM-ANOVAs with factors TMS condition (Occ, IPS, Sham), auditory 
context (A present, A absent) and task-relevant visual input (V present, V absent) and were 
performed for the mean distance from the fixation cross and the number of blinks. 
 
 
Table 4.3. TMS effects 

Brain Regions 
MNI Coordinates (mm) Z Score 

(peak) 

#Voxels in 
Cluster 

pFWE-value 

 x y z 

Effects between TMS conditions       

IPS > Sham 

Right Superior Frontal Gyrus 22 -12 58 4.71 1290 < 0.001 
Right Postcentral Gyrus 46 -24 54 4.59   
Right Precentral Gyrus 44 -22 60 3.82   
Right Superior Parietal Lobule 30 -48 56 3.43   
Right Intraparietal Sulcus 40 -40 50 3.21   

Occ > Sham       

Right Precuneus 12 -50 62 4.50 1017 0.002 
Right Postcentral Gyrus 26 -44 66 4.14   
Right Superior Parietal Lobule 32 -54 66 3.99   

Occ > IPS  

Left Superior Frontal Gyrus -16 32 38 4.41 1896 < 0.001 
Left Superior Medial Gyrus 0 54 22 3.83   
Left Anterior Cingulate Cortex -4 30 -6 3.77   

State-dependent TMS Effects       

(AV + V) > (A + ¬V)IPS > (AV + V) > (A + ¬V)Sham 

Right Insula Lobe 46 4 0 4.23 370 0.031 
Right Temporal Pole  52 6 -16 3.66   
Right Fusiform Gyrus 42 -48 -24 3.69 295 0.095 

(AV + V) > (A + ¬V)Sham > (AV + V) > (A + ¬V)IPS     

Right Inferior Parietal Lobule 46 -52 42 4.10 361 0.036 
Right Angular Gyrus 44 -60 40 4.05   
Right Supramarginal Gyrus 60 -48 42 3.01   
Left Angular Gyrus  -42 -72 36 3.90 252 0.183 
Left Inferior Parietal Lobule -38 -78 44 3.36   

(AV + V) > (A + ¬V)IPS  > (AV + V) > (A + 
¬V)Occ 

     

Right Fusiform Gyrus 30 -56 -12 3.66 440 0.015 
Right Inferior Temporal Gyrus 50 -64 -12 3.27   
Right Putamen 34 4 4 3.82 290 0.120 
Right Inferior Frontal Gyrus 50 14 2 3.77   

p-values are reported at the cluster level and corrected for multiple comparisons within the entire brain using an auxiliary 
uncorrected voxel threshold of p = 0.01 and an extent threshold of 0 voxels. FWE = Family-wise error correction. 
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For the number of blinks index, the analysis did not show main effects of TMS (F(1,7) = 0.171; p = 
0.792), visual input (F(1,7) = 0.001; p = 0.972) or auditory context (F(1,7) = 0.337; p = 0.580). There 
were also no significant interactions between TMS and auditory context (F(1,7) = 2.120; p = 0.180), 
TMS and visual input (F(1,7) = 0.249; p = 0.682) or visual input and auditory context (F(1,7) = 1.224; p 
= 0.305), nor was there a significant three way interaction between all factors (F(1,7) = 0.320; p = 
0.712).  
For the mean distance from the fixation cross, there was no main effect of TMS (F(1,7) = 1.283; p = 
0.305), visual input (F(1,7) = 0.340; p = 0.578) or a main effect of auditory context (F(1,7) = 1.735; p = 
0.229). The analysis did also not result in significant interactions between TMS and auditory context 
(F(1,7) = 1.947; p = 0.204), TMS and visual input (F(1,7) = 0.193; p = 0.804) or visual input and 
auditory context (F(1,7) = 0.305; p = 0.598), nor was there a significant interaction between the three 
factors (F(1,7) = 0.455; p = 0.643).  
None of the RM-ANOVAs revealed any significant main effects or interactions demonstrating that 
differences in eye movements are unlikely to account for the observed activation profile in our fMRI 
data. 
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Discussion 

Concurrent TMS-fMRI allows examining local and distal consequences of TMS on ongoing neural 
activity. Most of the research that applied this methodology to investigate the neural correlates of 
visual processing has focused on the effects of higher-order association cortices on visual areas 
(Ruff et al., 2006, 2008; Blankenburg et al., 2010; Feredoes et al., 2011; Leitão et al., 2013), whereas 
the investigation of local and distal TMS effects induced by stimulating low-level visual areas has 
been sparse (Caparelli et al., 2010). This stands in strong contrast to offline TMS studies (Pascual-
Leone and Walsh, 2001; Silvanto et al., 2005a, 2006; Koivisto et al., 2010) and TMS-EEG literature 
(Thut et al., 2003; Romei et al., 2008; Rosanova et al., 2009; Reichenbach et al., 2011), where TMS 
has frequently been applied over occipital areas to study the resulting changes in functional brain 
activity and behavioural performance.  
The present study aimed at investigating how TMS over two distinct nodes of this distributed 
network involved in perceptual processing differentially modulates local and distal BOLD 
activations. Specifically, while participants performed a demanding visual detection task that 
involved covert attention to the left visual field, we stimulated the right occipital (Occ) cortex 
(BA17/18) and the right anterior IPS, whereas Sham-TMS was introduced as a control condition. 
The use of the same experimental design and participants allowed us to assess putative differential 
effects of each experimental site by independently comparing them with the Sham condition. 
As we had previously observed in our previous IPS-TMS study that profited from a larger number of 
participants (Chapter 3), evaluating the main effects of IPS-TMS revealed significant activations 
underneath the directly stimulated region (Fig. 4.2, Table 4.3). Specifically, the comparison between 
IPS- and Sham-TMS showed a significant activation cluster that encompassed the right superior 
parietal lobe and extended rostrally toward the right superior frontal gyrus. Remarkably, the 
evaluation of the main effects of Occ-TMS equally revealed BOLD modulations in remote areas of 
the right parietal cortex. Indeed, comparing Occ- relative to Sham-TMS resulted in a significant 
activation cluster in the right superior parietal lobule, extending to the right postcentral gyrus (Fig. 
4.2, Table 4.3). 
It is very interesting that both Occ- and IPS-TMS main effects overlapped in the right parietal 
cortex. On the one hand, activations elicited by IPS-TMS are expected to emerge from perturbation 
of ongoing task-related activity underneath the coil. Interestingly, this perturbed IPS activity resulted 
in TMS-induced state-dependent effects in right occipito-temporal visual areas (Fig. 4.3, Table 4.3) 
that were accompanied by opposing state-dependent effects in the right inferior parietal cortex 
(Table 4.3). Conversely, Occ-TMS did not affect state-dependent activations in occipito-temporal 
visual areas. On the one hand, this suggests that Occ-TMS over early visual areas did not directly 
affect the information exchange with occipito-temporal cortices. However, these results also point to 
distinct neural mechanisms underlying Occ- and IPS-TMS induced parietal activations: whereas 
directly perturbed IPS activity modulated activations in occipito-temporal visual areas, indirectly 
induced parietal activations did not have any effect on these same cortical structures. This suggests 
that the latter possibly reflect compensatory mechanisms, by which additional attentional resources 
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were recruited to maintain task performance in response to perturbed activity in early visual areas. 
Although this represents the most likely hypothesis, our results are not suitable for drawing 
definitive conclusions about this suggestion, which should be directly tested for in future studies 
using, for example, a dual-site TMS approach. Irrespective of the exact mechanisms underlying 
these TMS-related activations, it is worth noting that the clear-cut differences seen for Occ- relative 
to IPS-TMS demonstrate the ability of the concurrent TMS-fMRI approach to dissect an overall 
task-related network into those sub-parts which are specifically linked to the tested target areas. 
Another difference observed between both TMS conditions was the lack of local activation changes 
following Occ-TMS. This absence of activations underneath the coil is not unusual in concurrent 
TMS-fMRI studies (Blankenburg et al., 2008; Heinen et al., 2011; Moisa et al., 2012; Leitão et al., 
2013). Moreover, studies stimulating the primary motor cortex (M1) revealed that whereas remote 
interconnected brain areas activated for both subthreshold and superthreshold TMS (i.e., TMS 
applied at intensities below and above the minimum intensity necessary to induce motor responses in 
the contralateral hand, respectively), the directly stimulated M1 showed significant activations only 
for superthreshold stimulation, whereby these later effects probably included afferent processing 
resulting from TMS-induced hand movements (Baudewig et al., 2001; Bestmann et al., 2003; 
Hanakawa et al., 2009). It is therefore possible that the intensity at which TMS was applied over the 
occipital cortex was not strong enough to elicit local activation changes, having in mind that it also 
did not produce behavioural changes or phosphene perception.  
However, another possible explanation relates to the visual stimuli used in the current study. In fact, 
the visual stimuli were devised based on previous parietal (Hilgetag et al., 2001; Chambers et al., 
2004a; Koch et al., 2005; Dambeck et al., 2006; Oliver et al., 2009; Bien et al., 2012) and occipital 
(Kastner et al., 1998; Kammer et al., 2005b; Romei et al., 2010; Thielscher et al., 2010; de Graaf et 
al., 2011; Railo and Koivisto, 2012) TMS studies that, in order to provoke behavioural deficits in the 
contralateral visual field, utilized rather small visual stimuli presented for a brief moment at 
peripheral visual locations. However, this stimulus size and duration might not have been ideal when 
testing for putative TMS-induced BOLD effects in visual areas, given that even its presence failed to 
be reliably detected at the spatial resolution of our whole-brain EPI images. Possibly, the use of 
stimuli that cover a larger part of the visual field while including within them trial-by-trial changes 
that have to be detected (Blankenburg et al., 2010; Reichenbach et al., 2011) might have proven 
more suitable to uncover Occ-TMS effects on bottom-up driven activations in visual areas during 
task performance.  
An additional methodological issue relates to the TMS protocol used in this study. In fact, in order to 
allow for comparisons between the two experimental sites, certain compromises were made in this 
respect. In adherence to the protocol used for IPS-TMS, we used TMS to probe functional 
connectivity between the stimulated and remote interconnected regions by applying bursts of four 
TMS pulses (10 Hz) at an intensity that did not significantly affect behavioural performance (even 
though the first pulse was applied within the classical suppression window). An alternative would 
have been to follow the more frequently applied chronometric approach by employing one 
appropriately timed strong pulse to actively impair visual perception and assessing how these TMS-
induced behavioural impairments correlate with TMS-induced changes in BOLD activations (Sack 
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et al., 2007; Heinen et al., 2011). In this regard, instead of using fixed coil positions and stimulation 
intensities as it is often done when stimulating over the parietal cortex (Sack et al., 2007; Ruff et al., 
2008; Blankenburg et al., 2010; Leitão et al., 2013), participant specific parameters for the occipital 
site might be preferable in order to obtain more reliable behavioural effects. Yet, given the 
functional role of cortical oscillations at alpha frequency during perceptual and attentional visual 
processes, the fact that we used rTMS bursts close to this frequency might have potentially 
influenced our results. 
Finally, it should also be mentioned that occipital TMS inside the scanner during task performance is 
subjected to additional practical complications associated with participants having to lie on the TMS 
coil. In fact, after a continuous and relatively long period of lying on the coil, participants started 
experiencing pain that required them to come out of the scanner even after measures were taken to 
render the coil surface as soft as possible, which is likely to have influenced the attentional state of 
the participants. Therefore, more effective measures are needed to reduce this type of problem 
associated with occipital TMS inside the scanner. 
In conclusion, to the best of our knowledge this was the first study to investigate the differential 
effects of parietal and occipital TMS during an attentional demanding task that involved detection of 
external visual stimuli inside the scanner. While both experimental TMS conditions elicited 
significant activations in the right parietal cortex independently of the current visual input, state-
dependent TMS effects were specific to IPS-TMS. These results suggest two distinct neural 
mechanisms for TMS-induced parietal activations. Whereas, IPS-TMS effects reflect locally 
perturbed neural activity, Occ-TMS induced parietal activations likely reflect compensatory 
mechanisms in response to activity disruption in remote early visual areas. In general, our study 
offers methodological considerations that might prove useful for future concurrent TMS-fMRI 
research over visual cortices.  
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Abstract 

In order to interact with the environment, the brain needs to appropriately map sensory information 
onto behavioural responses. This process is supported by a widespread network of brain areas that 
encompasses sensory and motor regions along with higher order association areas such as the 
prefrontal and parietal cortices, in particular the intraparietal sulcus (IPS). In order to investigate 
how disturbances to IPS activity influence the neural systems underlying perceptual decisions, this 
concurrent TMS-fMRI study applied bursts of 4 TMS pulses (10Hz) to the right anterior IPS and 
during a Sham condition while participants performed a demanding visual detection task. 
Participants were instructed to report their visual percept (seen/unseen) of a weak visual stimulus 
presented on half of the trials in their left lower visual hemifield, thus allowing the categorization of 
behavioural responses into hits, misses, false alarms and correct rejections. Our TMS manipulation 
did not alter behavioural performance. At the neural level, TMS-effects were assessed by comparing 
conditions with matched visual input but different behavioural response categories and vice versa. 
Our results show that IPS- relative to Sham-TMS extinguished activation increases for missed trials 
in the left posterior superior frontal and right precentral gyri. The duality between neural and 
behavioural effects suggests that these regions were not necessary for task performance. Instead, it 
might reflect TMS-induced influences on post-decisional implicit evaluations on task performance 
associated with missed trials.  
 
Keywords: interleaved/concurrent TMS-fMRI, right anterior parietal cortex, perceptual decision 
making, metacognition, degeneracy 
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Introduction  

Amid the stream of sensory signals that are constantly entering the brain it is inevitable that some 
information fails to be consciously perceived, in particular if it arises from a noisy environment. 
Experimentally, the study of visual perception relies on participants’ subjective reports, which result 
from a decision process that selects between possible response options. Detection tasks, in which 
participants decide upon the presence or absence of a weak stimulus, are one of the simplest forms 
of perceptual decisions. According to signal-detection theory (SDT) (Green and Swets, 1966), the 
detection of the stimulus depends on an internal decision rule applied to noisy evidence, which can 
shift to adapt the response strategy to different task requirements. For instance, instructions to 
respond rapidly reduce the decision criterion resulting in less accurate responses, whereas the 
converse occurs when accuracy is emphasised (Bogacz et al., 2010), reflecting that the time needed 
to complete a decision is an important property of decision-making. Accordingly, sequential 
sampling models propose that perceptual decisions are formed by the temporal integration of noisy 
sensory evidence until a decision threshold is reached (Smith and Ratcliff, 2004).  
Correspondingly, neurophysiological and neuroimaging studies have identified a widespread 
network of areas whose activity pattern is consistent with that of an evolving decision (Gold and 
Shadlen, 2007; Heekeren et al., 2008). Although specific task requirements have caused partly 
varying activation topographies, the intraparietal sulcus (IPS) has been consistently recruited during 
perceptual decisions (Churchland et al., 2008; Tosoni et al., 2008; Freedman and Assad, 2011). In 
particular, studies using microstimulation in monkeys (Hanks et al., 2006) and transcranial magnetic 
stimulation (TMS) in humans (Gould et al., 2012) have causally implicated this region in decision-
making. 
While TMS focally interferes with activity of the stimulated area, it may also influence other remote 
but functionally coupled regions. This distributed impact on ongoing neural activity can now be 
measured using concurrent TMS-fMRI (Ruff et al., 2006; Bestmann et al., 2008; Moisa et al., 2012; 
Leitão et al., 2013). This study used this methodology to investigate how IPS-TMS influences 
perceptual decisions at the neural level while participants performed a demanding visual detection 
task. Participants maintained covert attention to the left lower visual field and indicated their percept 
(seen/unseen) of a small visual stimulus presented there on 50% of the trials. Simultaneously, bursts 
of 4 TMS pulses (10 Hz) were applied to the right anterior IPS or during a Sham condition. This 
experimental configuration allowed for the categorization of participants’ responses along SDT 
terms into hits, misses, false alarms and correct rejections. The assessment of TMS effects at the 
neural level followed two approaches. First, TMS effects on trials with matched visual input but 
different behavioural response were evaluated. Second, we tested for TMS effects on trials with 
matched behavioural response but different visual input. Due to a very low number of false alarms, 
we focused on comparing (i) misses vs. hits and (ii) misses vs. correct rejections. Together, these 
two perspectives amounted to the comparison between incorrect and correct trials.  
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Materials and Methods  

In a previous account of our data we evaluated the effects of IPS-TMS on task-relevant bottom-up 
visual input per se, while engaging the attentional network with a demanding visual detection task 
(Chapter 3). Moreover, to assess the influence of task-irrelevant sensory stimuli on task-
performance, we additionally manipulated the auditory context across runs. In this study we focused 
on the neural effects of IPS-TMS on participants’ perceptual responses. Furthermore, to simplify the 
design we only considered runs without auditory stimulation. Hence, this study reanalysed part of 
previously reported data to investigate the effects of IPS-TMS on perceptual decisions in a purely 
visual context. Accordingly, the methods described in this section have been partially described 
before and are respectively reproduced here for completeness and to allow for an independent read 
of the individual chapters. 

Participants  

A total of ten right-handed participants (4 male; mean age: 31.5 years; standard deviation: 8.1; 
Edinburgh Handedness inventory score (mean ± SD) of 78±16.8) with no history of neurological 
illness took part in this concurrent TMS-fMRI experiment. Yet, to allow for more balanced 
comparisons between conditions (see below Behavioural Data Analyses) three participants were 
excluded due to insufficient number of missed trials, leaving a total of 7 participants who were 
included in further behavioural and fMRI analyses (2 male; mean age: 32.29 years; standard 
deviation: 9.25; Edinburgh Handedness inventory score (mean ± SD) of 75±17.7). Participants had 
normal or corrected-to-normal vision. All participants gave informed consent prior to participation 
and the study was approved by the Human Research Ethics Committee of the Medical Faculty at the 
University of Tübingen. 

Experimental Design & Task 

The 2x2x2 factorial design manipulated: (i) task-relevant visual input (V present, V absent), (ii) 
visual response (seen, unseen) and (iii) TMS condition (right anterior IPS, Sham) (Fig. 5.1A).  
In a visual detection paradigm, participants reported their percept (seen/unseen) of a visual stimulus 
presented in their left lower visual field, while at the same time fixating on a cross presented 
throughout an entire run in the centre of the screen (see Stimuli and Stimuli Presentation). 
Restricting the stimulus location to the left side of the visual field was preferred in this first step, as 
it has been shown that parietal TMS can elicit different effects for contra- and ipsi-lateral stimuli 
(Hilgetag et al., 2001). Therefore, our paradigm involved covert attention to the left visual field, with 
manipulation of the bottom-up visual input. Participants were instructed to answer ‘seen’ only when 
completely sure and to report ‘unseen’ otherwise. Each participant was trained in the task prior to 
going inside the scanner. 
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Each trial started with the change of the fixation cross colour from grey to blue. After 100 ms the 
visual target was presented with 50% probability (Fig. 5.1B). Independently of the type of trial (V 
present, V absent), 4 TMS pulses were subsequently applied (see Data Acquisition and TMS 
Procedures; Fig. 5.1C). After 600 ms of trial begin, the fixation cross turned back to grey and 
remained like this for 2690 ms until the onset of the next trial. The interstimulus interval amounted 
thus to 3290 ms, equalling one TR of the EPI acquisition. 
Trials were presented in blocks of twelve that started and ended with a grey fixation cross. These 
were interleaved with baseline periods of 13 seconds, which were made explicit via a red fixation 
cross. Hence, the colour of the fixation cross induced changes in the attentional settings of the 
participants: while blue or grey were accompanied by a high attentional load, red represented little 
attentional demands.  
Each run consisted of seven blocks and there were four runs per TMS condition, giving a total of 
168 trials per experimental condition. The two TMS conditions (IPS/Sham) were performed in 
different sessions and the order was counterbalanced across participants. 
For each participant, the order of conditions was fully randomized within and across the four runs 
that constituted a session. Across sessions, the same order of conditions was used. 

Stimuli and Stimuli Presentation 

The task-relevant visual stimulus consisted of a small (9x9 pixels, visual angle: 0.52°) square 
presented for one frame (i.e. 16 ms) on a grey background. When present, the visual stimulus 
appeared in the centre of a blue placeholder (40x40 pixels, visual angle: 2.3º) that was continuously 
presented throughout an entire run and positioned 12º left and 5º down relative to the fixation cross.   
The grey level of the square was individually determined in a Quest Procedure (Watson and Pelli, 
1983) inside the scanner aiming at a detection threshold of 70% and using the same parameters as 
the main experiment. The grey level was approximated by the use of dithering. Hence, instead of 
being a homogenous square, our stimulus was effectively a cloud of white pixels within the square. 
Importantly, identical grey levels were used across IPS and Sham stimulation.  
Visual stimuli were presented using Psychophysics Toolbox version 3.0.10 (Brainard 1997; Kleiner 
et al. 2007) running on MATLAB 7.9 (MathWorks Inc, MA, USA) and a Macintosh laptop running 
OS-X 10.6.8 (Apple Inc, CA, USA). The visual stimulus was back-projected onto a frosted Plexiglas 
screen using a LCD projector (JVC Ltd., Yokohama, Japan; resolution: 800x600 pixels, refresh rate: 
60Hz, viewing distance: 48cm) visible to the participant through a mirror mounted on the MR-head 
coil. Participants indicated their response (i.e. visual target seen or not seen) with their right hand 
using a MR-compatible custom-built button device connected to the stimulus computer. 
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Figure 5.1. Experimental Design. (A) 2x2x2 factorial design manipulating (i) task-relevant visual input (V present, 
V absent), (ii) visual response (seen, unseen), (iii) TMS condition (IPS, Sham). (B) Timeline example of stimuli 
presentation. Blocks of 12 trials started and ended with a grey fixation cross and were interleaved with baseline 
periods, during which the fixation cross turned red. A trial began when the fixation cross turned blue. In target 
present trials, the visual stimulus was presented 100 ms after trial begin. After a total period of 600ms the fixation 
cross turned back to grey and remained like this until the next trial. (C) Illustration of the concurrent TMS-fMRI 
protocol and stimuli presentation timing for three scans (last scan corresponding to the end of the block). Within a 
block the fixation cross was grey during volume acquisition and blue during the acquisition gaps. At 100 ms after 
trial begin, the task-relevant visual stimulus was either present (first depicted trial) or absent (second depicted trial). 
Bursts of 4 TMS pulses were applied during acquisiton gaps at 10 Hz and started 100 ms after the target onset time. 

TMS Sites 

TMS was applied over the right anterior IPS as the experimental site and Sham TMS was included 
as a control condition.  
The MNI coordinates (x = 42.3, y = -50.3, z = 64.4) reported by Oliver et al (2009) as a position 
over which TMS disrupted visuospatial processing were adopted for the parietal stimulation site. 
Individual stimulation coordinates were determined by inverse transforming the MNI coordinates 
from Oliver et al (2009) into native space using the parameters obtained from spatial normalization. 
A posteriori coil reconstruction of the coil position was based on custom-written MATLAB 
(MathWorks Inc, MA, USA) scripts and a water tube attached to the coil, which was clearly visible 
on the MR images. Across participants, the target IPS coordinates were obtained with a mean 
deviance of 10.6 mm ± 7.3 (mean, SD). The mean reached coordinate in MNI space was (x = 33.4, y 
= -49.2, z = 64.5).  
In the Sham condition, 2 cm thick plastic plates were fixed between the TMS coil and the skull. 
Given the quadratic decay of the TMS-induced magnetic field, this Sham condition precluded the 
effects of direct brain stimulation, while maintaining the auditory and somatosensory side effects. 
Indeed, when tested over the finger region of the motor cortex, this Sham condition did not induce 
muscular twitches on pre-activated finger muscles even at 100% of total output intensity. During the 
Sham condition the coil was placed over the right hemisphere as close as possible to the 
experimental stimulation condition, given the space constraints inside the MR coil. 
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Data Acquisition and TMS Procedures 

A 3T TIM Trio System (Siemens, Erlangen, Germany) was used to acquire both high-resolution 
structural images (176 sagittal slices, TR = 2300 ms, TE = 2.98 ms, TI = 1100 ms, flip angle = 9°, 
FOV = 240 mm x 256 mm, image matrix = 240 x 256, voxel size = 1 mm x 1 mm x 1 mm, using a 
12-channel head coil) and T2*-weighted axial echoplanar images (EPI) with blood oxygenation 
level dependent (BOLD) contrast (GE-EPI, TR = 3290 ms, TE = 35 ms, flip angle = 90°, FOV = 192 
mm x 192 mm, image matrix 64 x 64, 40 axial slices acquired sequentially in ascending direction, 
slice thickness = 3 mm, interslice gap = 0.3 mm, voxel size = 3 mm x 3 mm x 3.3 mm, using a 1-
channel Tx/Rx head coil). Each participant took part in a total of eight experimental runs per TMS 
condition, from which only four are reported in the current study. A total of 124 volume images 
were acquired for each run.  
After each EPI run, a fast structural image (fast low-angle shot [FLASH], 100 axial slices, TR = 564 
ms, TE = 2.46 ms, TI = 300ms, FOV = 256mm x 256 mm, image matrix = 256x256, voxel size = 
1x1x3 mm) was acquired to enable a posteriori reconstruction of the TMS coil position inside the 
scanner, as described elsewhere (Leitão et al., 2013).  
The EPI sequence was adapted for concurrent TMS-fMRI experiments by introducing gaps of 600 
ms after every volume acquisition. Each gap was introduced to allow the delivery of four TMS 
pulses without interference with image quality (Bestmann, 2003; Moisa et al., 2009). Bursts of four 
pulses at 10 Hz were applied every trial, with the first pulse applied 2890 ms after begin of volume 
acquisition, i.e., 100 ms after stimulus onset (Fig. 5.1C). 
TMS pulses were applied after stimulus onset in order to minimize crossmodal interaction effects 
between our stimuli and the TMS induced auditory and somatosensory side effects (Duecker and 
Sack, 2013; Leitão et al., 2013). Similar TMS protocols have been used both in TMS studies outside 
the scanner (Chambers et al., 2004; Oliver et al., 2009) and in concurrent TMS-fMRI studies (Ruff 
et al., 2006, 2008, 2009; Sack et al., 2007; Blankenburg et al., 2010; Heinen et al., 2011) 
investigating visuospatial processing.  
Biphasic stimuli were delivered using a MagPro X100 stimulator (MagVenture, Denmark) and a 
MR-compatible figure of eight TMS coil (MRi-B88), using the same coil-holding device as 
described in Moisa et al (2009).  
During IPS stimulation, a fixed TMS intensity of 69% of total stimulator output was used for all 
participants. This corresponded to 125% of the mean resting motor threshold, as determined across 
twenty-four participants of prior studies using the same coil (M Moisa, personal communication). To 
ensure similar somatosensory side effects between IPS- and Sham-TMS the TMS intensity was 
increased to 75% during the Sham condition based on the subjective report of two naïve participants 
that participated in a pilot test.  
Extensive image quality tests of our setup are reported elsewhere (Moisa et al., 2009, 2010: 
Supplementary Material). For completeness, we acquired EPI data with a phantom using the same 
experimental design. After realignment, data were entered in a first level analysis using the same 
model as for the real participants. Computing all the relevant contrasts (height threshold: p < 0.01 
uncorrected) yielded only spurious and randomly distributed activation patterns. 
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Behavioural Data Analysis 

Behavioural responses were categorized in hits, false alarms, misses and correct rejections (CR). Hit 
and CR rates were computed separately for IPS-TMS and Sham-TMS and averaged across 
participants. Paired t-tests were performed to test for significant differences between TMS 
conditions. Analyses on the CR rates revealed that under both TMS conditions, false alarm rate was 
very low and thus this response category was excluded from further behavioural analyses. 
TMS effects were thus assessed under two different perspectives. First, we investigated the TMS 
effects between trials that elicited different behavioural responses but were matched in terms of 
visual input. In other words, TMS effects on visual percept during the presence of the task-relevant 
visual input (comparison between Hits and Misses) were evaluated. Second, we tested for TMS 
effects between trials with matched behavioural response but different visual input. Expressly, the 
effects of TMS on task-relevant visual input during trials labelled as unseen (comparison between 
CR and Misses) were investigated. Therefore, to allow for more balanced comparisons only 
participants with a minimum of 10% missed trials in each of the two TMS conditions (IPS/Sham) 
were included in the analyses.  
Statistical analyses were also performed on reaction times data. As the median is a biased estimator 
of the population median, it should not be used on reaction time data when comparing conditions 
with different number of trials. Hence, individual mean reaction times were computed for hits, 
misses and CR separately for IPS-TMS and Sham-TMS and averaged across participants. The 
calculation of the individual mean reaction times excluded very slow reaction times (under 200ms) 
and reaction times that were two standard deviations longer than the mean. Reaction time data was 
entered in a 2-way repeated measures analysis of variance (RM-ANOVA) with factors TMS 
condition (IPS, Sham) and response category (Hits, Misses, CR). Post-hoc paired t-tests were 
computed to test for the simple main effects of response category by pooling over TMS conditions. 
Results are reported using the Greenhouse-Geisser correction. 

fMRI Data Analysis 

The fMRI data were analysed using SPM8 (Wellcome Department of Imaging Neuroscience, 
London; www.fil.ion.ucl.ac.uk/spm) (Friston et al. 1995). Scans from each subject were realigned 
using the first as a reference, unwarped, spatially normalized into MNI space, resampled to a spatial 
resolution of 2 x 2 x 2 mm3, and spatially smoothed with a Gaussian kernel of 8 mm full-width at 
half-maximum. The time series of all voxels were high-pass filtered to 1/128 Hz. The first 3 volumes 
were discarded to allow for T1-equilibration effects. 
The fMRI experiment was modeled as a mixed block-event-related design. Individual response 
categories (Hits, Misses, False alarms and CR) were modeled as events locked to the stimulus onset 
and entered into a design matrix after convolution with a canonical hemodynamic function and its 
first temporal derivative. The later was included as a variable-of-no-interest to capture variance 
caused by temporal deviations of the BOLD responses from the canonical response function.  In 
addition to modeling these conditions separately for each IPS-TMS and Sham-TMS session, our 
statistical model included block begin and block end regressors (i.e. the periods during which the 



120 Chapter 5 
	
  

	
  

fixation was grey at the beginning and end of a block; see Experimental Design) as mini blocks of 
2.69 s and 3.29 s duration, respectively. The four runs acquired for each IPS- and Sham-TMS 
session were concatenated with run-specific means entered as separate regressors. Nuisance 
covariates included the realignment parameters to account for residual motion artifacts. 
While all response categories were modelled at the first level, false alarms were not included in 
further analyses (see Behavioural Data Analysis). For each participant, the remaining condition 
specific effects were estimated according to the general linear model by creating contrast images of 
each effect relative to the implicit baseline. 
As mentioned above, we examined the effects of TMS on (i) conscious visual percept during target 
present trials (Hits vs. Misses) and on (ii) task-relevant visual input in the absence of conscious 
visual percept (CR vs. Misses). These effects were analysed in three steps. First, we identified main 
effects of TMS by comparing IPS > Sham and Sham > IPS pooled (i.e. summed) over all response 
categories. Second, we tested for the effects of a conscious visual percept by comparing (i) Hits > 
Misses and Misses > Hits and (ii) CR > Misses and Misses > CR, while pooling (i.e. summing) over 
IPS and Sham stimulation. Lastly, state-dependent TMS effects were evaluated by computing the 
interactions between TMS and response category. Specifically, the contrasts (i) [(Misses > Hits)IPS > 
(Misses > Hits)Sham] and [(Misses > Hits)Sham > (Misses > Hits)IPS] and (ii) [(Misses > CR)IPS > 
(Misses > CR)Sham] and [(Misses > CR)Sham > (Misses > CR)IPS] were evaluated. All the evaluated 
statistical comparisons included only regressors based on the canonical hemodynamic response 
function. 
To allow for a random effects analysis and inferences at the population level, these contrast images 
were entered into independent second-level one-sample t-tests (Friston et al. 1999).  
Unless stated otherwise, we report activation at p < 0.05 corrected at the cluster level for multiple 
comparisons (family-wise error rate) based on Gaussian Random Field theory within the entire brain 
and using an auxiliary uncorrected voxel threshold of p = 0.01 (Hayasaka and Nichols, 2003). 

Effects of RT covariate 

A frequent concern in neuroimaging studies is that differences in reaction times between two 
conditions may constitute a confound in functional imaging data. Accordingly, this behavioural 
measure is frequently covaried out and involvement of a specific area is only taken into account if it 
cannot be explained by differences in reaction times. Yet, it has been argued that reaction times and 
hemodynamic changes are two dependent variables and thereby represent different indices of the 
same perceptual processes (Henson, 2005). Consequently, correlations between reaction times and 
differential activations would be anticipated in regions that are involved in the process under 
investigation. In fact, this is the standard assumption in behavioural studies, where differences in 
reaction times between two conditions are frequently considered to indicate different underlying 
processing mechanisms. In a attempt to reconcile these two approaches, a recent study proposed that 
whether or not differential activations should be independent of reaction time data is contingent on 
whether different conditions are thought to engage a certain region or are instead thought to induce 
different levels of processing effort in these regions (Taylor et al., 2014). Specifically, the authors 
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propose that whereas conditions that differentially engage a certain region should be independent of 
reaction times, conditions that involve different levels of processing effort, even when correlating 
with reaction times, are still of interest for the investigated task. As argued by the authors, these 
dissociations can be assessed by modeling the data with and without reaction time regressors. 
Accordingly, we performed an additional analysis by expanding our initial general linear model by 
one additional regressor per TMS condition that modeled trial-specific reaction times from all three 
response categories. Specifically, for each TMS condition we constructed an onset vector that was 
amplitude modulated by trial-specific reaction times values. After mean-correction, these vectors 
were convolved with the hemodynamic response function and were inserted as user-defined 
regressors in the new design matrix. Note that the introduction of the reaction time regressors only 
accounts for the partition of variance that cannot be explained by the condition effects. 

Eye monitoring (outside the scanner) 

Eight additional participants took part in a supplementary TMS experiment performed outside the 
scanner to ensure that the observed activation pattern did not result from eye movements, twitches, 
and startle effects. For each TMS condition, one experimental run was acquired per participant using 
an equivalent experimental paradigm. To account for the absence of the high-current filter used in 
the concurrent TMS-MRI setup (Moisa et al., 2009), the TMS intensity was reduced to 63% of total 
output. 
Horizontal and vertical eye movements were recorded in 8 additional participants using an iView 
XTM RED-III remote eyetracker system (SensoMotoric Instruments Inc., Needham/Boston, MA, 
USA) (50 Hz sampling rate). The eyetracking system was calibrated using a 13-point calibration. 
Eye position data were automatically corrected for blinks and converted to radial velocity.  
For each response category (Hits, Misses, CR) the mean distance (degrees) from the fixation cross, 
the number of saccades (defined by a radial eye velocity threshold > 30°/s for a minimum of 60ms 
duration and radial amplitude larger than 5°), and the number of blinks were quantified for the 
period during which the fixation cross was blue (see Experimental Design & Task).  
Across all participants saccades were almost completely absent, hence no further analyses were 
performed for this index. The two remaining indices were independently entered into a 2-way 
repeated measures analysis of variance (RM-ANOVA) with the factors TMS condition (IPS, Sham) 
and response category (Hits, Misses, CR). Results are reported using the Greenhouse-Geisser 
correction.  
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Results 

Behavioural Data 

Participants performed a demanding visual detection task. In every trial, they had to report their 
percept (seen or unseen) of a visual stimulus that was present in half of the trials. Responses were 
thus categorized in hits, false alarms, misses and correct rejections (CR).  
Participants detected on average 64 ± 20% (± SD) of the task-relevant visual stimuli and correctly 
rejected 99 ± 1% (± SD) of the trials during IPS stimulation. During the Sham condition, there were 
71 ± 12% (± SD) hits and 99 ± 1% (± SD) correct rejections, indicating that on average the quest 
procedure worked out as desired. Paired t-tests confirmed that there was no effect of TMS on the hit 
rate (t(6) = -0.994, p = 0.358) nor on the CR rate (t(6) = 0.27, p = 0.979). As can be deducted from the 
elevated CR rate, participants had almost no false alarms, which were thus excluded from further 
analyses.  
For each of the remaining response categories the mean reaction time was calculated for each 
participant. Across participants the average reaction time during IPS stimulation was 730 ± 95 ms (± 
SD) for hits, 830 ± 83 ms (± SD) for misses and 747 ± 57 ms (± SD) for CR. During Sham 
stimulation, mean reaction times amounted to 726 ± 117 ms (± SD), 849 ± 145 ms (± SD) and 731 ± 
95 ms (± SD) for hits, misses and CR, respectively. Reaction times data were entered in a 2-way 
RM-ANOVA with factors TMS condition (IPS, Sham) and response category (Hits, Misses, CR). 
There was no main effect of TMS (F(1,6) = 0.000; p = 0.987) nor was there an interaction between the 
two factors (F(1,6) = 1.085; p = 0.345). However, there was a significant main effect of response 
category (F(1,6) = 11.729; p = 0.007). Pooling over IPS and Sham conditions, post-hoc paired t-tests 
on all three pair combinations confirmed that there was a significant effect for the pairs Hits vs. 
Misses (t(6) = -4.047, p = 0.007) and CR vs. Misses (t(6) = -6.065, p < 0.001), whereas no significant 
effect was observed for the pair Hits vs. CR (t(6) = -0.653, p = 0.538).  
In summary, participants took significantly longer to respond during missed trials compared to both 
hits and correct rejections. Given that participants were instructed to answer ‘seen’ only when 
completely sure about their percept, this suggests that missed trials were coupled with increased 
decisional uncertainty and thereby required additional processing effort. Importantly, however, IPS- 
relative to Sham-TMS did not result in any behavioural changes, which guarantees that the TMS 
effects on the BOLD signals reported here are not confounded by behavioural differences (Bestmann 
et al., 2010; Blankenburg et al., 2010; Moisa et al., 2012). 

Neuroimaging Data 

The data were separately analysed for the effects on visual percept (i.e. the comparison between Hits 
and Misses trials) and the effects on task-relevant visual input in the absence of a visual percept (i.e. 
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the comparison between Misses trials and CR). Common to both approaches is the comparison of 
incorrect (Misses) with correct (Hits, CR) trials.  
First, we identified the main effects of TMS by comparing IPS- with Sham-TMS independently of 
the response category. Second, we tested for the effects of response category by comparing response 
categories (Misses vs. Hits and Misses vs. CR) while pooling over both TMS conditions. Third, we 
characterized state-dependent TMS effects by testing for the interaction between response category 
and TMS condition. All effects were tested for the entire brain. 

Main Effects of TMS  

Main effects of TMS were identified by directly comparing IPS and Sham TMS conditions and 
pooling over all response categories. Comparing Sham- relative to IPS-TMS activated the left dorsal 
lateral prefrontal cortex. Specifically, significant activation clusters were localized in the left 
superior and middle frontal gyri (see Table 5.1). However, this region also showed interaction 
effects (see below) and therefore these main effects will not be considered further.  
In a prior study that included the same data we modelled visual input present (i.e. hits and misses) as 
well as visual input absent trials (i.e. correct rejections and false alarms) as two regressors (Chapter 
2). Comparing IPS- relative to Sham-TMS in this analysis increased activations in the right parietal 
cortex close to the stimulated site. The present model was less efficient in detecting these main 
effects, as the variance from each run was distributed amongst four rather than two different 
regressors. However, activation clusters underneath the coil were still detectable at an uncorrected 
level of significance (Table 5.1). Consequently, our TMS protocol functioned as an effective 
perturbation method at the neuronal level in the locally targeted region. 

Effects of Response Category  

We investigated the effects of response processing per se by pooling over TMS conditions. Missed 
relative to hit trials increased activations in the left posterior cingulate cortex (PCC), extending to 
the bilateral visual cortex and the precuneus (see Fig. 5.2 and Table 5.2). Inspection of the parameter 
estimates suggests that, independently of the TMS condition, stronger activations were observable 
for missed trials relative the other two response categories in this region.  
Furthermore, both comparison approaches between incorrect (Misses) and correct (Hits or CR) trials 
overlapped in a significant activation cluster in the superior medial and frontal gyri, extending to the 
anterior cingulate cortex (see Fig. 5.2 and Table 5.2). Even though the effects in this region only 
emerged as (simple) main effects rather than interactions (see next paragraph), inspection of the 
parameter estimate plots suggests that IPS-TMS had a modulatory effect in this area by increasing 
activations for correct responses.  
The remaining comparisons did not reveal any significant effects. 
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Interaction Effects 

To test for state-dependent TMS effects, we computed interactions between TMS conditions and 
response categories (Misses > Hits and Misses > CR, respectively). 
Testing for the interaction between Misses > Hits and Sham > IPS revealed effects in the right 
precentral and middle frontal gyri (Fig. 5.3 and Table 5.1). The interaction contrast between Misses 
> CR and Sham > IPS resulted in a significant cluster in the posterior prefrontal cortex (BA8). In 
particular, this comparison showed activations in the left posterior middle/superior frontal gyrus 
extending to the right superior medial gyrus (Fig. 5.3 and Table 5.2). Under normal processing 
circumstances, these prefrontal areas showed higher activations during missed trials relative to hits 
and CR. This discrimination between incorrect and correct trials disappeared when activity in the 
IPS was perturbed. The remaining interactions were not significant. 

Effects of RT covariate 

To evaluate the effects of different reaction times between the conditions in our experiment, we 
extended our initial general linear model to include trial-specific reaction times regressors for each 
TMS condition. Areas that were positively predicted by reaction times included the bilateral 
frontoparietal cortices, the bilateral anterior insulae/frontal opercula and inferior frontal gyri, the left 
motor and somatosensory cortices and the anterior cingulate/middle prefrontal cortex extending to 
the supplementary motor area. Conversely, areas that were negatively correlated with reaction times 
included the left precuneus, the left angular gyrus and the left middle/superior frontal gyri.  
 
 
Table 5.1. Effects of TMS 

Brain Regions 
MNI Coordinates (mm) Z Score 

(peak) 

#Voxels in 
Cluster 

pFWE-value 

(cluster) x y z 

 Main TMS Effects     

Sham > IPS (Hits+Misses+CR)      
Left Superior Frontal Gyrus -16 28 40 4.53 494 0.006 
Left Middle Frontal Gyrus -20 26 48 4.12   

IPS > Sham (Hits+Misses+CR)       

Right Superior Parietal Lobule 34 -52 62 2.85 22 0.002* 
Right Postcentral Gyrus 32 -34 72 2.63 18 0.004* 
Right Precuneus 12 -48 74 4.14 57 <0.001* 

State-dependent TMS Effects      
Hits >Misses (IPS>Sham)      
Right Middle Frontal Gyrus 38 14 48 4.17 412 0.028 
Right Precentral Gyrus 48 6 44 4.04   

CR >Misses (IPS>Sham)       
Left Middle Frontal Gyrus -22 20 50 4.39 863 <0.001 
Left Superior Frontal Gyrus -16 24 50 4.13   
Right Superior Frontal Gyrus 26 30 46 3.37   

p-values marked with * are reported at an uncorrected peak-level. All the remaining p-values are corrected for multiple comparisons 
within the entire brain 
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Figure 5.2. Effects of Response Category. (A) Activations induced by the comparisons between (i) Misses and Hits 
(red) and (ii) Misses and CR (yellow) trials are displayed on sagittal, coronal and axial slices of a mean image created 
by averaging the subjects’ normalized structural images. For illustrational purposes only, effects are displayed at a 
height threshold of p = 0.01 uncorrected and an extent threshold of 250 voxels. (B) Parameter estimates (mean ± 
standard error of the mean) are displayed at the given coordinates in the right anterior cingulate/middle prefrontal 
cortex (for Misses vs. CR) and in the left posterior cingulate cortex (for Misses vs. Hits). The bar graphs represent the 
size of the effect in non-dimensional units (corresponding to % whole-brain mean). 

Crucially, apart from the effects of response category in the anterior cingulate/middle prefrontal 
cortex (ACC/mPFC) all the other effects reported above persisted even after inclusion of the reaction 
time regressors. Given that missed trials were associated in increased decisional uncertainty it is 
unsurprising that the introduction of the reaction time regressors removed differential activations 
between the different conditions in the ACC/mPFC (see fMRI Data Analysis), which is an area that 
has been previously associated with decisional uncertainty (Volz et al., 2004; Huettel et al., 2005; 
Grinband et al., 2006; Yoshida and Ishii, 2006; Pochon et al., 2008).  Yet, also as expected, state-
dependent TMS effects were independent of any behavioural differences between response 
categories. 

Eyetracker Data 

Two independent 2-way repeated measures analysis of variance (RM-ANOVA) with the factors 
TMS condition (right IPS and Sham) and response category (Hits, Misses, CR) were performed for 
the mean distance from the fixation cross and the number of blinks. 
For the number of blinks index, the analysis did not show main effects of TMS (F(1,7) = 1.532; p = 
0.256) nor response category (F(1,7) = 3.406; p = 0.098), nor was there a significant interaction 
between the two (F(1,7) = 2.617; p = 0.128). Similarly, for the mean distance for the fixation, there 
was no main effect of TMS (F(1,7) = 1.338; p = 0.285) nor a main effect  of response category (F(1,7) = 
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Figure 5.3. Interaction Effects. (A) Activations induced by the interaction between TMS and (i) Misses vs. Hit (red) 
and (ii) Misses vs. CR (yellow) are displayed on sagittal, coronal and axial slices of a mean image created by 
averaging the subjects’ normalized structural images. For illustrational purposes only, effects are displayed at a 
height threshold of p = 0.01 uncorrected and an extent threshold of 250 voxels. (B) Parameter estimates (mean ± 
standard error of the mean) are displayed at the given coordinates within the left superior/middle frontal gyrus (for 
Misses vs. CR) and the right middle frontal/precentral gyrus (for Misses vs. Hits). The bar graphs represent the size 
of the effect in non-dimensional units (corresponding to % whole-brain mean).  

 
Table 5.2. Effects of Response Category 

Brain Regions 

MNI Coordinates (mm) Z Score 

(peak) 

#Voxels in 
Cluster 

pFWE-value 

(cluster) x y z 

 Effects of Response Category     

Misses >Hits (IPS+Sham)       
Left Superior Medial Gyrus -8 36 44 4.86 533 0.005 
Left Superior Frontal Gyrus -10 36 48 4   
Left Anterior Cingulate Cortex -6 4 30 3.44   
Left Posterior Cingulate Cortex -10 -50 26 4.46 2285 <0.001 
Right Lingual Gyrus 18 -84 -10 3.70   
Left Superior Occipital Gyrus -10 -102 6 3.64   
Left Calcarine Gyrus 2 -98 0 3.54   
Right Precuneus 8 -66 36 3.51   

Misses > CR (IPS+Sham)       
Right Middle Cingulate Cortex 2 20 40 3.99 722 <0.001 
Right Anterior Cingulate Cortex 6 16 28 3.49   
Left Superior Medial Gyrus -10 38 42 3.26   
Left Superior Frontal Gyrus -14 34 48 3.25   

p-values are corrected for multiple comparisons within the entire brain 
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1.866; p = 0.208), nor a significant interaction between the two (F(1,7) = 2.595; p = 0.140).  
None of the RM-ANOVAs revealed any significant main effects or interactions suggesting that 
differences in eye movements are unlikely to account for the observed activation profile in our fMRI 
data. 
 
 
Table 5.3. Simple Main Effects 

Brain Regions 
MNI Coordinates (mm) Z Score 

(peak) 

#Voxels in 
Cluster 

pFWE-value 

(cluster) x y z 

Effects of TMS     

CR  (IPS > Sham)      
Left Lingual Gyrus -20 -66 0 3.63 702 0.001 
Left Inferior Occipital Gyrus -30 -76 -8 3.62   
Left Cerebellum -36 -72 -30 3.58   
Left Fusiform  -30 -70 -18 3.23   

Hits (IPS > Sham)       

Left Inferior Occipital Gyrus -46 -72 -10 4.27 604 0.002 
Left Lingual Gyrus -18 -72 -10 3.66   
Left Fusiform Gyrus -28 -58 -10 3.65   
Right Middle Temporal Gyrus 44  -64 -2 4.02 621 0.002 
Right Lingual Gyrus 22 -76 -10 3.67   
Right Fusiform Gyrus 34 -68 -14 3.43   

Misses (Sham > IPS)       

Left Middle Frontal Gyrus -22 26 50 4.83 483 0.007 
Left Superior Frontal Gyrus -14  26 48 4.18   

Effects of Response Category      
Hits >Misses IPS      
Left Putamen -22 4 -2 4.67 355 0.052 
Left Caudate Nucleus -8 14 12 3.43   

Misses >CR Sham       
Left Middle Frontal Gyrus -28 22 44 4.90 2579 <0.001 
Left Superior Medial Gyrus -10 34 46 3.94   
Right Superior Frontal Gyrus 22 30 60 3.76   

Misses >Hits Sham       

Right Middle Cingulate Cortex 4 -2 32 4.44 479 0.01 
Left Inferior Frontal Gyrus -54 22 6 4.43 394 0.031 
Left Calcarine Gyrus -8 -100 0 4.42 882 < 0.001 
Left Superior Occipital Gyrus -22 -96 22 3.64   
Left Middle Occipital Gyrus -20 -98 14 3.57   
Right Superior Frontal Gyrus 16 34 52 4.23 352 0.055 
Left Precentral Gyrus -48 -6 48 3.80 349 0.057 
Left Postcentral Gyrus -40 -20 44 2.96   
Left Middle Frontal Gyrus -20 0 48 2.69   

p-values are corrected for multiple comparisons within the entire brain 
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Discussion 

Decisions about sensory events in the surroundings are ubiquitous in our daily lives. Perceptual 
decisions involve a series of cognitive and non-cognitive processes, ranging from the gathering and 
accumulation of sensory evidence, the detection of perceptual uncertainty signalling (among other 
things) the need for more attentional resources and finally the categorization into a behavioural 
response that is followed by the corresponding motor output. At the neural level, these different 
processing modules are supported by a widespread network of areas that include sensory, frontal and 
parietal cortices, as well motor and premotor regions (Kim and Shadlen, 1999; Heekeren et al., 2004, 
2006; de Lafuente and Romo, 2006; Pleger et al., 2006; Thielscher and Pessoa, 2007; Ho et al., 
2009; Noppeney et al., 2010). In particular, neuroimaging and neurophysiological studies have 
shown that the parietal cortex is recruited during perceptual decisions (Churchland et al., 2008; 
Tosoni et al., 2008; Rorie et al., 2010; Freedman and Assad, 2011; White et al., 2012). This is 
further supported by off-line TMS studies that provided causal evidence for an involvement of the 
right parietal cortex during visual detection tasks by reporting TMS-induced behavioural 
disturbances (Pascual-Leone et al., 1994; Hilgetag et al., 2001; Thut et al., 2005). Particularly, using 
signal detection measures, Oliver et al. (2009) reported an optimal region in the right anterior IPS at 
which TMS reduced the visual sensitivity (i.e. d’) for peripheral target-gaps presented in the left 
visual hemifield. However, while off-line TMS studies are invaluable in the determination of causal 
structure-function relationships, they are restricted to inferences at the stimulated area. In this study 
we used concurrent TMS-fMRI to investigate how stimulating this location at the right IPS affected 
processing in other remote brain areas during a similar visual detection task.  
Behaviourally, participants’ reports about their visual percept were not altered by our TMS 
manipulation. This is beneficial when investigating TMS effects at the neural level using fMRI, as 
these might otherwise be contaminated by behavioural changes that would result in interpretational 
difficulties (see Price et al., 2006 for related issues with neurological patients).  
Yet, analyses on reaction time data showed that, independently of the TMS condition, participants 
took significantly longer to respond during missed trials compared to both hits and correct rejections. 
This suggests that missed trials were associated with more uncertainty as indexed by longer response 
times, thus reflecting task instructions given prior to the experiment. Indeed, participants were 
instructed to answer ‘seen’ only when completely sure about their percept. This induced a very high 
decisional criterion, under which missed trials are likely to include both truly undetected stimuli and 
trials in which participants were unsure about their visual percept and responded ‘unseen’ so as not 
to incur in any false alarms. At the neural level, this uncertainty might be associated with a noisy 
neural representation already at the level of visual cortices. Alternatively, it might reflect weaker 
attentional selection mechanisms at a higher-order processing stage, where short lapses of attention 
result in ambivalent trials. While it is not possible to disentangle between these two alternatives, 
noisy representations during missed trials are likely to be accompanied with additional neural 
processing, in particular at the decisional level.  
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Indeed, under normal processing circumstances, missed (i.e. incorrect) relative to both hit and 
correctly rejected (i.e. correct) trials elicited increased activations in the anterior cingulate/middle 
prefrontal cortex (AC/mPFC) (Fig. 5.2). This region has been previously associated with decision 
uncertainty (Volz et al., 2004; Huettel et al., 2005; Grinband et al., 2006; Yoshida and Ishii, 2006; 
Pochon et al., 2008), an interpretation that is consistent with the decision ambivalence associated 
with missed trials in this study.  
Even though response category effects in the AC/mPFC only emerged as simple main effects, an 
inspection of the parameter estimates plot suggests that IPS-TMS had a modulatory effect in this 
region (Fig. 5.2). This modulatory effect was significant in areas of the bilateral prefrontal cortex 
that strongly interact with this area (MacDonald, 2000; Badre and Wagner, 2004; Domenech and 
Dreher, 2010). In fact, state-dependent TMS effects were found in the posterior superior frontal gyri 
(SFG) and in the right precentral and posterior middle frontal gyri (MFG). In these regions, the 
common response enhancement for missed trials during normal processing conditions was abolished 
when TMS was applied at the IPS (Fig. 5.3). In the left prefrontal cortex in particular, significant 
post-hoc comparisons testing for simple main effects of TMS (Table 5.3) suggest that these state-
dependent TMS effects were specifically driven by IPS-TMS modulations during missed trials. 
The areas showing state-dependent TMS effects in this study overlap considerably with areas 
previously implicated in perceptual decision-making (Heekeren et al., 2004; Ruff et al., 2010). In 
particular, Heekeren et al. (2004) reported increased activations for easy relative to difficult 
decisions in the SFG, whereas activations in the posterior MFG exhibited the opposite pattern. 
However, in this study both areas consistently showed increased activations for uncertain/incorrect 
trials relative to correct trials during Sham-TMS, which in accordance to Heekeren et al. suggests 
that these regions might also be signalling the need for additional attentional resources in situations 
of high decisional uncertainty. Consequently, TMS-induced decreases in these areas would 
respectively indicate an abolishment of this signalling. 
It is thus surprising that such state-dependent TMS effects on hemodynamic responses were 
mirrored by an absence of TMS-induced behavioural changes. Taking the notion of degeneracy in 
consideration (Edelman and Gally, 2001; Price and Friston, 2002; Noppeney et al., 2004), this 
dichotomy might reflect the existence of different sets of areas involved in decision-making, such as 
the insula, the dorsolateral prefrontal cortex or subcortical structures, that can complete similar task 
requirements as reflected by behavioural measures. These compensatory mechanisms would reflect a 
flexible and resilient system that is able to adapt to ever-changing circumstances. In our study, it is 
plausible that a function that under normal processing conditions is preferentially performed by a 
particular set of areas was shifted to other regions following disturbances to the system. Potentially, 
the modulatory effects of IPS-TMS in the AC/mPFC, that were characterized by an increase of 
activation for correct trials up to the level observed for missed trials, might reflect the recruitment of 
this alternative source of control. 
Yet, the absence of consistent compensatory activations suggests an alternative account, by which 
prefrontal activations might instead reflect processing that is incidental to task performance. In fact, 
it has been shown that functional imaging can detect implicit activations like for instance 
hemodynamic changes in response to unaware emotional facial expressions during an unaffected 
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naming-task (Morris et al., 1998). In decision-making, secondary processing often takes place in 
form of metacognitive evaluations about task performance, such as error monitoring and confidence 
judgments about the chosen response (Maniscalco and Lau, 2012; Fleming and Lau, 2014). Based on 
evidence showing that participants can spontaneously detect incorrect decisions and correct them 
when given a chance to do so, it has been proposed that these evaluations occur at a post-decisional 
stage that uses accumulated evidence from both afore and after the decisional response (Pleskac and 
Busemeyer, 2010; Yeung and Summerfield, 2012).  
Studies with human and non-human primates have associated metacognitive abilities with a number 
of different areas that include the parietal cortex, the frontal eye fields, the cingulate and prefrontal 
cortices, amongst other regions (Kiani and Shadlen, 2009; Rounis et al., 2010; Fleming et al., 2012; 
Middlebrooks and Sommer, 2012; Charles et al., 2013; Teichert et al., 2014). This dispersed account 
across different studies suggests that different metacognitive abilities might be supported by distinct 
neural mechanisms that are determined by existing task specificities (Baird et al., 2013; McCurdy et 
al., 2013; Fleming et al., 2014). In this respect, our results might reflect a distributed network of 
frontoparietal regions that implements post-decisional evaluations about task performance. Yet, 
since the current study was not directly designed to evaluate this type of metacognitive processes, 
this hypothesis remains conjectural and should be explicitly investigated in future studies. 
In conclusion, our study demonstrated that IPS-TMS abolished activation increases for decisional 
uncertainty and response errors in the bilateral prefrontal cortices without eliciting any behavioural 
changes. Neural effects were state-dependent, emerging primarily via specific activation decreases 
during missed trials. These specific neural effects and the simultaneous lack of behavioural 
impairments suggest that the modulated areas were not necessary for objective task performance. 
Instead, we propose that this dichotomy reflects influences of IPS-TMS on post-decisional 
evaluations about task performance associated with incorrect responses. 
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6   General Conclusions 

Cognitive functions rely on a distributed network of interconnected brain areas that dynamically 
interact in order to generate outputs that are suitably adjusted to existing circumstances. By allowing 
direct monitoring of local and distal effects of TMS on ongoing task-related activations, concurrent 
TMS-fMRI constitutes a promising tool for studying this interconnected nature of the brain. In a 
series of studies we employed this methodology to investigate the underlying mechanisms of 
auditory and visual processing during different experimental contexts. In particular, due to its 
involvement in a number of distinct cognitive functions and its connectivity with visual and auditory 
cortices (Hyvärinen, 1982; Maunsell and van Essen, 1983; Boussaoud et al., 1990; Lewis and Van 
Essen, 2000), special focus was given to the role of the right intraparietal sulcus (IPS) during these 
processes. 

In Chapter 2 we investigated how TMS to the right IPS influenced visual and auditory processing 
from a multisensory perspective. In fact, previous studies have demonstrated that activations in 
sensory cortices are increased for signals from the preferred sensory modality but decreased for non-
preferred sensory inputs (Haxby et al., 1994; Kawashima et al., 1995; Laurienti et al., 2002). These 
crossmodal deactivations may be mediated by top-down modulation from higher-order association 
areas such as the IPS, thereby reflecting competition for common attentional resources (Shomstein 
and Yantis, 2004; Johnson and Zatorre, 2005; Werner and Noppeney, 2010, 2011). Hence, we 
hypothesized that IPS-TMS might jointly amplify auditory-induced activation decreases and visual-
evoked activation increases in visual areas.  
Our results showed that high-intensity (relative to no or low-intensity) TMS resulted in increased 
activations in auditory cortices irrespectively of the current sensory context, an outcome that is 
commonly associated with non-specific side effects caused by the accompanying TMS clicks 
without being further evaluated. Yet, directly comparing IPS- relative to Vertex-TMS proposed a 
second mechanism, whereby activation increases in auditory cortices might have been directly 
induced by top-down modulatory effects from the IPS.  
Conversely, IPS-TMS effects in visual cortices were state-dependent. Indeed, high-intensity IPS-
TMS deactivated the visual cortex under auditory stimulation but amplified the BOLD responses to 
visual stimulation, which is in apparent support of our hypothesis. However, auditory-induced 
deactivations were also observed during no stimulation and Vertex-TMS, thus suggesting that 
crossmodal deactivations emerged primarily from audiovisual interactions resulting from TMS side 
effects on activations in auditory cortices. Yet, despite not having modulated crossmodal 
deactivations directly, our IPS stimulation selectively increased visual-evoked responses. Similarly 
to TMS-induced effects in auditory cortices, we propose two different mechanisms for these TMS-
induced modulations. First, from a unisensory perspective, IPS may have increased visual 
activations by determining the gain of stimulus-evoked responses in visual cortices in reminiscence 
of attentional control mechanisms within the visual system. Alternatively, from a multisensory 
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perspective, IPS-TMS may have specifically modulated the effect of concurrent auditory TMS clicks 
on the BOLD responses in the visual cortex via crossmodal mechanisms.  
Collectively, this study highlights the importance of interpreting TMS effects on BOLD activations 
in a multisensory framework and in the context of other control sites. Indeed, under a multisensory 
perspective our results show that BOLD effects due to TMS side effects in auditory cortices might 
emerge outside auditory areas in a manner that can non-linearly depend on the current sensory 
context. Exclusively resorting to parametric TMS protocols to control for non-specific TMS effects 
might thus result in interpretational ambiguities even when investigating neural processes in a single 
sensory modality. 

The first study presented rare but salient auditory and visual targets, which were mainly introduced 
in order to maintain participants’ attention and were therefore not considered in the evaluation of 
parietal TMS effects. Nevertheless, the detection of relevant sensory events can equally be 
influenced by top-down modulatory signals arising from higher-order association cortices such as 
the IPS. In fact, alongside its role in top-down attention, the IPS has been shown to be sensitive to 
stimulus-driven aspects of attentional control (Geng and Mangun, 2009) and to integrate sensory and 
goal-directed information in order to form a priority or salience map of the environment (Gottlieb, 
2007; Ptak, 2012). Consequently, in Chapter 3 we explicitly evaluated how TMS at the right IPS 
influenced task-related activations while engaging the attentional network in a demanding visual 
detection task that manipulated the presence of small and peripherally presented visual stimuli. 
Furthermore, since the detection of sensory stimuli can be influenced by co-occurring task-irrelevant 
sensory events, we further manipulated the bottom-up sensory context by introducing runs in which 
an auditory sound was presented at target-onset independently of the actual presence of the task-
relevant visual input. 
Our results show that the disruption of IPS activity abolished activation increases for task-relevant 
events in the inferior parietal cortex, while simultaneously amplifying stimulus-evoked responses in 
right visual occipito-temporal areas. In line with the idea of expectation biases induced by covertly 
attending to the stimulus location (Kastner et al., 1999), these results suggest that IPS-TMS 
interfered with the detection of task-relevant events in the inferior parietal cortex, which 
consequently abolished top-down expectation biases in visual cortices. More generally, this pattern 
suggests that processing of relevant sensory information during goal-directed behaviour involves a 
complex interplay between these regions. 
In addition, interactions between TMS and visual input were equally observed in areas of the right 
posterior/middle insular cortex and the right ventral lateral prefrontal cortex. However, interactions 
in these areas were further significantly attenuated during the auditory context, which similarly 
affected the behavioural task performance, as reflected by accelerated decisions relative to the purely 
visual context. We propose that IPS-TMS influences in these regions reflect the exchange of control 
signals associated with the planning of an appropriate response, which is attenuated with the 
occurrence of an extra auditory sound loaded with implicit top-down information related to the task. 

Given the recurrent interchange of feedback and feedforward information between different 
structures in the cortical hierarchy during visual processing, in Chapter 4 we evaluated the effects 
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of stimulating low-level visual areas. In particular, we examined in which way occipital (Occ) TMS-
induced effects differed from those elicited by stimulating parietal areas during a demanding visual 
detection task.  
Our results showed an overlap of Occ- and IPS-TMS main effects in right parietal lobes. Moreover, 
while directly perturbed parietal activity additionally modulated activations in right occipito-
temporal visual areas in a state-dependent fashion, activations induced indirectly by Occ-TMS in 
parietal cortices did not have any effect on these same cortical structures. Hence, while IPS-TMS 
activations in parietal cortices unsurprisingly reflect locally perturbed activity, activations induced 
by Occ-TMS most likely indicate compensatory mechanisms that arise in response to perturbed 
activity in early visual areas. Altogether, given that Occ-TMS during external visual stimulation was 
never applied inside the scanner before, the methodological considerations discussed in this study 
might prove useful for future concurrent TMS-fMRI research over visual cortices. 

Finally, in Chapter 5 we investigated the causal role of the right IPS during perceptual decisions. 
Indeed, among the widespread aggregate of areas that has been implicated in perceptual decision-
making, the IPS has been consistently recruited in a large number of studies (Hanks et al., 2006; 
Churchland et al., 2008; Tosoni et al., 2008; Rorie et al., 2010; Freedman and Assad, 2011; Gould et 
al., 2012; White et al., 2012). Hence, we categorized participants’ responses on a visual detection 
task into hits, misses, false alarms and correct rejections and assessed the effects of IPS-TMS by 
comparing conditions with matched visual input but different behavioural response categories and 
vice versa.  
Comparing IPS- relative to Sham-TMS revealed state-dependent effects in the bilateral superior 
frontal gyri and the right precentral gyrus, which are areas that have previously been associated with 
perceptual decision-making. Specifically, in these regions IPS-TMS abolished the common response 
enhancement for missed trials that was observed during normal processing conditions. These state-
dependent TMS effects on hemodynamic responses were mirrored by an absence of TMS-induced 
behavioural changes. We propose two possible explanations for this neural-behavioural dichotomy. 
First, consistent with the concept of degenerate brain systems, this dichotomy might reflect the 
existence of an alternative set of areas that is recruited to accomplish task requirements following 
disturbances to the system. Yet, the absence of consistent compensatory activations might suggest an 
alternative account. Specifically, instead of being necessary for the behavioural outcome of the 
current task, these regions might be involved in implicit post-decisional evaluations on task 
performance.  

In summary, our results provide causal evidence for the involvement of the right IPS in different 
stages of sensory processing. In Chapters 2 and 3 we showed that top-down modulations from the 
IPS on visual areas are highly dependent on current sensory and cognitive contexts. Additionally, 
during an attentional demanding context, these modulations likely involve other brain areas in the 
inferior parietal cortex. In Chapter 4 we showed that stimulation of occipital areas elicits activations 
in right parietal lobes, probably reflecting compensatory mechanisms in order to maintain similar 
task performance. Finally, at a decisional stage over sensory input, IPS abolished response 
enhancement for missed trials in bilateral prefrontal cortices. At a more general level, our results 



140 General Conclusions 
	
  

	
  

emphasise that cognitive and sensory processes rely on a contextual collaborative interplay between 
different brain regions. 

6.1 Future Directions 

Taken together, the studies comprised in this dissertation have provided causal evidence for the 
context-dependent cooperative dynamics of the brain. However, some open questions remain. For 
instance, in Chapter 4 we showed that Occ-TMS elicited activations in the right parietal lobe, which 
we interpreted as reflecting compensatory mechanisms that developed in order to maintain task 
performance despite perturbed activity in early visual areas. Along similar lines, one of the ideas we 
proposed to explain the neural-behavioural dichotomy observed in Chapter 5 was based on the 
notion of degenerate brain systems. Although in this case the absence of reliable compensatory 
activations did not offer strong support for this hypothesis, our present approach does not allow us to 
unequivocally exclude this possibility, in the same way that it cannot address the existence of 
compensatory mechanisms in Chapter 4.  
It has been proposed that a full understanding of degenerate brain function can only be achieved by 
following a multi-lesion approach (Price and Friston, 2002; Friston and Price, 2011). In this respect, 
possible follow-up experiments could involve simultaneous stimulation of a second brain region 
(e.g. the parietal cortex in Chapter 4 and the anterior cingulate/medial prefrontal cortex in Chapter 5) 
in order to assess resulting changes in behavioural performance and brain activation patterns. Yet, 
although dual-site TMS protocols are frequently used outside the scanner, it is questionable whether 
they could be implemented inside the scanner. In fact, whereas the combination of two TMS coils 
inside the scanner is, in principle, technically feasible (Bohning et al., 1997), it is unlikely that it is 
practically achievable with current technology, if nothing else because of space restrictions in the 
placement of the coils.  
However, a possible alternative would be to combine an offline repetitive TMS (rTMS) protocol 
with an online protocol inside the scanner. Indeed, offline rTMS protocols are currently already used 
in combination with fMRI in order to evaluate compensatory changes in response to stimulation 
(O’Shea et al., 2008). Likewise offline and online TMS protocols outside the scanner have also been 
successfully combined before. For instance, Devare et al. (2010) showed that applying offline theta-
burst TMS over the anterior IPS modified subsequent interactions between the primary motor and 
ventral premotor cortices as measured by paired-pulse TMS. Moreover, modulations induced by 
offline TMS were specific to the performance of a grasping task and were absent during the rest 
condition. Hence, experiments that factorially manipulate offline rTMS protocols (real TMS vs. 
control) and single coil TMS protocols inside the scanner (TMS vs. control) might be able to provide 
some useful insights on the degenerate organization of brain function. 
Yet, in order to fully benefit from this or other procedures that combine TMS with fMRI, it is 
essential to have a better understanding of how different protocols affect neural activity and in 
particular hemodynamic responses. A step towards this goal could be achieved through the 
systematic comparison between different TMS protocols. While some important steps have been 
made in this direction by studies investigating the motor system (e.g. Bohning et al., 2003c; 
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Hanakawa et al., 2009; Moisa et al., 2010), this systematic approach is completely missing for other 
brain regions. Finally, another interesting approach towards this goal would be to combine/compare 
(resting state) functional connectivity analyses with connectivity as assessed with TMS, as it was 
recently proposed by Fox et al. (2012).  
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