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3.1 INTRODUCTION

The interpretation of aerial images has been a
standard technique within archaeological survey
for decades. Computer technology has also been
applied within this field, especially for the rectifi-
cation of oblique images (Haigh 1983, Scollar
1975). Digital image processing techniques are of-
ten used for emphasising archaeological features
on aerial images (Scollar & Weidner, 1979). How-
ever, the ideal survey system would be fully au-
tomated and would enable the on-line detection
of archaeological features and the determination
of their position in space.

This paper investigates the possibilities of an
automatic archaeological feature extraction sys-
tem from digital aerial images. General tech-
niques for digital image processing are presented
and special emphasis is placed on the application
of an automated system for the detection of circu-
lar archaeological features. The system presented
allows the automated detection of circular fea-
tures on digital images, the determination of el-
lipse or circle parameters and the position of such
features. The results of this process are presented
on the screen and the co—ordinates output to a
geographic information system (GIS).

Aerial and satellite images are usually very im-
portant sources of data for archaeological data-
bases. Satellite imagery can produce valuable in-
formation on the natural environment, definition
of physiographic and other regions, but it has
been proved that it has very limited potentials in
actual discovery of new archaeological sites
(Limp 1987). In the regions where specialised
(Dassie 1978) techniques of archaeological air sur-
veys are not normally practised, usually many
vertical small scale photographs taken for other
non-archaeological purposes, exist. These photo-
graphs are usually up to 50 years old, taken in

different seasons, which are not always best for
the discovery of archaeological features. How-
ever, the quality is, despite this small scale, usu-
ally extremely good. One of our aims in the re-
search was to investigate the possibilities of
application of these images for the detection of
archaeological features. Since the majority of the
European countries have produced thousands of
general purpose or specialised photographs (usu-
ally for cartographic production or construction
works), manual interpretation of all these ar-
chives would be extremely time and labour con-
suming. Therefore we wanted to see if at least
some of the procedures in interpretation and de-
tection of specialised archaeological features
could be performed automatically or semiauto-
matically.

Our aim was to extract archaeological objects
automatically from aerial photographs, using ad-
vanced digital image processing and image under-
standing techniques. Maps are increasingly repla-
ced by geo-referenced data bases. Simultaneous-
ly, archaeological information is more and more
often stored in a computer environment to enable
flexible and improved analysis. An important
source of archaeological information is aerial pho-
tographs that can be effectively scanned (Bosma et
al. 1989). So, both the final information and data
sources can be stored in digital format. This indu-
ces the intriguing question, whether automated
image interpretation is a realistic option. Our re-
search aim is motivated by the following facts:

* Image interpretation by computer has been
successfully realised in a number of other
fields of application;

e Archaeological data bases are becoming com-

puterised;

Scanning of photographs is relatively cheap

and easy;
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Figure 3.1: Noise reduction by Gaussian smoothing: a) original image; b) smoothed image.

 High capacity computers are relatively cheap
with regard to memory and disk storage;

e The majority of European countries have pro-
duced thousands of aerial photographs, mainly
for topographic purposes. Manual interpreta-
tion of these sources is extremely time and la-
bour consuming.

In the next chapter we give some general facts on
digital images and image enhancement. After this
the circle detection strategy is formulated. Finally
the transfer of the method to a feasible computer
implementation is discussed and experimental
results are presented.

3.2 DIGITAL IMAGE ENHANCEMENT

3.2.1 The image function and noise

A digital image consists of an array of numbers
8(ij), i=1,...,n, j=1,..,m, where g refers to the grey
value usually in the range (0-255), represented by
one byte, and where (i,j) are spatial co-ordinates.
We model the image to consist of a set of back-
grounds on which a set of objects is superim-
posed, e.g. linear (roads and streams) and circu-
lar objects (the objects that we wish to detect in
this case study). The difference in grey values be-
tween background and objects is not a constant
value. Also the background grey values may
vary, creating boundaries between background
regions. Besides objects, noise and textures are
also superimposed on the image. So we need
methods to effectively reduce noise and textures
without effecting the edge structures of the ob-
jects.

3.2.1.1 Noise reduction by smoothing

One obvious way to reduce the effects of noise is
to carry out a weighted or un-weighted averag-
ing of the local image function, using convolution
kernels. If the weighted function is a discrete ver-
sion of the 2-D Gaussian normal distribution, we
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refer to a Gaussian smoothing filter. Although the
image noise is effectively reduced by such linear
smoothing filters, their disadvantage is that the
edge strength is reduced too.

Some of our test images were obtained by
scanning of published rasterised photographs.
Sampling of a raster induces a special kind of
noise. An efficient way to reduce it is by blurring
the image with a Gaussian filter. As an illustra-
tion of this process see Figure 3.1, where first the
original image is presented and then the result of
5 x5 Gaussian smoothing.

To reduce the noise without affecting the edge
strength significantly, edge preserving non-linear
smoothing filters should be used. Two para-
mount examples are the median and the
Kuwahara filter. In the median filter (Scollar et al.
1984) the grey value of the centre pixel of a w X w
window, w odd, is replaced by the median of the
grey values in that window. Each pixel is exam-
ined in this manner. Median smoothing filters ef-
fectively reduce noise while preserving edges.
However, thin structures, possibly representing
objects of interest, are removed. For example, one
pixel thick lines in 3 X 3 windows disappear.

In the Kuwahara filter four windows are
placed around the pixel under consideration, so
that the pixel is located in one. of the four corners.
The corner is of course different for each of the
four windows; typical window size is 3 x 3. The
variance of the grey values in each window is
computed. Next the mean of the window with the
lowest variance is assigned to the pixel. Each
pixel in the image is examined in this manner.
The edge preserving characteristics are due to the
fact that if the pixel is located at or nearby a ramp
edge, the windows that cross the edge have a
high variance, while the windows that occupy
only one region have low variance. The un—
weighted averaging is performed over the low
variance window.

A beneficial property of the Kuwahara filter is
that it also reduces textures as well as noise. Tex-
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ture reduction, however, goes at the cost of the
introduction of phantom edges. The edge
strength of thin structures is considerably re-
duced. The performance of the Kuwahara and the
median filter are presented in Figure 3.2 on the
example of the image from Wilson (1982:77).

3.2.2 Edge detection

An abundance of edge detection techniques was
developed in the course of time. Within the
framework of edge detection in aerial and satel-
lite images we can categorise them into five broad
classes:

1) comparison of the local image function with a
prototype edge — template matching;

2) derivatives of the image function — gradient
operators;

3) statistical comparison of the both sides of the
hypothesised edge of the area;

4) surface fitting techniques;

5) others.

Gradient operators based on first derivatives in
column and row direction are for example the
Roberts (1965), Prewitt (1970) and Sobel operator.
The Laplace operator is based on second deriva-
tives (Haralick 1984). Surface fitting techniques
compute two principal curvatures of the local im-
age function around each edge. The strengths of
the curvatures are an expression of the type and
significance of the edge. In our work we used
edge detection by template matching.

A usual method to decide whether the edge
filter response indicates an edge is by comparing
the response to a pre—defined threshold. This is
the so called edge enhancement/thresholding
scheme (Pratt 1978). More advanced techniques
exist that use contextual information and even a

priori information, using relaxation, graph search
and dynamic programming methods.

3.3 DESCRIPTION OF THE CIRCLE
DETECTION STRATEGY

Very important criteria in the mathematical im-
plementation and program strategy are computa-
tional effectiveness, enabling interactive sessions.
The process consists of three steps: — identifica-
tion and rough localisation; — parameter estima-
tion; — verification.

We assume that no a priori knowledge about
location, shape, size and orientation is available.
Consequently, we have to formulate the problem
as hypothesis testing. Two formulations are pos-
sible: — hypothesise that each pixel (i,j) lies on
the boundary of a circle; — hypothesise that each
pixel (i,j) lies inside the circle.

We have chosen the last approach since it is
easier to apply.

3.3.1 Identification and localisation
We suppose that each pixel (i,j) could be posi-
tioned inside a circle. To check this hypothesis,
that is identification of the circle, we start from
(i,j) and look in all directions to see whether there
is a significant gradient present in that particular
direction. In each direction the maximum gradi-
ent is taken, which should exceed a threshold
pre—defined to be accepted as a circle edge point
(x,, yi). The search area is limited, i.e. to some a
priori knowledge about the size of the circles re-
quired in the form of a region of interest (ROI). A
multiresolution approach makes the method rela-
tively size-independent.

The next step in the procedure is checking
whether the pixels with high gradient values

Figure 3.2: a) performance of the median filter; b) performance of the Kuwahara filter.
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Figure 3.4: Oxfordshire image — experiment 1; size 200 by
400 pixels. The threshold of the edge strength is 40. The
crosses indicate the circle edge points (x;,y;) that have
passed the verification stage.

Figure 3.5: Oxfordshire image — experiment 2. The thresh-
old of the edge strength is 30.

circles, but also objects with circle-like properties.
For example, squares and rectangles have, in the
present circle detection strategy, circle-like prop-
erties. As discussed, in some of the examples pre-
sented they really were detected as circles. For
achieving higher reliability, detected circles have
to be tested against alternatives. Therefore alter-
native objects should be indicated and their ap-
pearance in the image domain should be formal-
ised, much in the same way as we did for the
circles. Further more, appropriate test statistics,
that is the ability to choose between circle and al-
ternatives, should be formulated.

Since the computational burden is modest, the
procedure is suited for use in interactive sessions,
in which a part of the hypothesis testing is carried
out by a human operator. The adjustment of the
circle centre and radius is performed extremely
well by the procedure alone. Although our final
aim is automation, we believe that it is unrealistic
to expect that automatic image interpretation sys-
tems of aerial images will be realised soon. Nev-
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Figure 3.6: Oxfordshire image — experiment 3. The thresh-
old of the edge strength is 39. The number of rejected
points in the verification stage should not exceed 1 (in pre-
vious experiments it was 2).

ertheless, we believe that the value of our attempt
is that the process can support the human inter-
preter in measuring and interpretation tasks dur-
ing interactive sessions (Lemmens 1991).

It is also our strong opinion that computer in-
terpretation of aerial and satellite images should
not be considered as an isolated process. It can
only become operational in full integration with
geographic information systems (GIS). The GIS
provides a wealth of a priori information that
should be effectively exploited in the image inter-
pretation process (Lemmens 1990). One impor-
tant reason for this is the necessity to export the
results of the image processing routines to the
GIS. It is probably just a matter of time before all
regional and state sites and monuments records
will be computerised and for analytical purposes
integrated into GIS. Therefore it would be unrea-
sonable if the results of the digital image process-
ing routines should be understood as a separate
process.

An important reason for the integration of dig-
ital image processing systems into GIS is the fact
that for the purposes of effective interpretation of
digital images, much information can be found in
other spatial databases. GIS should therefore be
observed only as an overall cover for the spatial
databases, digital image processing systems and
statistical modules, enabling exchange and trans-
fer of data in all needed directions. Existing spa-
tial databases would in this case provide the in-
formation needed to distinguish existing circular,
non- archaeological objects from the newly de-
tected archaeological features. Unfortunately for
the fully operational performance of the system
much more research is needed especially in the
field of knowledge-based digital image process-
ing and GIS—digital image interaction.
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