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“There is a theory which states that if ever anyone discovers exactly what the
Universe is for and why it is here, it will instantly disappear and be replaced
by something even more bizarre and inexplicable. There is another theory

which states that this has already happened”

Douglas Adams
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Abstract

A growing number of hybrid experiments consisting of cold atoms
combined with nano devices or single trapped ions, has created
the need for a theoretical tool to describe these systems. Because
heating or cooling of the cloud has been frequently observed in
this context, finite temperatures therefore play an important role.
Although there are many models describing finite temperatures in
cold gases in isolation, none of them has been applied to hybrid
systems so far.

This thesis outlines how the Zaremba-Nikuni-Griffin (ZNG)
model can be used to numerically simulate different hybrid systems.
ZNG is a method, which in addition to a mean-field description
of a Bose condensate, also gives a full dynamical description of
thermal excitations. The thesis presents a parallel implementation
of this method, which uses adaptive square collision cells to cal-
culate collision integrals. It therefore allows for the simulation of
arbitrary trap geometries on high-performance computers. With
the help of this implementation a cloud in front of a solid surface
is simulated and atom-loss as well as condensate-growth curves are
presented. Furthermore, simulation results of a single trapped ion
in a thermal gas, modeled by a quantum Boltzmann equation, are
shown. Where possible the simulation results are compared with
experimental data for both systems to confirm the applicability
of the models. In addition, effects of an oscillating nanotube on
the coherence of a cold cloud are examined. Beside simulations
with the ZNG model, a system with a pure condensate, which is
modeled using the Gross-Pitaevskii equation, is also investigated.
The remaining condensate fraction is determined by the Penrose-
Onsager criterion. Both methods reveal resonance frequencies that
are much smaller than the typical thermal oscillation frequencies
of a nanotube. Such oscillations are therefore unlikely to alter the
coherence of a condensate.



Zusammenfassung

Ein wachsendes Interesse an Experimenten mit hybriden Syste-
men, die aus kalten Atomen und Nanostrukturen oder einzelnen,
gefangenen Ionen bestehen, hat die Nachfrage nach theoretischen
Werkzeugen geschaffen, um diese Systeme zu beschreiben. Da in
diesem Zusammenhang oft ein Kühlen oder Aufheizen der Wolke
beobachtet wurde, spielen endliche Temperaturen dabei eine geson-
derte Rolle. Obwohl es viele Modelle gibt, mit denen man endliche
Temperaturen in kalten Gasen beschreiben kann, wurde bisher
keines auf hybride Systeme angewandt.

Diese Arbeit zeigt auf, wie das Zaremba-Nikuni-Griffin Mod-
ell (ZNG) verwendet werden kann um unterschiedliche hybride
Systeme numerisch zu simulieren. ZNG ist eine Methode, die
neben der Beschreibung eines Bose-Kondensats in Molekularfeld-
näherung, außerdem eine voll dynamische Beschreibung von hoch-
energetischen, thermischen Anregungen in kondensierten Bose-
Gasen liefert. Die Arbeit stellt eine parallele Implementation der
Methode vor, die adaptive, rechteckige Kollisionszellen verwendet
um Kollisionsintegrale zu berechnen. Dadurch wird eine Simula-
tion von beliebigen Fallengeometrien auf Hochleistungsrechnern
möglich. Mithilfe dieser Implementierung wird eine bosonische,
kalte Wolke vor einer Oberfläche simuliert und Atomverlust- sowie
Kondensatwachstumskurven präsentiert. Darüber hinaus werden
Simulationsergebnisse eines einzelnen, gefangenen Ions in einer
thermischen Wolke, die durch eine Quantenboltzmanngleichung
beschrieben wird, vorgestellt. Für beide Systeme werden nach
Möglichkeit die Simulationsergebnisse mit experimentellen Daten
verglichen, um die Anwendbarkeit der genutzten Modelle zu zeigen.
Zusätzlich werden die Effekte eines oszillierenden Kohlenstoff-
nanoröhrchens auf die Kohärenz einer kalten Wolke untersucht.
Neben Simulationen mit dem ZNG Modell wird außerdem ein Sys-
tem mit einem reinen Kondensat, das mithilfe der Gross-Pitaevskii
Gleichung beschrieben wird, betrachtet. Der Kondensatanteil
wird dabei durch das Penrose-Onsager Kriterium bestimmt. Beide
Methoden offenbaren eine Resonanzfrequenz, die weit unter der
thermischer Anregungen liegt, was einen Kohärenzverlust durch
thermische Oszillationen des Röhrchens unwahrscheinlich macht.



Introduction

Exploring the “small”

In 1959, one of the leading theoretical physicists, Richard P. Feynman, held a
talk in front of the American Physical Society at the California Institute of
Technology [1]. In this visionary lecture with the title “There’s plenty of room
at the bottom” he explained the enormous potential of “manipulating and
controlling things on a small scale” for new technologies and science in general.
When talking of a “small scale” he dreamed of the smallest scale possible,
without defying any fundamental physical laws, down to manipulating single
atoms or molecules.

In his lecture Feynman had foreseen the great opportunities that lie in
miniaturization and control of the “small”, and it is often referred to as the date
of birth of nanotechnology.1 Now, some fifty years later, we may estimate
how much “plenty” in that context really is. Simple, artificial biological
components can be used as little swimming machines on the micro scale
[3, 4] and there have been serious considerations to use microrobots in future
medicine [5]. On an even smaller scale, scanning tunneling microscopes are
used to address single molecules, which are adsorbed on a surface [6, 7], with
the hope of using them as small molecular nano-machines [8, 9]. Feynman’s
wish to store a piece of information in a cube of 125 atoms was recently even
surpassed by reality, when IBM research scientists used antiferromagnetic
nanostructures, composed of just 12 Fe atoms, to form a bit [10].

A new definition of cold

However nanotechnology is not the only field that is devoted to the investiga-
tion of the “small”. Just in the same year as Feynman gave his famous lecture,
the physicist Gould presented ideas about a coherent light source [11]. His

1However, this is only justified retrospectively because the published article was only
cited seven times in twenty years after publication [2].

1
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“LASER” (Light Amplification by Stimulated Emission of Radiation) used
ideas of Schawlow and Townes [12], who filed a patent application the year
before, and included an open resonator, which was proposed independently
by Prokhorov [13]. The first functioning Laser was built by Maiman in 1960
[14] and Townes, Prokhorov and Basov shared the Noble prize in 1964 for
their pioneering work on Lasers and Masers (Microwave Amplification by
Stimulated Emission of Radiation). The fact that this Nobel prize was well
deserved is now more evident than ever. The laser revolutionized atomic
spectroscopy, found its way into almost every technological sector and opened
the gates for two completely new fields in physics investigating the “small”:
quantum optics and cold atoms [15, 16]. In 1970 an ensemble of atoms was
successfully trapped using laser light [17] and in the following decades lasers
were used to store and cool neutral atoms [18, 19]. This work was honored
by a Nobel prize in 1997 for Chu, Cohen-Tannoudji and Philips [20] and it
would not be the last in the field.

Laser cooling techniques combined with evaporative cooling of atomic
clouds enabled the achievement of Bose-Einstein condensation (BEC) in 1995
[21, 22], a long term goal in experimental physics. The BEC, which arises due
to a many-body quantum mechanical effect, was theoretically predicted by
Bose and Einstein for an ideal Bose gas in 1924. In his work Bose predicted
that the ground state of a homogeneous gas of particles with integer spin is
macroscopically occupied below a critical temperature Tc.

A BEC reveals the quantum nature of particles on a scale that is visible to
the naked eye. Particles residing in the ground state act as one single super
sized atom, which exhibits the wave-like nature of quantum objects. A BEC
is therefore an ideal probe of single-particle quantum effects, which govern
the physics on the “small” scale. In addition, there is hope to study so far
unexplored quantum mechanical many-body effects in solid-state physics or
to model Bose-Hubbard-like Hamiltonians [23, 24] by placing a BEC in an
optical lattice and thereby simulating a simplified, periodic potential of a solid.
The BEC is a great example for Feynman’s statement that research on a
small scale “might tell us much of great interest about the strange phenomena
that occur in complex situations” and it came as no surprise that the first
realization of BECs was awarded with the Nobel prize in 2001, which was
shared between Cornell, Ketterle and Wieman [25].

Following this, research in quantum optics continued with great success
and in the last decade it may be said that it has finally broken through to
fundamental physical laws at the "bottom". Haroche and Wineland both in-
dependently developed ground-breaking experiments, in which measurements
with single quantum particles in a well defined state could be performed
[26, 27]. They also shared a Nobel prize in 2012 for their work [28].
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Hybrid Systems
Despite the progress in nanotechnology and in the manipulation of cold atoms,
both fields stayed separated for a long time. Yet, without knowing, it was
Feynman again who greatly motivated a link between the two research fields
at “the bottom”. In 1982 he proposed how computers should be used in the
context of simulating quantum systems [29]. He showed that the complexity of
a many-body quantum system scales exponentially with the particle number
on a classical computer and hence calculations for larger systems become
simply impossible. He therefore suggested replacing the classical by a quantum
mechanical computer. A classical computer is based on a register of bits,
which either take the value 1 or 0. However, a quantum computer works with
qubits |x〉, which are in an arbitrary superposition between the two states |0〉
and |1〉,

|x〉 = a |0〉+ b |1〉 , a,b ∈ C, |a|2 + |b|2 = 1. (1)

In a quantum computer qubits are generally not addressed one by one, as
in the case of a classical computer, but algorithms work on a wavefunction
representing the whole system or a well-defined subsystem. By entangling N
qubits this wavefunction becomes a vector in a 2N dimensional Hilbert space;
this means a single state of N qubits is given by 2N complex numbers instead
of N numbers which are either 0 or 1, as in the classical case. By performing
a measurement on a subsystem of qubits, the entanglement between qubits
may additionally provide information about the whole system.

Although a quantum computer is a powerful tool, its realization poses
many challenges, which were summarized by DiVincenzo [30]. Single ions
confined in Paul traps are the most successful approach to meet all these
criteria so far [31–33]. However, there are also other promising systems. Small
solid-state devices such as superconducting circuits [34–37] have indisputable
advantages. They can be well controlled, addressed and are scalable, making
them a strong candidate for quantum computation. However, their main
problem is the comparably small coherence time, which is on the timescale of
tens of microseconds [38]. To use all the advantages of a quantum register,
the single qubits have to stay in a coherent, entangled superposition state
throughout the calculation. Even the highest coherence times observed in
Josephson junctions so far (about 0.2ms [39]) are not sufficient to store
quantum information during a calculation.

To solve the problem of decoherence, the field of cold atoms may come
in handy. Trapped atoms only weakly interact with their environment and
coherent states in atomic clocks can be preserved over tens of seconds [40].
Developing quantum hybrid systems, consisting of small solid-state devices
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and cold atoms may therefore yield the opportunity to combine the respective
advantages of both fields. A quantum computer may be built by ultra-cold
atoms storing the quantum information, which are coupled to solid-state
devices used for processing and addressing [41–44]. So, when Feynman
discussed how computers should be used to simulate physics, he may have
brought together two fields that explore the “small” down to fundamental
physical laws.

However, despite all the things he foresaw in 1959, he might have been
even too pessimistic about a subtle issue. He mentioned that the research field,
which explores things on a small scale, is a bit different from other physical
fields in a sense, “that it will not tell us much of fundamental physics”. When
it comes to hybrid systems of cold atoms and nanotechnology this might not
be the case. These systems are already used as precision measurement tools
[45] for fundamental forces between atoms and solid objects. This includes
the determination of Casimir-Polder forces [46, 47], and even beyond that
there is hope to measure gravitational forces in the sub-micron limit [48, 49].
For the latter, experimentalists look for deviations from the expected inverse
square law on a short range [50] in order to measure forces which are not
compatible with the standard model. In addition, the exact mechanisms of
decoherence and the transition between classical and quantum behavior can
be studied using these systems [51], an issue which is still not well understood
(for a detailed discussion of the problem see, for example, [52]).

Another hybrid system allowing one to explore new physical effects is a
single ion coupled to a cold atom cloud. An ion can be confined in a Paul
trap, laser cooled and immersed in a neutral atom cloud. Because of the large
scattering cross section between the ion and the neutral atoms, collisions
at very low temperatures, where only a few partial waves contribute, can
be efficiently investigated [53–55]. Additionally, the high controllability of
the ion may be used to study polaron physics because the ion represents a
small impurity in the cloud [56]. Polarons are quasi particles, consisting of
an impurity and the coupling to its surrounding environment. Because of the
strong interactions between the ion and a neutral atom, this polaron might
even be in the strong coupling regime (Fröhlich Polaron) [57], which has not
been detected in experiments so far.

Despite the richness of hybrid systems their realization remained inac-
cessible for a long time due to the high complexity of the experimental set
up. This changed dramatically after the advent of microchip traps in the 90s,
which greatly simplified the manipulation of cold atomic clouds [58–63]. With
their help, the position of a cold atomic cloud, and therefore the coupling
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between the cloud and a macroscopic object or a single trapped ion, can be
well controlled. Thus, over the last decade microchip traps have led to an
ongoing increase in the number of experiments in the field.

Finite temperature

The growing number of hybrid experiments has raised the need for theoretical
descriptions. However, there is a current lack of suitable finite temperature
methods to describe a cold gas coupled to a solid structure or a single trapped
ion. Finite temperatures are of special interest in these systems, because
energy transfer between the two components and losses in the atom cloud
have been observed, resulting in heating or cooling of the cloud.

The dynamics of a BEC are often described by a time-dependent Gross-
Pitaevskii equation (GPE). However, this equation is only adequate for a
dilute condensed gas in the s-wave regime, neglecting quantum as well as
thermal fluctuations. The GPE assumes that all particles are in the ground
state and it is therefore, strictly speaking, a zero-temperature model. Several
models have been developed, which are used to describe finite temperatures
for condensed Bose gases in isolation (for a detailed overview see [64]). Each
of these models is based on certain approximations and they therefore neglect
physical effects to some extent. Whether these effects are actually negligible
depends on the specific problem one wants to describe. For example, a class
of finite temperature models can be summarized as so-called classical field
methods [65–68]. These are based on the fact that beside the ground state,
higher lying modes are also macroscopically occupied at low temperatures.
Within the classical field methods, the evolution of these modes is described
by a GPE, and hence these modes are treated as classical fields just like
the condensate. The models introduce a projection operator projecting the
wavefunction into the coherent region, consisting of the highly occupied
modes. This is often referred to as the projected GPE. A big advantage of
this approach is, that it describes thermal fluctuations within the coherent
region. Thermal as well as quantum fluctuations are strongly present in the
region of the BEC phase transition. However, the projected GPE neglects
quantum fluctuations and all higher lying modes, which may, in total, contain
lots of particles despite relatively low occupation numbers.

It is possible to implement higher-lying, non-coherent modes into this
approach by coupling a thermal heat bath to the coherent region. The
resulting equation, the so-called stochastic GPE [69–71], contains additional
source and noise terms. The source term considers particle exchange between
the thermal region and the BEC, and the noise term provides the description
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of fluctuations, which are crucial for the phase transition. However, it should
be noted that this method does not describe dynamics in the higher energy
thermal cloud, which may be important in certain setups and can also affect
the lower-lying modes.

Another approach, which is based on the pioneering work of Kirkpatrick
and Dorfman [72], was developed by Zaremba, Nikuni and Griffin [73–75]
(ZNG). This method relies on the Hartree-Fock and Popov approximation. It
treats thermal excitations semi-classically, leading to a Boltzmann equation
coupled to a generalized GPE for the condensate. In this scheme binary
collisions are considered by means of collision integrals and a source term in
the generalized GPE allows for particle exchange between the two regions. In
addition ZNG yields a full dynamical description of the thermal cloud. How-
ever, fluctuations are neglected within this model, because it only considers
expectation values of the Bose field operator.

The presented finite-temperature models have been used to study Bose
gases in isolation, but none have been used in the context of hybrid systems so
far. This thesis is a first attempt to apply a sophisticated finite-temperature
model for cold bosonic gases to hybrid systems. The focus of the presented
studies is on the cold Bose gas and the second component of the hybrid
systems (solid state structure or single ion) is described in a rather simplified
way. However, the numerical description of the whole system contains the
dominant physical effects and where possible the discussion is supported by
experimental data, to confirm the applicability of the models.

Outline

This thesis begins by providing the mathematical background for the de-
scription of a condensed Bose gas. This is done by exploring the effect of
condensation in an ideal gas. The work then proceeds by describing a weakly
interacting, dilute gas at zero temperature, leading to the GPE. Afterwards
the Thomas-Fermi approximation and the Bogolioubov spectrum are pre-
sented. Finite temperatures are introduced within the symmetry breaking
approach. A generalized GPE is derived, which allows for particle exchange
and a mean-field coupling between the thermal cloud and the condensate.
When treating thermal excitations semi-classically, the thermal cloud can be
described by a quantum Boltzmann equation. The coupling between the two
equations within the ZNG model via collision integrals and mean-field terms
is discussed.

Chapter 2 shows how the derived equations can be solved numerically. First
this is done for the equilibrium case, for which an example is presented and
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discussed, followed by the time-dependent, collisionless motion. Afterwards,
a detailed discussion of the calculation of the collision integrals is given and
a procedure for parallelization of the ZNG model is examined. To test the
written algorithms, simple physical problems are investigated at the end of
chapter 2.

In the subsequent chapters the acquired tools are applied to three different
hybrid systems. The first and most common system is a cold cloud in front of
a solid surface. Atom losses as well as condensate growth due to the surface
are considered and compared with experiments in chapter 3. In chapter 4 a
hot ion is immersed in a cold thermal cloud. With the help of semi-classical
cross sections for collisions between the ion and a neutral atom, the effects
of excess micromotion on atom losses are analyzed and a non-equilibrium
density depletion is observed and quantified. The third and final system
consists of an oscillating carbon nanotube, which is coupled to a BEC. In a
first attempt the coherence loss of a pure BEC depending on the oscillation
frequency and amplitude is estimated by calculating and diagonalizing the
one-particle density matrix. Afterwards the system is studied using the ZNG
method and condensate fractions as well as density plots are shown. All
results are summarized in chapter 6 and the thesis ends with a discussion
about possible future work.
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Chapter 1

Theory of Bose gases

This chapter provides the theoretical basis for further considerations and
it is mainly based on common literature in the field [64, 76–79]. First the
phenomenon of Bose-Einstein condensation is explored in the context of an
ideal gas, followed by a discussion of the fundamental system Hamiltonian of an
interacting Bose gas in a trapping potential. With the help of this Hamiltonian
the Gross-Pitaevskii equation (GPE), a working model for temperature T = 0,
is derived using the concept of symmetry-breaking. Further approximations
lead to formulas for the density and width of the ground state in a trap,
where a spatially slowly varying wavefunction is assumed. By analyzing
small fluctuations around the solution of the static GPE, a first expansion
towards a finite temperature model can be found. This leads to expressions for
the dispersion relation of quasi-particle excitations, the so-called Bogoliubov
spectrum.

A description beyond mean-field for a Bose-Einstein condensate (BEC) at
finite temperatures is then presented in the form of a generalized GPE. This
equation contains a source term, which gives rise to particle exchange between
the thermal cloud and the condensate. Based on the work of Kirkpatrick
and Dorfman [72] it can be shown that the time evolution of the distribution
function for the thermal excitations can be described by a quantum Boltzmann
equation. This equation consists of a free-streaming term, describing the time
evolution in a mean-field potential, and collision integrals. These integrals
describe scattering events between two thermal atoms and between a thermal
atom and the condensate. In the ZNG formalism the two equations are
coupled by the mean-field and by the collision integrals of the quantum
Boltzmann equation [79], which also define the source term appearing in the
generalized GPE. In thermal equilibrium this yields an analytical expression
for the thermal density as well as a description for the condensate density.
These expressions can be used in order to calculate equilibrium states, which

9



10 1.1. Bose-Einstein condensation

are the starting point of every dynamical simulation in this work.

1.1 Bose-Einstein condensation
A classical gas of identical particles at room temperature can be described
by a Boltzmann distribution function, which neglects the statistics and
therefore the nature of the described particles. However, when going to lower
temperatures, the neglected statistics become more and more important and
in the case of a bosonic gas they may even lead to a phase transition, the
so-called Bose-Einstein condensation. In a condensed Bose gas the majority of
particles gather in the state with lowest energy, building a macroscopic object
with quantum-mechanical properties. This phase transition can be understood
when calculating the distribution function f(εν) for a non-interacting Bose
gas in the grand canonical ensemble [80]

f(εν) =
1

eβ(εν−µ) − 1
, (1.1)

where β = 1/kBT , with kB being the Boltzmann constant and T the tem-
perature of the gas. The chemical potential µ is the energy needed to add
a particle to the system and εν is the energy of the single-particle state |ν〉.
At high temperatures the chemical potential is much smaller than εν , and
therefore the mean occupation numbers are small. In general the chemical
potential has to be smaller than εν for all ν, because otherwise the occupation
numbers in Eq. (1.1) could become negative, which is unphysical. Hence µ
must fulfill the constraint

µ ≤ ε0 (1.2)

where ε0 is the lowest Eigenvalue of the single-particle Hamiltonian. When the
gas becomes colder, the chemical potential increases and eventually reaches the
extreme case where µ = ε0. As a consequence the mean occupation number of
the ground state f(ε0) diverges and the ground state becomes macroscopically
occupied. In the case of a harmonic oscillator one may calculate an expression
for the transition temperature Tc, at which condensation takes place, by
evaluating the number of excited particles Nex in the system

Nex(T,µ) =

∫ ∞
0+

dε g(ε)f(ε). (1.3)

Here g(ε) is the density of states, i.e. g(ε)dε gives the number of states with
energy between ε and ε+ dε. The lower bound 0+ of the integral in Eq. (1.3)
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emphasizes the fact that the ground state is explicitly excluded from the
calculation. When the particle number N is very high, the zero-point energy
ε0 may be neglected and as a consequence the integral in Eq. (1.3) achieves
its highest value for µ = 0. In addition, all particles N of the system are
distributed over the excited states at Tc, so that

N = Nex(Tc,µ = 0) =

∫ ∞
0+

dεg(ε)
1

eε/kBTc − 1
. (1.4)

For a gas in a three dimensional harmonic oscillator potential this integral
leads to an equation for Tc

Tc ≈ 0.94
~
kB
ω̄N1/3 (1.5)

where ω̄ = (ωxωyωz)
1/3, with trapping frequencies ωi=x,y,z in the x, y and z

directions.
The discussion so far was based on the assumption of a non-interacting

gas. This chapter now proceeds with a description of a weakly interacting,
dilute Bose gas, for which it is possible to derive equations, which govern the
time evolution of the condensate and of the excited atoms.

1.2 System Hamiltonian
The starting point for all further theoretical considerations about Bose gases
in this work is a Hamiltonian, which describes thermal and quantum fluctua-
tions as well as two-body interactions. Using Bose field operators in second
quantization this Hamiltonian takes the general form

Ĥ =

∫
drΨ̂†(r,t)ĥ0(r)Ψ̂(r,t)

+
1

2

∫ ∫
drdr′Ψ̂†(r,t)Ψ̂†(r′,t)V (r− r’)Ψ̂(r,t)Ψ̂(r′,t),

(1.6)

where V (r− r′) denotes the two-body interaction potential. The Bose field
operators

Ψ̂(r,t) =
∑

âi(t)ϕi(r,t) (1.7)

Ψ̂†(r,t) =
∑

â†i (t)ϕ
∗
i (r,t) (1.8)

are defined as a linear combination over a basis of single-particle states
|i〉 with single-particle wavefunctions ϕi(r,t) = 〈r | i〉, complex conjugated
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wavefunctions ϕ∗i (r,t) and corresponding annihilation âi(t) and creation â†i (t)
operators. These operators obey the bosonic commutation relations

[âi,â
†
j] = δij (1.9)

[âi,âj] = [â†i ,â
†
j] = 0 (1.10)

and therefore give rise to Bose statistics. Thus Ψ̂(r,t) (Ψ̂†(r,t)) annihilates
(creates) a boson at point r and time t when applied to a Fock state. The
term ĥ0 = −~2∇2/(2m) + Vext(r,t) in Eq. (1.6) is the Hamiltonian of a single
particle with massm in an external potential Vext(r,t). For a gas in a harmonic
trap the potential reads

Vext(r) =
1

2
mω2

xx
2 +

1

2
mω2

yy
2 +

1

2
mω2

zz
2, (1.11)

where x,y and z denote position variables in the three different dimensions
and ωi=x,y,z are the corresponding trap frequencies. In the case of a dilute
gas at low temperatures only s-wave scattering is relevant for the atomic
interactions and the term V (r− r′) in Eq. (1.6) can be replaced by a contact
potential

V (r− r′) = gδ(r− r′), (1.12)

with the interaction strength g = 4π~2a/m, where a is the s-wave scattering
length.

For further considerations it is useful to analyze the system in the Heisen-
berg picture, where only the operators are time dependent. The equations of
motion, which describe the time evolution of the system, are then given by a
commutator of an operator Ô(t) in the Heisenberg picture and the system
Hamiltonian Ĥ

i~
∂Ô(t)

∂t
=
[
Ô(t),Ĥ

]
. (1.13)

Taking the two-body contact interactions of Eq. (1.12) into account, the
equation of motion for the field operator takes the form

i~
∂Ψ̂(r,t)
∂t

= [Ψ̂(r,t),Ĥ]

= ĥ0Ψ̂(r,t) + gΨ̂(r,t)†Ψ̂(r,t)Ψ̂(r,t). (1.14)

Replacing the atomic interactions by a contact interaction potential is the
only approximation made so far, i.e. Eq. (1.14) is an analytical description for
a cold, dilute Bose gas. A range of different approaches start from this general
description and simplify the equation of motion using further approximations.
One common approximation is the so-called concept of symmetry-breaking
which was first introduced by Bogolioubov [81].
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1.2.1 Symmetry breaking

In the case of a condensed Bose gas, the ground state of the system is
macroscopically occupied and plays a special role in the theoretical description.
It is therefore convenient to split the field operator into a condensed

Φ̂(r,t) = â0(t)ϕ0(r,t) (1.15)

and a non-condensed part

δ̂(r,t) =
∑
i 6=0

âi(t)ϕi(r,t) (1.16)

in a given basis set {ϕ0,ϕi=1,2,...}, where ϕ0 is the single-particle wavefunction
of the macroscopically occupied state. The field operator can then be written
in the form [77]

Ψ̂(r,t) = Φ̂(r,t) + δ̂(r,t). (1.17)

As Φ̂(r,t) annihilates an atom in a macroscopically occupied state one can
make the Bogolioubov replacement, i.e. replacing the operator â0 by

√
N0

where N0 is the number of ground state atoms. As a result the field operator
for the ground state is replaced by a complex number

Φ(r,t) =
√
N0ϕ0(r,t), (1.18)

which is equivalent to a non-vanishing expectation value of the total field
operator

〈Ψ̂(r,t)〉 = Φ(r,t). (1.19)

The so-called order parameter Φ(r,t) of the condensate now describes a
classical field. Therefore quantum fluctuations are completely neglected for
the ground state and only appear in the operator δ̂(r,t). This replacement is
a good approximation if the addition or removal of a particle has no major
effect on the Fock-state itself, i.e. for a given Fock-state |N0〉 containing N0

particles

â0 |N0〉 ∼ |N0 − 1〉 ≈ |N0〉 (1.20)

â†0 |N0〉 ∼ |N0 + 1〉 ≈ |N0〉 , (1.21)

which is valid for large occupation numbers as in the case of a BEC.
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Nevertheless, this step has extensive consequences for the underlying
Hamiltonian. The original Hamiltonian in Eq. (1.6) is invariant under a gauge
transformation in the phase of the Bose field operator, that means changing
the phase does not change the physics of a system. This no longer holds true
for the order parameter Φ(r,t) with a fixed but arbitrary phase. Therefore
the approximation is referred to as “symmetry-breaking”. Combining this
with Eq. (1.14) leads directly to a useful model for temperatures far below Tc
as outlined in the next section.

1.3 Zero-temperature theory
In the case of zero temperature T = 0, all the particles are in the ground
state and the operators δ̂, δ̂† can be neglected. The equation of motion for
the field operator (1.14) together with Eq. (1.17) then takes the form of a
non-linear Schrödinger equation

i~
∂Φ(r,t)
∂t

=

[
− ~2

2m
∇2 + Vext(r,t) + g|Φ(r,t)|2

]
Φ(r,t), (1.22)

the so-called GPE. In this form the wavefunction is normalized to the total
condensate atom number

∫
dr|Φ(r,t)|2 = Nc. Although it was derived for

the T = 0 case, the GPE provides a good description for temperatures up
to T ≈ Tc/2 and it was initially used to study vortices in Bose superfluids
[82, 83].

In order to calculate equilibrium properties of a Bose gas at T = 0 the
equilibrium solution of Eq. (1.22), which takes the form [79]

〈Ψ̂(r,t)〉 = Φ(r,t) = Φ0(r)e−iµc0t/~, (1.23)

can be substituted in Eq. (1.22). Here µc0 is the equilibrium chemical potential
of the condensate, which describes the change in energy when a particle is
added to the system. Using Eq. (1.23) in the GPE (1.22) leads to a static
equation

µc0(r)Φ0(r) =

[
− ~2

2m
∇2 + Vext(r) + g|Φ0(r)|2

]
Φ0(r). (1.24)

This is the so-called time-independent GPE and it results in a chemical
potential of the form

µc0(r) = −
~2∇2

√
nc0(r)

2m
√
nc0(r)

+ Vext(r) + gnc0(r), (1.25)

where nc0(r) = |Φ0(r)|2 is the equilibrium density of the condensate.
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1.3.1 Thomas-Fermi limit

A first approximation to solve Eq. (1.24) is to neglect the kinetic energy of
the condensate, i.e. to neglect the −~2∇2/2m term. This is convenient in
cases where the interaction potential dominates, and hence when the particle
number is high. Neglecting the kinetic energy leads to a static GPE of the
form [84]

Vext(r) + g|Φ0(r)|2 = µc0. (1.26)

This equation can be used to calculate the shape and size of the condensate

nc0(r) =
1

g
[µc0 − Vext(r)] ≥ 0. (1.27)

The boundary of the cloud, R, can therefore be inferred from

Vext(R) = µc0 (1.28)

and in the case of a harmonic oscillator with frequencies ωi=x,y,z this becomes

R2
i =

2µc0
mω2

i

. (1.29)

Ri is often referred to as the Thomas-Fermi radius. Combined with the
condition for the total particle number in a BEC, Nc =

∫
drnc0(r), one finds

for an isotropic trap ωx = ωy = ωz = ω0

µc0 =
~ω0

2

(
15Nca

aho

)2/5

, (1.30)

where aho =
√

~/mω0 is the oscillator length. Eq. (1.29) and Eq. (1.30) lead
to an expression for the Thomas-Fermi radius, which depends only on the
mass, scattering length, particle number and trap frequencies

RTF = aho

(
15Nca

aho

)1/5

. (1.31)

It can be seen from Eq. (1.27) that the condensate density profile takes the
form of the negative trapping potential, which in case of a harmonic oscillator
is a three-dimensional paraboloid. Although this is a very good approximation
for large condensate atom numbers, the edge of the condensate density differs
significantly from a realistic distribution. In the Thomas-Fermi approximation
the density abruptly vanishes at r = RTF. This would lead to an infinitely
high kinetic energy and is therefore unphysical. In fact the operator for the
kinetic energy −~2∇2/2m leads to a more gradual decrease.



16 1.3. Zero-temperature theory

1.3.2 Bogoliubov excitation spectrum

Although derived for T = 0, it is possible to describe quasi-particle excitations,
which arise due to mean-field coupling, with the help of the GPE (Eq. (1.22)).
In order to do so, the wavefunction can be written in the form

Φ(r,t) = e−iµt/~ [Φ0(r) + δΦ(r,t)] , (1.32)

where δΦ(r,t) represents a perturbation of the static condensate wavefunction.
If this perturbation is small (δΦ(r,t) � Φ0(r,t)), powers of δΦ(r,t) greater
than 1 can be neglected, which is often referred to as linearization. In the
case of a uniform gas (Vext = 0) this leads to an analytical expression for
the collective oscillations in the system. This can be seen by substituting
Eq. (1.32) into Eq. (1.22) and subtracting Eq. (1.24)

i~
∂

∂t
δΦ(r,t) =

[
− ~2

2m
∇2 + 2g|Φ0(r)|2 − µc0

]
δΦ(r,t)

+ gΦ0(r)2δΦ∗(r,t). (1.33)

In order to find collective modes for this system, it is convenient to make the
ansatz [64]

δΦ(r,t) =
∑
l

[
ul(r)e−iωlt + v∗l (r)e

iωlt
]

(1.34)

for the perturbation. This gives a description of quasi-particle amplitudes
ul(r) and vl(r) for corresponding excitation frequencies ωl. Substituting
Eq. (1.34) together with its complex conjugate into Eq. (1.33) yields two
coupled equations for each frequency ωl[

T̂ (r) + 2gnc0(r)
]
ul(r)− 2g|Φ0(r)|2vl(r) = εlul(r)[

T̂ (r) + 2gnc0(r)
]
vl(r)− 2g|Φ0(r)|2ul(r) = εlvl(r),

(1.35)

where εl = ~ωl and T̂ = −~2∇2/2m− µc0. Solutions of these equations take
the form of plane waves

ul(r) = upe
ip·r/~ (1.36)

vl(r) = vpe
ip·r/~, (1.37)

where p is the momentum of the excitation. By substituting these solutions
into Eq. (1.35), one finds a dispersion relation for the quasi-particle excitations
[76]

ε(p) =
√
ε2
p + 2gnc0εp, (1.38)
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with εp = p2/2m, where p is the magnitude of the momentum vector. For
small wavelengths (p� mc with c =

√
gnc0/m ) this spectrum is phonon like

ε(p) w cp (1.39)

and describes sound waves propagating through the gas with velocity c. For
higher momenta (p� mc) the excitation energy converges to that of a free
particle

ε(p) w εp + gnc0. (1.40)

~/ξ

≈ cp

≈ εp + gnc0

p

ε(
p)

Figure 1.1 – A sketch of the Bogoliubov excitation spectrum for small and
large p. For excitations with a small momentum (p � mc) the dispersion
relation is phonon like (ε(p) = cp), whereas at large momenta (p� mc) the
dispersion law approaches that of a free particle (ε(p) = εp + gnc0). The
transition takes place at p w ~/ξ.

The behavior of the dispersion relation ε(p) in the two regimes is sketched in
Fig. 1.1. The transition between these regimes takes place at p w ~/ξ, where
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ξ is the healing length defined by

ξ =

√
~2

2mgnc0
=

1√
2

~
mc

. (1.41)

The healing length describes the distance over which the wavefunction tends
to its unperturbed value when subjected to a perturbation.

Although a uniform Bose gas was considered for deriving the behavior
in the two different regimes, the dispersion law in Eq. (1.38) also gives
information about a condensate in a harmonic trap. If the wavelength of an
excitation is smaller than the length scale of the variation of the condensate
density, the gas can be thought of as locally homogeneous, and sound waves
may propagate through the gas [85]. In addition to this quasi-continuous
excitation spectrum of sound waves, there exist bulk oscillations of a BEC in
a trap [86, 87], whose excitation spectrum is discrete. This can be seen by
solving Eq. (1.35) numerically [88]. Examples for bulk oscillations are dipole
modes, which correspond to center of mass oscillations, where the oscillation
frequencies are given by the trap frequencies. Other oscillations involve a
change of the condensate shape such as the so-called breathing or quadrupole
modes.

1.4 Finite temperature

In this section the described theory is expanded in order to describe finite
temperatures in a condensed Bose gas. This is done using the so-called
Zaremba-Nikuni-Griffin model (ZNG), which consists of a generalized GPE
describing the condensate and a quantum Boltzmann equation describing
high-energetic thermal excitations.

In order to derive this model the thermal operator δ̂ in Eq. (1.17) is taken
into account. In the symmetry-breaking approach the expectation value of
the Heisenberg equation of motion (Eq. (1.14)) then becomes

i~
∂Φ(r,t)
∂t

=

[
− ~2

2m
∇2 + Vext(r,t)

]
Φ(r,t)

+ g〈Ψ̂†(r,t)Ψ̂(r,t)Ψ̂(r,t)〉.
(1.42)

By substituting

Ψ̂(r,t) = Φ(r,t) + δ̂(r,t) (1.43)
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into the last term, it follows that

Ψ̂†Ψ̂Ψ̂ =|Φ|2Φ + Φ2δ̂† + 2|Φ|2δ̂ + Φ∗δ̂δ̂

2Φδ̂†δ̂ + δ̂†δ̂δ̂.
(1.44)

For clarity reasons dependencies are omitted in this equation. As 〈Ψ̂(r,t)〉 =
Φ(r,t) it is obvious that 〈δ̂(r,t)〉 = 0 and therefore the expectation value
〈Ψ̂†Ψ̂Ψ̂〉 becomes

〈Ψ̂†Ψ̂Ψ̂〉 = ncΦ + m̃Φ∗ + 2ñΦ + 〈δ̂†δ̂δ̂〉, (1.45)

with quantities defined as

nc(r,t) = |Φ(r,t)|2 (1.46)

ñ(r,t) = 〈δ̂†(r,t)δ̂(r,t)〉 (1.47)

m̃(r,t) = 〈δ̂(r,t)δ̂(r,t)〉, (1.48)

where nc is the local condensate density, ñ(r,t) is the thermal density and
m̃(r,t) is the so-called anomalous density, because it contains an unequal
number of creation and annihilation operators. Expectation values of an
unequal number of creation and annihilation operators are supposed to vanish,
yet this does not hold true any more when symmetry breaking is assumed.
Therefore the anomalous density as well as the term δ̂†δ̂δ̂ in Eq. (1.45) may
have a non-zero expectation value [79].

Using Eq. (1.45) in the Heisenberg equation of motion (Eq. (1.42)), it
becomes

i~
∂Φ(r,t)
∂t

=

[
− ~2

2m
∇2 + Vext(r,t) + g|Φ(r,t)|2 + 2gñ(r,t)

]
Φ(r,t)

+ gm̃(r,t)Φ∗ + g〈δ̂†(r,t)δ̂(r,t)δ̂(r,t)〉.
(1.49)

1.4.1 Hydrodynamic formulation

By reformulating the problem in the hydrodynamic formulation, Eq. (1.49)
can then be used to derive a generalized GPE, giving raise to a mean-field
potential of thermal excitations and a source term allowing particle exchange
between the thermal and the condensate region.

This is done by expressing the wavefunction Φ(r,t) in terms of its amplitude√
nc(r,t) and phase θ

Φ(r,t) =
√
nc(r,t)eiθ. (1.50)
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Substituting Eq. (1.50) into Eq. (1.49) and separating imaginary and real
parts leads to [79]

∂nc
∂t

+∇ · (ncvc) =
2g

~
Im
[
(Φ∗)2m̃+ Φ∗〈δ̂†(r,t)δ̂(r,t)δ̂(r,t)〉

]
(1.51)

~
∂θ

∂t
= −(µc +

1

2
mv2

c) ≡ −εc (1.52)

with the condensate velocity vc

vc(r,t) =
~
m
∇θ(r,t) (1.53)

and the local time-dependent condensate chemical potential defined by

µc ≡−
~2∇2√nc
2m
√
nc

+ Vext(r,t) + gnc(r,t) + 2gñ(r,t)

+
g

~nc
Re
[
(Φ∗)2m̃+ Φ∗〈δ̂†(r,t)δ̂(r,t)δ̂(r,t)〉

]
.

(1.54)

One can show that both m̃ and 〈δ̂(r,t)†δ̂(r,t)δ̂(r,t)〉 are of order g [79]. Because
the functions involving these terms in Eq. 1.51 and Eq. 1.52 contain another
factor of g, their total order is g2 and they are small if the interaction strength
is weak. However, if one wants to describe particle exchange between a
thermal cloud and the condensate, the imaginary terms of order of g2 are
important. Therefore the real part of these terms in Eq. 1.51 and Eq. 1.52 is
neglected in the following discussion, while keeping the imaginary part [79].

1.4.2 Generalized Gross-Pitaevskii equation

Neglecting the real part of terms of order of g2 leads to hydrodynamic
equations of the form

∂nc
∂t

+∇ · (ncvc) = −Γ12[f,Φ] (1.55)

m(
∂vc
∂t

+
1

2
∇v2

c ) = −∇µc (1.56)

with

µc(r,t) = −
~2∇2√nc
2m
√
nc

+ Vext(r,t) + gnc(r,t) + 2gñ(r,t). (1.57)
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Γ12[f,Φ] denotes a source term in Eq. (1.55). It is a functional of the conden-
sate wavefunction Φ(r,t) and the single-particle distribution function f(r,p,t)
and is defined as

Γ12[f,φ] = −2g

~
Im
[
φ∗(r,t)〈δ̂†(r,t)δ̂(r,t)δ̂(r,t)〉

]
. (1.58)

One can show that Eq. (1.55) and Eq. (1.56) are equivalent to a generalized
GPE [70, 89, 90]

i~
∂Φ

∂t
=

[
− ~2

2m
∇2 + Vext(r,t) + gnc(r,t) + 2gñ(r,t)− iR(r,t)

]
Φ. (1.59)

Collisions of thermal atoms with the condensate are then described by
−iR(r,t), with

R(r,t) =
~Γ12[f,Φ]

2nc(r,t)
. (1.60)

Because this term is non-hermitian it changes the normalization of the wave-
function and it therefore describes depletion or growth of the condensate due
to scattering events.

1.4.3 Quantum-Boltzmann equation

Following the work of Kirkpatrick and Dorfman [72], one can show that the
time evolution of the thermal excitations can be approximated by a quantum
Boltzmann equation. In order to see that it is useful to look at the time
evolution of the thermal field operator δ̂ taking symmetry breaking into
account. From Eq. (1.43) it follows that

i~
∂δ̂(r,t)
∂t

= i~
∂

∂t

(
Ψ̂(r,t)− Φ(r,t)

)
. (1.61)

Substituting Eq. (1.14) and Eq. (1.49) into this expression and using Eq. (1.43)
yields

i~
∂δ̂(r,t)
∂t

=

[
− ~2

2m
∇2 + Vext(r,t) + 2g(nc(r,t) + ñ(r,t))

]
δ̂(r,t)

− 2gñ(r,t)δ̂(r,t) + gΦ2δ̂†(r,t)

+ gΦ∗(r,t)
(
δ̂(r,t)δ̂(r,t)− m̃(r,t)

)
+ 2gΦ(r,t)

(
δ̂†(r,t)δ̂(r,t)− ñ(r,t)

)
+ g

(
δ̂†(r,t)δ̂(r,t)δ̂(r,t)− 〈δ̂†(r,t)δ̂(r,t)δ̂(r,t)〉

)
.

(1.62)
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From this equation an effective Hamiltonian Heff can be extracted which
satisfies the Heisenberg equation of motion for the thermal field operator

i~
∂δ̂(r,t)
∂t

=
[
δ̂(r,t),Ĥeff(t)

]
. (1.63)

The main contributor to this Hamiltonian is the Hartree-Fock (HF) term

ĤHF(t) =

∫
drδ̂†(r,t)

[
− ~2

2m
∇2 + Vext(r,t) + 2gn(r,t)

]
δ̂(r,t) (1.64)

where n = nc + ñ is the total density. When written in the form

Ĥeff(t) = ĤHF(t) + Ĥ ′(t) (1.65)

the remaining term Ĥ ′(t) can be treated as a perturbation. With the help of
this effective Hamiltonian it is possible to calculate the expectation value of
any given operator Ô in the system using

〈Ô(t)〉 = Tr
(
ρ̂(t0)Ô(t)

)
(1.66)

= Tr
(
ρ̂(t,t0)Ô(t0)

)
(1.67)

where Tr(ρ̂(t,t0)Ô(t0)) denotes the trace over the operator ρ̂(t,t0)Ô(t0) and
ρ̂(t,t0) is the density matrix at time t. The time evolution of the density
matrix is given by

i~
∂ρ̂(t,t0)

∂t
=
[
Ĥeff(t),ρ̂(t,t0)

]
. (1.68)

In order to derive an equation of motion for the distribution function f(r,p,t)
of the thermal cloud, the expectation value of the Wigner operator defined as

f̂(r,p,t0) =

∫
dr′eip·r

′/~δ̂†(r +
1

2
r′,t0)δ̂(r− 1

2
r′,t0) (1.69)

can then be calculated with the help of Eq. (1.66)

f(r,p,t) = 〈f̂(r,p,t0)〉 = Tr
(
ρ̂(t,t0)f̂(r,p,t0)

)
. (1.70)

This distribution function allows one to calculate expectation values of the
system like the thermal density ñ(r,t)

ñ(r,t) =

∫
dp

(2π~)3
f(r,p,t). (1.71)
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The time derivative of f(r,p,t) then gives the time evolution of the thermal
cloud distribution and it describes how significant properties of the cloud
change over time. Using Eq. (1.68) one finds

∂f(r,p,t)
∂t

=
1

i~
Tr
(
ρ̂(t,t0)

[
f̂(p,r,t0),Ĥeff

])
=

1

i~
Tr
(
ρ̂(t,t0)

[
f̂(p,r,t0),ĤHF

])
+

1

i~
Tr
(
ρ̂(t,t0)

[
f̂(p,r,t0),Ĥ ′

])
.

(1.72)

The first term on the right-hand side describes thermal excitations moving
around in a Hartree-Fock mean-field potential

U = 2g(nc + ñ), (1.73)

with a particle-like local energy εp = p2/2m + U(r,t). The second term
containing the perturbative Hamiltonian Ĥ ′, describes inter-atomic collisions.
As Kirkpatrick and Dorfman showed, this term can be reduced to binary
collision integrals [72]. The final expression for the time evolution of the
thermal distribution function then becomes
∂f(r,p,t)

∂t
+

p
m
· ∇rf(r,p,t)−∇U · ∇pf(r,p,t) = C12[f,Φ] + C22[f ]. (1.74)

with ∇r, ∇p representing the three-dimensional derivatives with respect to
space and momentum. This is the so-called quantum Boltzmann equation,
where C12[f,Φ] describes collisions involving a condensate atom. This results
either in an atom leaving the condensate or an atom scattering into the
condensate. Both events change the number of condensate and thermal atoms.
C22[f ] on the other hand describes collisions between thermal atoms only.
C22[f ] and C12[f,Φ] take the form

C22[f ] =
2g2

(2π)5~7

∫
dp2

∫
dp3

∫
dp4 δ(p + p2 − p3 − p4)

· δ(ε̃p + ε̃p2 − ε̃p3 − ε̃p4)

· [(1 + f)(1 + f2)f3f4 − ff2(1 + f3)(1 + f4)]

(1.75)

and

C12[f,Φ] =
2g2nc

(2π)2~4

∫
dp1

∫
dp2

∫
dp3 δ(mvc + p1 − p2 − p3)

· δ(εc + ε̃p1 − ε̃p2 − ε̃p3)

· [δ(p− p2)− δ(p− p3)− δ(p− p4)]

· [(1 + f1)f2f3 − f1(1 + f2)(1 + f3)],

(1.76)
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with f ≡ f(p,r,t) and fi ≡ f(pi,r,t). Delta functions appearing in these
integrals ensure energy and momentum conservation for the scattering events,
where the energy of the thermal atoms is given by the Hartree-Fock energy
ε̃p = p2/2m+ 2g(nc + ñ) and the energy of the condensate is εc = µc +mv2

c/2.
The terms (fi + 1) and fi take quantum statistics into account for the
creation and annihilation of a boson with momentum pi. In the classical
limit where occupation numbers are small (i.e. f(p,r,t) � 1) the term
[(1 + f)(1 + f2)f3f4 − ff2(1 + f3)(1 + f4)] in Eq. (1.75) reduces to f3f4−ff2

which yields an expression for the collision integral of a classical Boltzmann
gas.

p p2

p3 p4

p4 p3

p p2

Figure 1.2 – Illustration of scattering events described by the C22 collision
integral. Blue arrows stand for thermal particles and dashed lines for binary
collisions. The C22 term consists of an integral over all possible scattering
processes, which create an atom with momentum p minus an integral over
all possible scattering events which annihilate an atom with momentum p.
Therefore dpdr/(2π~)3 · C22[f(p,r,t)] gives the net-transfer of particles in an
infinitesimal phase-space volume dpdr/(2π~)3 at r and p.

The collision term C22[f(p,r,t)] describes a change in the distribution
f(p,r,t) due to scattering events between two thermal atoms. It therefore
consists of an integral over all possible, binary scattering events, which create
an atom with momentum p at position r, minus an integral over all possible,
binary scattering events which annihilate an atom with momentum p at
position r. This is illustrated in Fig. 1.2. It follows from Eq. (1.71) that
dpdr/(2π~)3 ·C22[f(r,p,t)] describes the net-transfer of thermal particles into
or out of an infinitesimal phase-space volume at momentum p and position r.
Similar considerations for the C12 collision integral show that dpdr/(2π~)3 ·C12

describes the particle net-transfer between the condensate and the thermal
cloud, illustrated in Fig. 1.3.
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p1 mvc

p3 p2

p2 p3

p1 mvc

Figure 1.3 – Illustration of scattering events described by the C12 collision
integral. Blue arrows stand for thermal particles, dashed lines for binary
collisions and red wiggly lines are condensate atoms. The C12 term consists of
an integral over all possible scattering processes, which create a condensate
atom minus an integral over all possible scattering events which annihilate
a condensate atom. Therefore dpdr/(2π~)3 · C12 gives the net-transfer of
particles into or out of the condensate in an infinitesimal phase-space volume
dpdr/(2π~)3 at r and p.

1.5 The ZNG formalism
In the ZNG formalism the generalized GPE (1.59) and the quantum Boltz-
mann equation (1.74) are combined to form a coupled set of equations, which
describe the condensate and thermal cloud time evolution

i~
∂Φ

∂t
=

[
− ~2

2m
∇2 + Vext(r,t) + gnc(r,t) + 2gñ(r,t)− iR(r,t)

]
Φ (1.77)

∂f(r,p,t)
∂t

+
p
m
· ∇rf(r,p,t)−∇U · ∇pf(r,p,t) = C12[f,Φ] + C22[f ]. (1.78)

The coupling arises due to the mean-field potential containing the thermal
and condensate density and the source term −iR(r,t), which is consistently
connected to the C12[f,Φ] collision integral

R(r,t) =
~Γ12[f,Φ]

2nc(r,t)
, (1.79)

with

Γ12[f,Φ] =

∫
dp

(2π~)3
C12[f,Φ]. (1.80)

These equations may be solved numerically and with their help various
physical phenomena, which arise due to the interaction between a thermal
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cloud and a condensate, can be described. Examples for these phenomena
are the damping of collective modes [91–93], dark soliton dynamics at finite
temperature [94, 95] and the decay of vortices [96–98].

How these coupled equations can be solved for the time-dependent case is
thoroughly discussed in chapter 2. However, for a static distribution function
f(p,r), i.e. in thermal equilibrium, Eq. (1.77) and Eq. (1.78) may be further
simplified, making it possible to derive an analytical expression for the thermal
and condensate density. This is of special interest because an equilibrium
state is the starting point of every dynamical simulation in this work.

1.5.1 Thermal equilibrium

In thermal equilibrium the source term −iR(r,t) vanishes. Otherwise, there
would be a net-transfer of particles into or out of the condensate, which is
obviously a contradiction to the assumption of a gas in equilibrium. Therefore
the equation describing the condensate becomes[

− ~2

2m
∇2 + Vext(r) + gnc0(r) + 2gñ0(r)

]
Φ0(r) = εc0Φ0(r), (1.81)

where the index 0 denotes quantities in thermal equilibrium. The time
evolution of the condensate wavefunction is now given by

Φ0(r,t) = Φ0(r)e−iεc0t/~ =
√
nc0(r)e−iεc0t/~. (1.82)

Substituting Eq. (1.82) into Eq. (1.81) gives an expression for the energy of
the condensate

εc0 = −
~2∇2

√
nc0(r)

2m
√
nc0(r)

+ Vext(r) + gnc0(r) + 2gñ0(r). (1.83)

In equilibrium the distribution function for the thermal particles is given
by the Bose-Einstein distribution function f 0(p,r). Describing the thermal
particle energy by a single-particle Hartee-Fock spectrum leads to

f 0(p,r) =
1

eβ0[p2/2m+U0(r)−µ̃0] − 1
, (1.84)

where µ̃0 is the chemical potential of the thermal cloud and β0 = 1/kBT0 for
an equilibrium gas at temperature T0. The potential U0(r) consists of the
Hartree-Fock mean-field and the trapping potential

U0(r) = Vext(r) + 2g[nc0(r) + ñ0(r)]. (1.85)
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By inserting the distribution function from Eq. (1.84) into the C22 collision
integral, one may show that [79]

C22[f 0] = 0. (1.86)

Therefore C22 collisions have no effect on the distribution function, which is
convenient for a gas in equilibrium. However, if the Bose-Einstein distribution
in Eq. (1.84) is inserted into Eq. (1.76) in order to calculate C12 collisions in
equilibrium, one finds

C12[f 0,Φ] =
2g2nc

(2π)2~4

∫
dp1

∫
dp2

∫
dp3 δ(mvc + p1 − p2 − p3)

· δ(εc + ε̃p1 − ε̃p2 − ε̃p3)(1 + f 0
1 )f 0

2 f
0
3

· [eβ(εc0−µ̃) − 1].

(1.87)

This expression is not necessarily zero. The initial assumption that the source
term −iR(r,t) vanishes, i.e. that the C12 collision integral is equal to zero,
holds only true for every equilibrium configuration if

εc0 = µ̃0. (1.88)

That means that the chemical potential of the thermal cloud must be the
same as the chemical potential of the condensate, to prevent a particle transfer
between the two regions.

Using assumption Eq. (1.88) and integrating Eq. (1.84) over momentum
space, an expression for the thermal cloud density can be obtained

ñ0(r) =

∫
dp

(2π~)3
f 0(p,r) =

1

Λ3
g3/2(z0(r)), (1.89)

with the thermal de Broglie wavelength Λ = (2π~2β0/m)1/2, the Bose-Einstein
function g3/2(z) and the fugacity z0(r) defined as

z0(r) = eβ0[εc0−U0(r)]. (1.90)

In the Thomas-Fermi approximation it is also possible to derive an analytical
expression for the condensate density, which takes the form

nc0 =
1

g
[εc0 − Vext(r)− 2gñ0(r)] ≥ 0. (1.91)

Equations (1.89) and (1.81) will be subsequently used to create starting states
for the dynamical simulations of a Bose gas. These starting states will be
iterated in time using Eq. (1.77) and Eq. (1.78).
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Chapter 2

Implementation

As outlined in the previous chapter the condensate and the thermal region
are treated very differently in the ZNG approximation. The generalized GPE
which describes the condensate time evolution has the form of a non-linear
Schrödinger equation, whereas the evolution of the distribution function
for the thermal excitations is a six-dimensional partial integro-differential
equation. Therefore the mathematical methods used to solve these equations
differ significantly, and the self-consistent coupling between both regions is
a numerical challenge. The method presented in this chapter uses adaptive
Cartesian collision bins, which allows for simulations in arbitrary trap geome-
tries (previous implementations employed radial symmetry [98]). In addition
a possible way to parallelize the implementation is shown and an analysis of
the run time for a single time step of the algorithm is presented.

This chapter starts by discussing equilibrium solutions which are obtained
by solving time-independent coupled equations (Eq. (1.81) and Eq. (1.89)).
It proceeds by looking at the collisionless motion of the condensate, which is
evolved in time using a split-step method. The quantum Boltzmann equation
is solved using a Direct Simulation Monte Carlo (DSMC) approach [99–103],
where test particles in phase-space model the evolution of the distribution
function in time. The thermal cloud density, which is needed for the thermal
cloud and the condensate time evolution is calculated with the help of a
cloud-in-cell method, combined with a convolution of the resulting particle
histogram with a sampling function. This results in a smooth density function
which minimizes the effects of single test particle fluctuations.

To calculate the full dynamics of the system the collision integrals are
solved in a stochastic manner by assigning collision probabilities to every test
particle. To achieve this, the test particles have to be binned in position and
momentum space. An adaptive-binning scheme for regions with a high number
of test particles is presented and parallelization of the code is discussed. The

29
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chapter ends by showing test simulations for the ZNG implementation for an
equilibrium and non-equilibrium initial state, to check the basic functionality
of the code.

2.1 Equilibrium solutions
Although the main interest of this work is the study of dynamical systems
far from equilibrium, it is also worth looking at time-independent solutions.
On the one hand this shows the effect of the mean-field terms appearing
in Eq. (1.77) and on the other hand the equilibrium solution can be used
as an initial state for a dynamical simulation, in which the initial state is
driven away from equilibrium by the simulated potential. To achieve thermal
equilibrium, Eq. (1.81) and Eq. (1.89)[

− ~2

2m
∇2 + Vext(r) + gnc0(r) + 2gñ0(r)

]
Φ0(r) = εc0Φ0(r) (2.1)

ñ0(r) =

∫
dp

(2π~)3
f 0(p,r) =

1

Λ3
g3/2(z0(r)) (2.2)

have to be solved in a self-consistent manner. Therefore one has to explicitly
set the chemical potential of the ground state εc0 equal to the chemical
potential of the thermal cloud µ̃0 (which appears in the local fugacity z0(r) =
eβ0[µ̃0−U0(r)])

µ0 ≡ µ̃0 = εc0, (2.3)

as discussed in section 1.5.1.
The approach to numerically calculate the equilibrium state of a system

with a given temperature T , total particle number N , scattering length a
and trap frequencies ωi=x,y,z proceeds as follows [104]: the starting point
is a Gaussian wavefunction, that is normalized to an estimated number of
condensate atoms Nc0, defining a condensate density via nc0(r) = |Φ0(r)|2.
The thermal density is set to zero ñ0 = 0. The wavefunction (2.1) is then
iterated for one small time step ∆t in imaginary time, as described in section
2.1.1. Using the calculated values for the chemical potential µ0 and the
condensate density nc0(r) = |Φ0(r)|2, a thermal cloud density ñ0 can be
calculated with Eq. (2.2). With the help of the thermal density the atom
number in the thermal cloud can be calculated Ñ0 =

∫
drñ0(r) and a new

condensate atom number is obtained by Nc0 = N0 − Ñ0. The wavefunction is
then renormalized to the new condensate atom number Nc0. With new values
for Φ0(r), nc0(r) = |Φ0(r)|2 and ñ0(r), the wavefunction is again iterated in
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imaginary time and the algorithm repeats, until the chemical potential µ0

remains constant between two time steps, up to a chosen precision. Algorithm 1
in Appendix B gives a pseudo-code version of this equilibrium solver.

The presented algorithm assumes that the chemical potential always lies
below the effective potential U0 of the thermal cloud. Otherwise the Bose-
Einstein function g3/2(z0(r)) in Eq. (2.2) would diverge. However, there
is no reason why this should be the case in a simulation. Especially for
relatively warm clouds close to Tc or highly anisotropic traps it is possible
that U0(r) < µ0. In that cases µ0 has to be set artificially to the minimum of
U0(r) in regions where U0(r) is below µ0.

2.1.1 Solving the time-independent GPE

In order to solve the time-independent equation (2.1) it is useful to look at
the time-dependent equation (1.77) in imaginary time [105]. In this case, the
time t is substituted using a so-called Wick rotation of the form [106]

t −→ t′ = it. (2.4)

With that transformation Eq. (1.22) becomes a diffusion equation

−~∂Φ(r,t′)
∂t′

=

[
− ~2

2m
∇2 + Vext(r) + gnc(r,t′)

]
Φ(r,t′) (2.5)

and the time evolution of a given wavefunction Φ(r) takes the form

Φ(r,t′) =
∞∑
n=0

cne
−Ent′/~ϕn(x,0). (2.6)

Here ϕn are the sorted energy eigenstates of the system with the corresponding
eigenvalues En, which fulfill the relation En < En+1 ∀n ∈ N. Hence ϕ0 is the
ground state with energy E0.

From Eq. (2.6) one can see that the Eigenfunctions ϕn for a given state
are damped out when evolved in time. The higher the eigenenergy of the state
the higher the damping rate. Hence states with higher energy are damped
out more rapidly compared with states with lower energy. The implemented
algorithm to compute the ground state of the system takes advantage of this
effect by iterating the wavefunction in imaginary time using Eq. (2.5) and
renormalizing the wavefunction after each time step. With every time step the
contribution of the ground state to the wavefunction gets more pronounced,
while the contributions of higher states diminish. For an infinite number of
small time steps this leads to the ground state of the system.
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The procedure for finding the ground-state solution at T = 0 starts with
an arbitrary wavefunction and iterates this wavefunction in imaginary time
using Eq. (2.5). This can be done using the Crank-Nicholson or a split-step
method. It is common to take the analytical ground state for the case of
vanishing interactions as an initial state. The time evolution does not conserve
the norm of the wavefunction and it is renormalized to the particle number
after each step. As described previously the algorithm remains the same for
the finite temperature case, but it takes the additional mean-field potential
of the thermal cloud into account, which is updated after each time step, and
the particle number of the condensate changes during the simulation.

2.1.2 Example for an isotropic trap

A solution of the equilibrium solver for an isotropic trap (ω = ωx = ωy = ωz)
is presented in Fig. 2.1. The left picture shows the condensate density and
the right picture shows the thermal cloud density in the x-z-plane. The trap
frequency is ω = 2π × 120 rad s−1 with a total number of N = 5× 104 87Rb
atoms at a temperature T = 150 nK. This leads to a final state with 16735
atoms in the condensate and 33265 thermal atoms.

The resulting shape of the condensate and thermal cloud density is typical
for self-consistent Hartree-Fock calculations [107]. Thermal atoms are depleted
from the trap center because of the very high condensate density, which
appears in the mean-field potential term (Eq. (1.85)) and it is highest in
the region where the condensate vanishes. Figure 2.2 shows the thermal
cloud (golden curve), condensate (red curve) and total density (black curve)
as a function of the distance r from the trap center after the algorithm has
converged. The condensate density takes a nearly parabolic profile, with
the kinetic term contributing to prevent a sudden drop to zero at the edges.
Together with the thermal cloud, which is suppressed in the region of high
condensate densities, it forms a smooth total density profile. The depletion
of the thermal cloud can be understood by looking at the resulting potential
of the condensate and thermal atoms in Fig. 2.3. Compared with the mean-
field potential for the condensate the thermal atom effective potential U(r),
defined in Eq. (1.73), has an additional factor of gnc. Therefore instead of a
flat bottomed potential thermal atoms see a repulsive potential in the trap
center, which has a minimum where the condensate density goes to zero. As
mentioned in Sec. 2.1 if the chemical potential µc0 is higher than U(r), it has
to be artificially set equal to the minimum of U(r). As shown in Fig. 2.3 this
is already the case for the considered configuration. For lower temperatures
the minimum of U(r) would lie above the chemical potential.
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Figure 2.1 – Condensate (left) and thermal cloud density (right) in the x-z-
plane for an equilibrium state of N = 5× 104 87Rb atoms at T = 150 nK in a
trap with angular frequency ω = 2π × 120 rad s−1. Red color denotes regions
of high, blue color regions of low densities. The scales for the two pictures are
different, in order to show the curvature of the thermal cloud density, which is
about an order of magnitude smaller then the condensate density.



34 2.1. Equilibrium solutions

0 2 4 6 8 10 12
0

0.5

1

1.5

×1020

r = RTF

r (µm)

de
ns
ity

(m
−

3
)

Figure 2.2 – Condensate (red curve), thermal cloud (golden curve) and total
density (black curve) for the equilibrium state in Fig 2.1 for different distances r
from the trap center. The gray dashed line shows the calculated Thomas-Fermi
radius RTF for 16735 87Rb atoms in the condensate at T = 0.
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Figure 2.3 – Effective potential U(r) seen by the thermal cloud (golden curve)
and the condensate (red line) as a function of the distance r to the trap center.
The gray dashed line shows the chemical potential µc0. The ground state
density in the middle of the trap, which creates a flat-bottomed potential for
the condensate, leads to a highly repulsive potential for the thermal atoms.
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2.2 Collisionless time evolution

If the typical time scale τ for a collision to happen is much higher than the
small time step ∆t, with which the system is numerically iterated in time,
collisions may be separated from the residual dynamics of the system. It is
therefore convenient to first iterate the coupled ZNG equations in time with
C12 = C22 = 0 and deal with collisions later. The numerical problem is then
two-fold. First the generalized GPE (1.77) has to be iterated in time, followed
by an iteration of the quantum Boltzmann equation (1.78) without collisions.

2.2.1 Solving the generalized GPE

In principal every numerical method which can be applied to the GPE can
also be used to solve the generalized GPE. However, because of the additional
mean-field potential coming from the thermal cloud and the source-term
R(r,t), a very stable numerical algorithm is needed. Therefore a split-step
method [108, 109], that takes the potential of the previous time step into
account, is used. This method can be derived using the formal time evolution
of a state |Φ(r,t)〉

|Φ(t+ ∆t)〉 = Û(t+ ∆t,t) |Φ(t)〉 . (2.7)

In the general case, where the Hamiltonian is time-dependent, the time
evolution operator depends on the time t as well as the time difference ∆t
and can be written in the form [110]

Û(t+ ∆t,t) = 1 +
1

i~

∫ t+∆t

t

dt′Ĥ(t′)− 1

~2

∫ t+∆t

t

dt′
∫ t′

t

dt′′Ĥ(t′)Ĥ(t′′) + . . . .

(2.8)

Substituting Ĥ(t′) by its Taylor expansion around time t

Ĥ(t′) = Ĥ(t) +
dĤ(t)

dt
· (t′ − t) +

1

2

d2Ĥ(t)

dt2
· (t′ − t)2 + . . . (2.9)

≡ α̂ + β̂(t′ − t) +
1

2
γ̂(t′ − t)2 . . . , (2.10)

with α̂ = Ĥ(t), β̂ = dĤ(t)
dt

and γ̂ = d2Ĥ(t)
dt2

gives

Û(t+ ∆t,t) = 1 +
α̂

i~
∆t+

β̂

2i~
∆t2 − α̂2

2~2
∆t2 +O(∆t3). (2.11)
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Up to the first order this expression is identical to the exponential series

e−iĤ(t)∆t/~ = 1 +
α̂

i~
∆t+O(∆t2), (2.12)

which would be an exact description of the time evolution in the case of a
non-time-dependent Hamilton operator.

In the time-dependent case approximating Û(t+ ∆t,t) by this series yields
an error of the order of O(∆t2). To get a higher precision, one can use
Eq. (2.11) to derive an exponential function, whose series is identical to
Û(t+ ∆t,t) up to the third order

Û(t+ ∆t,t) ' e−i(α̂+ 1
2
β̂∆t)∆t/~ +O(∆t3). (2.13)

In addition one may approximate β̂ by a backward-difference method

β̂ ' Ĥ(t)− Ĥ(t−∆t)

∆t
+O(∆t). (2.14)

Because this approximation yields an error of O(∆t) and β̂ is multiplied
by ∆t2 in Eq. (2.13), this replacement still has an error of order O(∆t3).
Substituting Eq. (2.14) into Eq. (2.13) and considering the fact that the
kinetic operator T̂ is not time dependent, one finds the final form for the
evolution operator

U(t+ ∆t,t) ' e−iH̃(t)∆t/~ +O(∆t3), (2.15)

with H̃(t) consisting of a kinetic operator T̂ and a mixed potential operator
Ṽ (t) ≡ 1

2

[
3V̂ (t)− V̂ (t−∆t)

]
H̃ = T̂ + Ṽ (t) = T̂ +

1

2

[
3V̂ (t)− V̂ (t−∆t)

]
. (2.16)

This mixed potential can be thought of as a linear extrapolation of the
potential to the mid-time point t+ ∆t/2. To calculate it one only needs to
store the potential of the previous time step to win a higher accuracy for the
time evolution.

Applying a so-called Strang-splitting approach [111–113], which can be
derived using the formula of Baker-Campbell-Hausdorff [114, 115], to the
operator defined in Eq. (2.15), leads to

e−iH̃(t)∆t/~ = e−iṼ (t)∆t/2~e−iT̂∆t/~e−iṼ (t)∆t/2~ +O(∆t3), (2.17)
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so the numerical splitting procedure has the same error as the approximations
made in Eq. (2.13).

The time evolution of a state |Ψ(t)〉 is then given by

|Ψ(t+ ∆t)〉 = e−iṼ (t)∆t/2~e−iT̂∆t/~e−iṼ (t)∆t/2~ |Ψ(t)〉 . (2.18)

The advantage of this splitting method is that the action of the potential term
e−iṼ (t)∆t/2~ is just a point-wise multiplication when applied to a wavefunction
in position-space. On the other hand the action of the kinetic term e−iT̂∆t/~

is a point-wise multiplication in k-space. After discretizing the wavefunction
(i.e. calculating the wavefunction only at specific supporting points with
separations ∆x,∆y and ∆z in the x-,y- and z-direction and iterating it only
for small steps ∆t) the pseudo-spectral method works as follows: first the
product of the potential term and the wavefunction is calculated in position
space and the result is transformed into momentum-space using a discrete
Fourier transformation. Then the kinetic term is applied and the wavefunction
is transformed back into position-space where the multiplication with the last
potential term can be calculated. Because the discrete Fourier transformation,
which scales with O(N log(N)), can be calculated with the so-called FFTW
package [116] the discussed method is an efficient way to solve the generalized
GPE.

2.2.2 Solving the quantum Boltzmann equation

The fact that the quantum Boltzmann equation (1.74) is a six-dimensional
non-linear partial integro-differential equation makes a direct time integration
difficult. Therefore it is often solved by a Direct-Simulation-Monte Carlo
(DSMC) [103] method as first outlined by Bird [99]. In this approach the
distribution function is sampled by a large number of phase-space points. The
time evolution of these phase-space points, which are often referred to as “test
particles” [117], then yields the time evolution of the distribution function.

The correspondence between the test particles and the physical properties
of the system is given by the relation

f(p,r,t) ' γ(2π~)3

Ñtp∑
i=1

δ(r− ri(t))δ(p− pi(t)), (2.19)

where ri(t) is the position and pi(t) the momentum of test particle i. The
weighting factor γ = Ñ/Ñtp is given by the relation between physical thermal
particles Ñ and test particles Ñtp. The number of test particles is chosen
so that the continuous distribution function f(p,r,t) is represented in an
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appropriate way, i.e. that test particles, although they are discrete, form
a quasi-continuous distribution. Hence the number of test particles is not
necessarily equal to the number of thermal particles, and most of the time
it will be much greater in a simulation of an ultra-cold atom cloud. The
phase-space distribution is normalized to the number of thermal particles Ñ ,
so that

Ñ(t) =

∫
drdpf(p,r,t)/(2π~)3. (2.20)

The test particles evolve in time like classical particles in the Hartree-Fock
potential U(r,t)

dr
dt

=
pi(t)
m

(2.21)

dpi
dt

= −∇U(r,t)
∣∣∣∣
r=ri

. (2.22)

Together with Eq. (2.19) this gives the time evolution of the distribution
function f(p,r,t).

For the systems considered in this thesis it is necessary that the solver
of Eq. (2.21) and Eq. (2.22) conserves energy. Failure to do so would, for
example, result in a net transfer of particles between the condensate and the
thermal region even for an equilibrium state, which is obviously unphysical.
Hence classical Runge-Kutta methods are undesirable, whereas symplectic
integrators [118–120], which are designed to solve Hamiltonian problems,
conserve energy as well as phase-space volume. To derive an expression for
a symplectic integrator it is useful to look at the evolution of the phase-
space coordinate z = (p,r) for a classical particle with a system Hamiltonian
H = T + U in the Lie formalism

dz
dt

= {z,H} = −iLz, (2.23)

where {z,H} is the Poisson bracket of z and H defined as

{f,g} =
∑
i

(
∂f

∂ri

∂g

∂pi
− ∂f

∂pi

∂g

∂ri

)
(2.24)

and L is referred to as the Liouville operator. The solution of Eq. (2.23) is
given by

z(t+ ∆t) = e−iL∆tz(t). (2.25)
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Equivalent to the Strang-splitting approach made in Sec. 2.2.1, the Liouville
operator can be split in a potential part LU ≡ i{z,U} and a kinetic part
LT ≡ i{z,T}. With the help of the Baker-Campbell-Hausdorff formula
[114, 115] one may show that

e−iL∆t = e−iLT∆t/2e−iLU∆te−iLT∆t/2 +O(∆t3). (2.26)

This is the classical equivalent of Eq. (2.17). When used to solve Eq. (2.21)
and Eq. (2.22) this method leads to a change in the test particles’ positions
and velocities. The kinetic term LT is applied first, which results in

r̃i = ri(t) +
1

2
vi(t)∆t (2.27)

then the potential term LU updates the velocities

vi(t+ ∆t) = vi(t)−
1

m
∇U(r̃i)∆t (2.28)

and the final position at t+ ∆t can be calculated by applying LU again with
the updated values r̃i and vi(t+ ∆t)

ri(t+ ∆t) = r̃i +
1

2
vi(t+ ∆t)∆t. (2.29)

If the potential term U is explicitly time-dependent it is extrapolated to the
midpoint t+ ∆t/2 of the interval, in analogue to Eq. (2.16)

Ũ =
1

2
[3U(t)− U(t−∆t)] . (2.30)

Algorithm 3 in Appendix B is a pseudo-code version of the time evolution of
thermal particles.

2.2.3 Calculating the thermal cloud density

For calculating the mean-field potential of the thermal cloud and the conden-
sate an expression for the thermal cloud density ñ(r,t) is needed. However,
from the discussion so far it is not obvious how this thermal density can
be calculated. Using test particles to calculate the thermal density ñtp(r,t)
would lead to

ñtp(r,t) = γ

Ñtp∑
i=1

δ [r− ri(t)] , (2.31)
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which cannot be used in a simulation. In order to calculate a force F =
−∇U(r,t) acting on the test particles in Eq. (2.28) the potential U in Eq. (1.73)
has to be smooth and differentiable, which is clearly not the case for a sum
over delta functions. A remedy for this problem is to take equation (2.31)
and to broaden the delta functions, i.e. replacing them by a sampling function
S(r) with a small but finite width, which is still normalized to unity. This
leads to a smoother thermal density ñ

ñ(r,t) = γ

Ñtp∑
i=1

S(r− ri). (2.32)

This can be calculated from Eq. (2.31) via a convolution

ñ(r,t) = (S ∗ ñtp)(r′,t) ≡
∫
dr′S(r− r′)ñtp(r′,t). (2.33)

A convenient choice for S(r) is an isotropic Gaussian function of width η

S(r) = (πη2)−3/2e−r
2/η2 . (2.34)

Although the replacement of the delta functions in Eq. (2.31) is a mathematical
tool to get a smooth thermal density, it can be thought of as a replacement
of the contact interaction by an interaction with a finite range. In addition
simulation results are mostly insensitive to the actual width of S(r), which
was also outlined in former work [79].

A fast way to actually calculate the thermal density is to assign test
particles to points on a 3D grid first. As the thermal density is also needed
for the mean-field potential of the condensate, it is helpful to use the same
discretization as for the pseudo-spectral method for the condensate wavefunc-
tion (see Sec. 2.2.1). To minimize sharp density fluctuations, a cloud-in-cell
method is used [117]. In this method a particle, with position (x,y,z), is
assigned to eight grid points instead of one, with weighting factors αx,y,z and
α∗x,y,z = 1− αx,y,z defined as

αx = (x− xk)/(xk+1 − xk) (2.35)
αy = (y − yl)/(yl+1 − yl) (2.36)
αz = (z − zm)/(zm+1 − zm), (2.37)

with

xk < x < xk+1 (2.38)
yl < y < yl+1 (2.39)

zm < z < zm+1, (2.40)
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where xk, yl and zm are grid points at position k, l and m in the x-,y- and
z-direction. In order to assign test particles to multiple grid points, the two
nearest grid points in each dimension ((xk,xk+1) in the x-, (yl,yl+1) in the y-,
and (zm,zm+1) in the z-direction) have to be determined. The test particle
contributes to each of them with the given weighting factors αx,y,z. This is
illustrated in Fig. 2.4. Besides the fact that the calculated density is much

α∗xα
∗
yα
∗
z

α∗xα
∗
yαz α∗xαyαz

α∗xαyα
∗
z

αxα
∗
yα
∗
z

αxα
∗
yαz αxαyαz

αxαyα
∗
z

(x,y,z)

z

y

x

Figure 2.4 – Illustration of the cloud-in-cell method. A test particle with
coordinates (x,y,z) is assigned to eight different grid points using the weighting
factors αi and α∗i = 1− αi.

smoother with this method, it also varies continuously in time when test
particles move from one cell to another.

After calculating the distribution of test particles on the grid the smoothing
operation can be applied. For that purpose the convolution theorem may be
used

F(f ∗ g) = F(f) · F(g), (2.41)

which means that the Fourier transform of the convolution of two functions f
and g (denoted by F(f ∗ g)) is equal to the product of each individual Fourier
transform F(f) and F(g). Thus, one may again use a Fourier transform to
calculate the thermal cloud density ñ(r,t) in Eq. (2.33), which becomes

ñ(r,t) = F−1(F(ñcc(r,t)) · F(S(r))), (2.42)

where ñcc is the distribution obtained by the cloud-in-cell method and F−1 is
the inverse Fourier transform. Because S(r) is a Gaussian function, the Fourier
transform F(S(r)) is also a Gaussian and can be calculated analytically.
Therefore the only operations which are time consuming are the Fourier
transform of the discrete function ñcc and the inverse transform of the product
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F(ñcc(r,t)) · F(S(r)). Again this was calculated using the FFTW package.
A detailed description of the cloud-in-cell calculation and the smoothing
operation is shown in algorithm 4 in Appendix B.

In Fig. 2.5 an example result for the cloud-in-cell method and the smooth-
ing operation is shown. Although the cloud-in-cell method minimizes single
test particle effects, the fluctuations in the resulting density are still large
compared with the smoothed density, and would lead to high forces on test
particles due to high potential gradients.

Figure 2.5 – Equilibrium thermal density for the state in Sec. 2.1.2, calculated
using 106 test particles. Left picture shows the thermal density obtained by
the cloud-in-cell method, right picture shows the thermal density after the
smoothing operation. High density fluctuations in the non-smoothed case
would lead to high forces on test particles.

2.2.4 Initial state

The starting point for a time-dependent simulation is often an equilibrium
state. While the initial wavefunction can directly be calculated with the
algorithm 1 outlined in Appendix B, one needs to assign initial velocities
and positions to the test particles for the thermal cloud. In equilibrium the
probability to find a particle with momentum p and position r is given by the
Bose-Einstein distribution function f(p,r). Thus, to set up an initial state, an
algorithm to calculate random deviates following a given distribution function
is required. An efficient mathematical tool to do so, is the so-called rejection
method [121–123] which goes back to ideas of von Neumann in 1951 [124].
For a detailed discussion of the rejection method see Appendix A.1.

As the equilibrium distribution is a very smooth function, a rather simple
form of the rejection method may be used, where the comparison function
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is a constant. First, particles are distributed in position-space following the
density function ñ(r), which is calculated with the Hartree-Fock equilibrium
state code. To do so, three uniformly distributed, random numbers R1,R2

and R3 with R1 ∈ [−xmax,xmax], R2 ∈ [−ymax,ymax] and R3 ∈ [−zmax,zmax],
are calculated, where 2xmax, 2ymax and 2zmax are the box sizes in the x-,y-
and z- directions respectively. The three random values define the Cartesian
coordinates of a uniformly distributed point rrand in position-space

rrand =

R1

R2

R3

 . (2.43)

As a constant comparison function the maximum of the thermal density ñmax

is chosen and another random deviate R4 is selected so that R4 ∈ [0,ñmax].
The random number R4 is then compared with ñ(rrand). If R4 > ñ(rrand) the
position rrand is rejected and a new set of random variables R1, R2, R3 and
R4 is determined until R4 < ñ(rrand). For R4 < ñ(rrand) a test particles with
position rrand is created. The test particle’s momentum is then determined in
a similar way using the fact that the Bose-Einstein distribution is isotropic
in momentum-space. The distribution function for the magnitude of the
momentum, p, at position rrand is obtained by integrating the distribution
function f(rrand,p) over the azimuth and the elevation angle of the momentum
vector

f(rrand,p) =

∫ π

0

dθ

∫ 2π

0

dφ p2 sin(θ)f(rrand,p) = 4πp2f(rrand,p). (2.44)

The magnitude of the momentum for a test particle at position rrand is then
determined in the following way: two random numbers prand ∈ [0,pmax], where
pmax is the maximum momentum1, and R5 ∈ [0,fmax] are selected, where
fmax denotes the maximum of the distribution function for the momentum
magnitude. Using Eq. (2.44) fmax is calculated numerically for a given rrand.
If R5 > f(rrand,prand) then prand is rejected and two new random variables
are selected. However, if R5 < f(rrand,prand) two random angles φ ∈ [0,2π]
and cos(θ) ∈ [−1,1] are calculated, which together with prand define the test
particle’s momentum pi. Note that θ is determined using a uniformly random
number in the interval [−1,1], which represents cos(θ), instead of using a
uniformly distributed random angle θ ∈ [0,π]. The latter would produce too
many particles with a momentum vector around π and 0, instead of uniformly
distributed momentum vectors.

1This was chosen to be three times the thermal velocity, vth =
√
kBT/m, of the initial

state multiplied by the mass pmax = 3m
√
kBT/m. In a dynamical simulation pmax is

adapted to the corresponding collision cell, see Sec. 2.3.
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2.3 Collisions

The collisionless term of the quantum Boltzmann equation is solved by
evolving the test particles’ velocities and positions over time as described in
the previous section. In this scheme collisions are separated from the residual
motion consisting of the mean-field evolution of the condensate and the test
particles. This is convenient as long as the Knudsen factor Kn, defined as
the mean-free path of the particles divided by a characteristic length scale
of the system [125], is higher or equal to approximately 0.1 (in harmonically
trapped gases the characteristic length scale corresponds, for example, to the
longest oscillator length). Although values of Kn ∼ 0.01 have been observed
in cold atom experiments, most experiments operate in a regime where Kn>1
[103]. Therefore the collision integrals can be solved after calculating the
mean-field evolution of the test particles. This is done by a numerical Monte
Carlo integration, which results in collision probabilities for each test particle.
A test particle may then undergo a collision with another test particle or the
condensate, leading to a sudden change in its momentum.

2.3.1 The C22 collision integral

The C22 collision integral describes collisions between thermal particles. Defin-
ing the “out”-collision rate Cout

22 in this context as

Cout
22 [f ] = − 2g2

(2π)5~7

∫
dp2

∫
dp3

∫
dp4 δ(p + p2 − p3 − p4)

· δ(ε̃p + ε̃p2 − ε̃p3 − ε̃p4)

· [ff2(1 + f3)(1 + f4)] ,

(2.45)

the term drdp/(2π~)3Cout
22 represents the number of atoms leaving the in-

finitesimal phase-space volume element drdp/(2π~)3 around r and p. An
integration over momenta in Eq. (2.45) then gives an expression for the mean
number of atoms which undergo a collision per unit time and per unit volume
at the point r

Γout
22 (r,t) =

∫
dp

(2π~)3
Cout

22 (r,t). (2.46)

Using Monte Carlo techniques it can be shown that the average number
of collisions taking place in an infinitesimal volume element ∆r in a time
interval ∆t can be expressed using collision probabilities, P 22

ij , between pairs
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of two test particles i and j (for a detailed discussion see Appendix A)

1

2
Γout

22 ∆r∆t ' γ
∑
(i,j)

P 22
ij (2.47)

where the probability P 22
ij is given by

P 22
ij = ñ(r)σ|vi − vj|

∫
dΩ

4π
(1 + f3)(1 + f4)∆t. (2.48)

The integral over Ω denotes an average over all possible scattering angles,
where the outgoing states have a weighting factor (1 + f3) and (1 + f4) due
to Bose enhancement. Momentum and energy conservation lead to outgoing
velocities, which lie on a sphere with radius 1

2
|v1−v2| centered on 1

2
(v1 +v2).

Although the collision probability is given by an integral over all possible
scattering angles Ω, the test particles’ velocities in a simulation must take
specific values. This is achieved by selecting random numbers cos(θ) ∈ [−1,1]
and φ ∈ [0,2π] defining a random scattering angle ΩR. Together with the
incoming velocities v1 and v2 this defines the outgoing velocities v3 and v4.
The collision probability then takes the form

P 22
ij = ñ(r)σ|vi − vj|(1 + fΩR

3 )(1 + fΩR
4 )∆t, (2.49)

where the Bose-enhancement factors (1 + fΩR
3 ) and (1 + fΩR

4 ) are now de-
termined by the specific outgoing velocities v3 and v4. The corresponding
scattering event between particle i and j is sketched in Fig. 2.6. In a ZNG sim-
ulation the distribution function, needed to calculate the Bose-enhancement
factors, is modeled by test particles. Hence, in order to calculate an expression
for fΩR

3 and fΩR
4 , test particles are binned into collision cells. This involves a

binning in position- and in momentum-space, where a cloud-in-cell method
(see section 2.2.3) is used to assign particles to the momentum grid points (for
a detailed description of the binning method see Sec. 2.3.3). The weighting
factor at each grid point of a momentum cell is additionally multiplied by a
normalization factor γ(2π~)3/(∆r∆p), where ∆r is the volume of the collision
cell in position-space and ∆p/(2π~)3 is the volume of the collision cell in
momentum-space. This normalization factor ensures that

Ñ (n,k) = γÑ
(n,k)
tp = f(rn,pk,t)∆rn∆pk/(2π~)3, (2.50)

where Ñ (n,k)
tp is the test particle number in cell (n,k) (where n denotes the

cell index in position-space and k denotes the index in momentum-space).
This means that the integral of the sampled distribution function f(rn,pk,t)
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p4 p3

p1 p2

Figure 2.6 – Illustration of a scattering event between two incoming thermal
particles 1 and 2 and two outgoing particles 3 and 4.

in collision cell (n,k) over the cell volume gives the particle number N (n,k) in
that cell.

The actual calculation of C22 collisions proceeds as follows: test particles
are first binned into collision cells in position-space. Then for each position
cell the distribution function is calculated by assigning test particles to a
momentum grid using a cloud-in-cell method. As the algorithm looks at one
position cell n at a time, one only needs to store the momentum grid for
that particular position cell. Without this the memory requirements of the
system would render the calculation infeasible. In order to determine collision
partners, the test particles are then grouped in pairs, where each test particle
is only considered once, leading to Ñ (n)

tp /2 pairs, with Ñ (n)
tp the test particle

number in position cell n. For each pair (i,j) the collision probability Pij can
be calculated using Eq. (2.49) and is compared to a uniformly distributed
random number Xij between 0 and 1. If Xij < Pij the collision takes place
and the velocities of the involved particles are updated according to the
randomly determined outgoing velocities v3 and v4. However, if Xij > Pij
the collision does not occur and the velocities of the involved particles stay
the same. The algorithm proceeds by looking at the next pair until all Ñ (n)

tp /2
have been processed. This procedure is repeated for every position cell.

As a final remark it should be noted that the factor γ only appears in
the context of collisions, if one is interested in the physical collision rate.
However, if probabilities are assigned to test particles in the simulation γ
does not appear in the expression for the collision probabilities (2.49).

2.3.2 The C12 collision integral

Unlike the C22 collision integral the C12 collision integral involves scattering
of a condensate atom. The rate of atoms leaving the condensate into the
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thermal cloud per unit volume and unit time is given by

Γout
12 =

σnc
πm2(2π~)3

∫
dp2dp3dp4δ(pc + p2 − p3 − p4)δ(εc + ε2 − ε3 − ε4)

× f2(1 + f3)(1 + f4). (2.51)

In the following discussion this will be referred to as the “out”-collision rate.
In this notation atom 2 represents an atom which scatters with a condensate
atom producing two outgoing thermal atoms 3 and 4.

The rate of atoms going into the condensate due to the scattering of two
thermal atoms per unit volume and unit time can be written equivalently

Γin
12 =

σnc
πm2(2π~)3

∫
dp2dp3dp4δ(pc + p3 − p2 − p4)δ(εc + ε3 − ε4 − ε4)

× f2(1 + f3)f4.

Here the incoming atoms are labeled 2 and 4 and the outgoing thermal atom
3, to get the same weighting factor f2 as in Eq. (2.51). This will be referred
to as the “in”-collision rate.

In a similar way as for the Γ22 collision rate, the in- and outgoing rates,
Γ
out(in)
12 , in a time interval ∆t and a small volume ∆r can be approximated by

collision probabilities (for details see Appendix A)

Γ
out(in)
12 ∆r∆t ' γ

Ncell∑
i=1

P
out(in)
i . (2.52)

The probability for a test particle to be involved in an “out”-collision takes
the form

P out
i = ncσv

out
r

∫
dΩ

4π
(1 + f3)(1 + f4)∆t, (2.53)

where

voutr =
√
|vc − v2|2 − 4(U − µc)/m (2.54)

plays the role of the relative velocities between the two incoming atoms with
velocities v2 and vc, the former a thermal atom and the latter a condensate
atom. U is the effective thermal cloud potential and µc the chemical potential
of the condensate. As before the integral over Ω represents an average over
all possible scattering angles.

Because the relative velocity, voutr , must take positive real values, expression
(2.54) indicates that the constraint

|vc − v2|2 > 4(U − µc)/m (2.55)
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p3 p4

p2 mvc

Figure 2.7 – Illustration of an “out”-scattering event for an incoming thermal
particle 2 and a condensate atom. The scattering event results in two outgoing
thermal particles 3 and 4.

must hold true. This represents a constraint for the incoming atom 2 and
only test particles fulfilling the inequality (2.55) may be part of an “out”-type
collision. The physical meaning of this constraint can be understood when
looking at the different mean-field energies for condensate atoms g(nc + 2ñ)
and thermal atoms 2g(nc + ñ). If an atom leaves the condensate and goes
into the thermal cloud there is an increase of gnc in the potential energy. In
order to conserve energy in a collision, this energy difference must come from
the kinetic energy of the incoming thermal atom. Hence atom 2 needs an
excess kinetic energy to compensate the difference in the mean-field energies.
The connection between this energy difference and the inequality (2.55) may
be seen in the Thomas-Fermi approximation where U − µc = gnc. As the
collision partners have equal masses this leads to the constraint (2.55) in
order to transfer the missing energy difference gnc through a collision.
While the “out”-probability, P out, looks similar to the collision probability
between two thermal atoms, P22, the “in”-probability takes a rather different
form

P in
i =

σnc
πvinr

∫
dv⊥f4(1 + f3)∆t, (2.56)

with vinr being the magnitude of the relative velocity vin
r = v2 − vc between

an incoming thermal atom 2 and the condensate. The expression f4(1 + f3) is
integrated over all velocities, v⊥, lying in a plane perpendicular to vin

r , where
the velocity of the incoming atom 4, v4, is determined by v⊥ in the following
way (please see Appendix A for a detailed discussion)

v4 = vc + v⊥ +
gnc
mvinr

v̂in
r . (2.57)

Here v̂in
r is a unit vector in direction of vin

r . The velocity of the outgoing atom
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p3 mvc

p4 p2

Figure 2.8 – Illustration of an “in”-scattering event for incoming thermal
particles 2 and 4. The scattering event results in an outgoing thermal particle
3 and a condensate atom. Note that the indices of incoming and outgoing
particles are different compared with those in Fig. 2.7 to get a similar looking
expression for P in

i and P out
i .

3, v3, is then given by

v3 = v2 + v⊥ +
gnc
mvinr

v̂in
r . (2.58)

As in the case of C22 collisions, the integrals occurring in (2.53) and (2.56)
are replaced by random numbers, so that specific values may be assigned to
test particles if a collision takes place. The “out”-collision probability then
takes the form

P out
i = ncσv

out
r (1 + fΩR

3 )(1 + fΩR
4 )∆t, (2.59)

where the expression fΩR
i emphasizes the fact that the distribution function

depends on a randomly selected scattering angle ΩR. An “out”-collision process
is illustrated in Fig. 2.7.

Using a Monte Carlo integration to solve the integral in (2.56), the “in”-
collision probability becomes (for details see Appendix A)

P in
i =

σncAv
πvinr

f
vR⊥
4 (1 + f

vR⊥
3 )∆t. (2.60)

The distribution functions fvR⊥
i depend on a randomly selected velocity vR⊥

uniformly distributed over an area Av, which is perpendicular to the relative
velocity vin

r .2 By taking the average of the “in”-probability over Nv sample
points, the value of the integral in (2.56) is approximated. This mean value
is independent of the size of the area Av, as long as the whole occupied

2Please see Sec. 2.3.3 for a discussion about a convenient choice of Av in dynamical
simulations
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phase-space is sampled by fvR⊥
4 and fvR⊥

3 . An illustration of an “in”-collision
process is given in Fig. 2.8.

To derive equations (2.59) and (2.60) quite different Monte Carlo ap-
proaches have been applied. In this form the cubic terms f2f3f4, which cancel
in the analytical C12 collision integral, may be non-zero due to numerical
approximations. To solve this problem one may drop these terms artificially
in the calculations, which is equivalent to dropping the terms f3f4 in the
final collision probabilities (2.59) and (2.60). This leads to new collision
probabilities

P̄ out
i = ncσv

out
r (1 + fΩR

3 + fΩR
4 )∆t, (2.61)

and

P̄ in
i =

σncAv
πvinr

f
vR⊥
4 ∆t. (2.62)

To calculate whether a test particle takes actually part in an “in”- or “out”-
collision, a random number X12 ∈ [0,1] is selected. If X12 < P̄ out

i an “out”-
collision takes place, which means that the velocity of the incoming particle
is updated and a new test particle is created. If P̄ out

i < X12 <
(
P̄ out
i + P̄ in

i

)
an “in”-collision occurs and the incoming particle is deleted. Although an “in”-
collision consists of two thermal particles colliding and one particle going into
the condensate, the “in”-collision probability is calculated for every single test
particle. Therefore if an “in”-collision takes place, a second thermal particle
with velocity v4 must be found and updated to the outgoing velocity v3. If
no suitable particle can be found in the current cell (this may happen due to
the cloud-in-cell method) the search is expanded to neighboring momentum
cells. Because this particle will have a velocity that differs slightly from v4,
the calculations of the outgoing velocities are adapted to ensure momentum
and energy conservation.

So far collisions were only considered in the context of the thermal cloud.
However the C12 collisions have a direct effect on the condensate wavefunction
Φ(r,t) due to the R-term appearing in (1.59), which couples the quantum
Boltzmann equation to the generalized GPE. The equation defining this
R-term (1.79) can be rewritten by splitting the total C12 collision rate into
Γin

12 and Γout
12 , leading to

R(r,t) =
~

2nc(r,t)
(Γout

12 (r,t)− Γin
12(r,t)). (2.63)

In the simulation R(r,t) is discretized on the grid used for the wavefunction
Φ(r,t). For that purpose Ri, corresponding to the contribution of a test particle
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i to the total term R(r,t), is calculated using the collision probabilities

Ri =
γ~

2nc∆r∆t
(P̄ out

i − P̄ in
i ), (2.64)

where ∆r is the volume of a grid cell used for the wavefunction discretization.
For each test particle Ri is assigned to grid points using the cloud-in-cell
method described earlier. The source term Rklm at a given grid point rklm
(where k,l and m denote grid indices for the x, y and z directions respectively)
is given by the sum over all single test particle contributions at that point.
The change of the discretized wavefunction Φ(rklm,t) at that grid point rklm
due to the C12 collisions is then given by

Φ(rklm,t+ ∆t) = e−R(rklm,t)∆t/~Φ(rklm,t). (2.65)

Therefore the norm of the wavefunction changes if there is a difference between
the “in”-and “out”-collision rate, independent of whether collisions actually
take place or not. Hence, the total atom number is only conserved in a
statistical sense, and numerical fluctuations in thermal atom number and
condensate atom number may occur.

Because “in”-and “out”-collisions are treated differently, a small numerical
deviation even in equilibrium is inevitable. This may lead to drifts in the total
particle number or a net particle transfer between the condensate and the
thermal cloud. The main error arises due to the sampling of the distribution
function with test particles. These effects can be minimized by an appropriate
choice of collision cells. On the one hand many particles in a cell lead to
good statistics, on the other hand the resolution of the distribution function
increases with a lower cell size. An adaptive-binning method is therefore
desirable because it is not clear how to choose an optimal grid in position-
and in momentum-space beforehand. Details of a possible implementation
are given in the next subsection.

2.3.3 Binning procedure

In order to calculate collision probabilities and find collision partners, test
particles are binned into collision cells. In contrast to former ZNG implemen-
tations, which were optimized to systems with cylindrical symmetry [98], a
Cartesian grid in position- and momentum-space was chosen, which allows
simulations of arbitrary trap geometries.

The goal of an adaptive-binning method is to distribute particles into
collision cells in position-space, so that each cell contains approximately an
equal number of particles. The implemented procedure is based on a method
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outlined by Bird [99] and has been applied to very cold, dilute gases by
Wade et. al. [103]. In this method the test particles are first binned on
a master grid consisting of rectangular cuboids of equal size. After that,
these so-called master cells are subdivided into smaller cells dependent on the
particle number within a cell. This leads to a subdivision of highly occupied
master cells, which increases the resolution of the distribution function in
regions where there are many test particles. For this reason a threshold value
Nth is chosen and a given master cell n with Ñ (n)

tp test particles is subdivided
such that each subcell contains an average of Nth particles. This may be
achieved by calculating an integer l, so that Ñ (n)

tp /2
l is close to, but not

less than, Nth. Then the master cell is subdivided into 2l subcells, with no
preference in any direction. Afterwards, particles have to be binned on a
new grid in momentum-space for each subcell. The number of grid points in
momentum-space stays the same throughout the simulation and is equal for
every subcell, but the resolution changes. The maximum momentum of the
test particles in a subcell, pmax, is determined and the box in momentum-space
is defined from −pmax to pmax in each direction. This also defines the size of
the area Av appearing in the “in”-probability expression (2.56):

Av =
πp2

max

m2
. (2.66)

This ensures that the whole occupied phase-space is sampled by Av using a
high resolution. The subdivision of master cells is illustrated in Fig. 2.9.

As a final comment it should be noted that the optimal threshold numbers
Nth differ from those found for the classical Boltzmann equation in the case
of dilute cold gases [103]. This is due to the fact that for a classical gas the
collision probabilities do not directly depend on the distribution function. In
that case a binning in momentum-space is unnecessary and Nth can be very
low (down to only 2). This is not the case in a ZNG simulation where Bose
enhancement is taken into account. In fact an unphysical particle drift from
the thermal cloud into the condensate was observed for threshold numbers
Nth . 85, due to bad statistics, and Nth was in most simulations chosen to be
around 200. An example for subdivision of collision cells from a simulation
with 106 test particles is shown in Fig. 2.10.

2.3.4 Transient adaptive subcells

In the case of C22 collisions, particles are paired in subcells and the corre-
sponding collision probabilities are calculated. When these pairs of particles
are randomly chosen it may occur that colliding particles are far away from
each other, depending on the size of the current subcell. This may lead to
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Figure 2.9 – A sketch of particles (red dots) representing a thermal cloud,
which are binned into equally sized master cells in position-space. The cells
on the master grid are chosen to be relatively large, leading to high particle
numbers in regions where the density is high. Subdivision of these cells leads
to a higher resolution of the distribution function.

unphysical information transport across a long distance. It would be desirable
to form nearest neighbor pairs, so that only test particles in the vicinity of
each other can collide. Unfortunately, calculating the exact nearest neighbor
pairs is very expensive and scales with O(N2). A possibility to avoid these
costs was suggested among others by Bird [101, 102, 126]. In this scheme
the already calculated subcells are further divided into even smaller cells,
the so-called transient-adaptive subcells (TASC). Collision partners are then
only chosen from the same or a neighboring TASC, reducing the separation
between colliding particles significantly. The TASC are ideally chosen so that
there is an average of two particles in each cell. This is achieved by dividing
each subcell with a given test particle number Ñsc into b

3
√
Ñscc equally spaced

TASCs in each direction, where bxc is the floor function. Although the
calculation of TASCs does not provide information about the exact nearest
neighbors, the distance between colliding particles is drastically reduced and
the run-time complexity scales with O(N). It is important to note that the
TASCs are only used to determine collision partners for the C22 collisions.
The distribution function is still sampled in the bigger subcell to ensure good
statistics for the collision probabilities.
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Figure 2.10 – Illustration of master cells and division into smaller subcells
in regions where the test particle number is above Nth = 100. The total test
particle number is 106 and the equilibrium state is the same as that in Fig. 2.5.
Nine master cells are used in each direction. Plotted are particles in master
cells around z = 0 along the x- and y-direction. For clarity only a small
fraction (∼ 1%) of the particles is shown.

2.4 Parallelization

The time evolution of the condensate and the test particles can be very time
consuming. In the case of test particle numbers & 106 the thermal cloud
evolution is the limiting factor of simulation run times. If this is the case it
is favorable to distribute test particles over several processor cores and to
calculate the collisionless term and collisions in parallel. For that purpose the
open version of the message-passing-interface (openMPI) is used [127], where
each core, which is referred to as a process in the context of MPI, has its own
namespace. Information between different processes is then exchanged using
messages. In the case of the ZNG algorithm this means that every core is
responsible for a given portion of the box in which the condensate and the
thermal cloud are defined and test particles, as well as the wavefunction, are
distributed accordingly.
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2.4.1 Data distribution

As mentioned before, the FFTW package is used to calculate the discrete
Fourier transformation, which is needed for the calculation of the time evo-
lution of the condensate and the thermal density. This package also allows
calculations in parallel. FFTW chooses the distribution of grid points to cores
itself and follows a 1D-block distribution along the first dimension. That
means that a 3D vector is only divided along the first dimension (which was
the x-dimension in the simulations). This distribution was adopted for the
thermal cloud and test particles were sent to each process depending on their
position in the x-direction. The FFTW package provides documentation on

(n
y
−

1)
·∆

y

process i

(local_nix − 1) ·∆x

Figure 2.11 – Two-dimensional sketch of a 1D-block distribution along the
x-dimension for the ZNG code. ∆x and ∆y denote the resolutions in the x-
and y-direction. Each process stores the full box along the z- and y-direction
and only a region of the size (local_nix − 1) ·∆x along the x-direction.

how to distribute a given data vector in parallel. The user is then responsible
for implementing this distribution. The function fftw_mpi_local_size_3d,
telling the user how FFTW wants to divide the 3D vector with total size
nx × ny × nz, can be called on every process. The distribution informa-
tion for the current process is then stored in the variables local_nx and



CHAPTER 2. IMPLEMENTATION 57

local_x_start:

fftw_mpi_local_size_3d(ptrdiff_t nx, ptrdiff_t ny, ptrdiff_t nz,
MPI_Comm comm,
ptrdiff_t ∗local_nx, ptrdiff_t ∗local_x_start).

The variable comm tells the function which processes are involved in the
calculation of the Fourier transform. After calling the function on process i,
the variable local_nx gives the number of points along the x-direction which
are transformed on the current process. Each process therefore only needs
to store a vector with size local_nx × ny × nz, where local_nx may differ
between each process. The variable local_x_start tells the user where the
local_nx × ny × nz sized portion lies in the original vector, so each process
takes care of a part of the original vector, which starts at local_x_start and
goes to local_x_start+(local_nx−1) in the x-direction. This is illustrated in
Fig. 2.11 for a given process i and corresponding local variables local_nix and
local_x_starti. This data distribution is used throughout the parallelized
ZNG algorithm for the condensate and for the thermal density.

2.4.2 Collisionless motion and ghost cells

The mean-field terms in the Hartree-Fock potential depend on the condensate
and the thermal cloud density. Therefore, in order to evolve a test particle
i at position ri in time, the Hartree-Fock potential U = 2g (nc(ri) + ñ(ri))
corresponding to ri has to be stored on the same process as the test particle.
Hence, the data distribution discussed in the former section also dictates how
test particles are assigned to processes. This is done by binning each test
particle to a grid point in the x-direction and sending it to the corresponding
process.

Although this provides values for the thermal cloud and the condensate
density at the position ri of the test particle i, the data distribution over
several cores causes an inconvenience. The time iterator for a test particle
demands the calculation of the potential term U(r̃i) at an estimated midpoint
r̃i (see Eqs. (2.27) - (2.29))

r̃i = ri(t) +
1

2
vi(t)∆t. (2.67)

If a particle’s x-coordinate is close to the boundary of the local grid on the
current process, it may happen that the necessary grid point r̃i is stored on
another process. Additionally the gradient of the potential term, ∇U(r̃i), has
to be calculated in order to update the test particle’s velocity, which involves
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ghost cells from process (n− 1)

r̃i

process (n− 1) process n

ghost cells from process n

Figure 2.12 – Illustration of ghost cells for a two-dimensional grid. Every
cell along the border of a process in the x-direction is copied and sent to the
neighboring process.

information about neighboring grid points. So even more grid points, which
may not be available on the process where the test particle is stored, have to
be taken into account for the thermal cloud time evolution.

This problem can be solved by mirroring adjacent cells which are stored
on different processes. Therefore the cells which lie at the border of a process
are copied and sent to the next neighboring process, where they are stored
into so-called ghost cells [128] after each time step, as illustrated in Fig. 2.12.
A function which needs values from a neighboring process can then access this
information using the corresponding ghost cells. Because two rows of ghost
cells may be needed for the term ∇U(r̃i) a process has to store 4× ny × nz
ghost cells in total for each grid, 2 × ny × nz for both the upper and the
lower neighboring process. This is done for the thermal density and the
wavefunction of the current and the previous time step. The ghost cells
not only provide an effective method to parallelize the test particle time
evolution but also allow one to calculate physical values in parallel which
require derivatives of the wavefunction, such as the condensate energy or the
condensate velocity.

After each time step the ghost cells have to be updated and particles
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which crossed the line between two processes have to be sent to their new
process. In addition processes have to communicate with each other when
values are assigned to grid points using the cloud-in-cell method. A value
(for example the R-term) which is calculated at the border of a process may
be assigned to a grid point of an adjacent process. In that case the values
are summed and assigned to ghost cell points, which are then sent to the
neighboring process and added to the corresponding grid point.

2.4.3 Collisions

Parallel calculations of collisions are done by assigning an equal number of
master cells to each process. In this way the calculation of subcells and TASC
is straightforward but it introduces the constraint that the grid size has to
be an integer multiple of the master cell number along the x-direction, to
avoid master cells of differing size. In addition if the grid size is not an integer
multiple of the number of processes used, the FFTW package distributes a
data portion to the last process, which has a different size than all the others.
This leads to master cell sizes in the last process, which differ from those in
the other processes. However if the number of processes is high enough and
the box is large enough, only a few particles reside on the last process and a
difference in the master cell size at the border of the region has only a small
effect on the dynamics.

2.4.4 Overview

To close the discussion about the implementation details of the ZNG method,
this section gives an overview of the algorithm as a whole and shows in a
simplified way, how a single time step is calculated (see Fig. 2.13).

At a given time step n+1 the algorithm iterates the discretized condensate
wavefunction ψ(rklm,tn), where k,l,m are the discretization indices in the x-,y-
and z-direction, in time using the split-step method. This gives a new value
for the condensate density nc(rklm,tn+1). With the help of this new density
the potential acting on the thermal atoms U(rklm,tn+1) can be calculated and
the test particles’ positions and velocities are updated accordingly. This is
the calculation of the collisionless part of the quantum Boltzmann equation.
Afterwards, particles are assigned to grid points using the cloud-in-cell method
and a convolution of the resulting histogram with a broadening function yields
a new thermal density ñ(rklm,tn+1).

The algorithm then proceeds by assigning test particles to master cells
which are further divided into subcells depending on the test particle number
in each cell. In the case of C22 collisions, collision partners are searched for
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within TASCs. After calculating C12 collisions, the R-term, which ensures
total particle number conservation in a statistical sense, is determined and as
a final step, boundary conditions concerning the test particles are calculated.
These boundary conditions are given by the experimental setup.

Condensate
time evolution

ψ = e−iṼ (t)∆t/2~ψ
FFTW

ψ = ei~k
2∆t/2mψ

FFTW
ψ = e−iṼ (t)∆t/2~ψ

Collisionless
thermal motionConvolution for ñ

Cloud-in-cell

r̃i = ri + 1
2
vi∆t

vi = vi − 1
m
∇U∆t

ri = r̃i + 1
2
vi∆t

Collisions Update R-term

C12 collisions

C22 collisions

Calculate Sub-
cells/TASC

Boundary
Conditions

for each test particle

for each test particle

Figure 2.13 – A single, simplified time step of the ZNG algorithm. Main
steps of the algorithm are highlighted in golden boxes, gray boxes give insight
into the implementation, which is described in more detail in previous sections.



CHAPTER 2. IMPLEMENTATION 61

2.4.5 Benchmark

To show the effects of the previously discussed parallelization on run times, an
initial state with a different number of test particles and a different number
of cores is iterated in time. This is done using a full ZNG implementation
including the collisionless Boltzmann term, collisions and condensate dynamics.
The result is shown in Fig. 2.14. The time costs per single step of the algorithm
are plotted against the number of test particles, where different colors denote
different number of processes. For large test particle numbers the algorithm
scales with O(N) and saturates for very low numbers mainly because of the
time evolution of the condensate. By using 24 cores the cost of one single
time step is approximately an order of magnitude lower than for the case of
one single core for a gas with 1.8× 106 test particles. Increasing the process
number further leads to a saturation of the time used per step because the
communication costs between processes becomes dominant.

0.5 1 1.5 2

×106

0

10

20

30

40

50

test particle number

ti
m
e
pe

r
st
ep

(s
)

Figure 2.14 – Time per step for different test particle numbers shown for one
core (gold open circle), four cores (gray open circles), eight cores (black open
circles) and twenty four cores (red open circles).
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2.5 Testing
Testing of implemented algorithms is an essential task, especially in numerical
science. In most cases this is done by simulating a simple system which
can either be described analytically or whose behavior is predictable. A
comparison between the simulated data and the analytical values not only
offers possibilities to debug the written code, but also gives insight into
applicability and errors of a given model.

2.5.1 Equilibrium state

A system which is well studied, experimentally as well as theoretically, is an
equilibrium state of bosons in a harmonic trap at very low temperatures. It
is therefore an excellent system to test the ZNG implementation. In the first
instance, this may be done by comparing the collision rate Γ22 of a full ZNG
simulation with a direct Monte Carlo solution of the collision integral for the
state discussed in Sec. 2.1.2 (Fig 2.15). Using the distribution function of the
numerical Hartree-Fock equilibrium solver for that state one may calculate
Γ22 directly using the expression (see Appendix A.2 Eq. (A.10))

Γ22 ' (pmax)
6wmax

1

N

∑
i

′
g(pi), (2.68)

where wmax is the maximum of the function w(p)

w(p) =
f(p1)f(p2)

(2π~)6
(2.69)

and

(2.70)

g(p) =

∫
dΩ

4π
σ|v1 − v2|(1 + f3) · (1 + f4). (2.71)

Only accepted points pi contribute to the sum in Eq. (2.68), which is denoted
by the prime.

The golden curve in Fig. 2.15 shows the result of this direct calculation
depending on the distance r from the trap center. The collision rate exhibits a
sharp maximum in the region where the condensate vanishes and the thermal
density is highest. This peak is enhanced in Fig. 2.15 by the multiplication
with 4πr2, which corresponds to an integration over θ and φ in spherical
coordinates, because of the isotropic trap geometry. The direct calculation
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Figure 2.15 – Collision rate Γ22 over the distance r from the trap center. The
golden curve shows direct Monte Carlo calculations of the collision integral
using Eq. (2.68). Gray open circles are from a ZNG simulation with a fixed
number of collision bins and no adaptive subdivision. Red crosses show the
result from a ZNG simulation with adaptive subdivision of collision cells. The
threshold particle number for a subdivision was 85 particles.

differs from a ZNG simulation with 24 collision cells in each dimension and no
subdivision of cells (open gray circles) by approximately a factor of two in the
region where collision rates are highest. Without a subdivision of collision cells
the resolution of the distribution function is too low and the sharp peak in
the collision rate cannot be modeled by the test particle simulation. However
with an adaptive subdivision and a threshold number of 85 particles per cell
(red crosses) the resolution of the distribution function rises significantly in
regions where many test particles reside (and hence where the thermal density
is highest). In this case the ZNG results are in good agreement with the
direct calculation.

To further explore the behavior of the ZNG model over time the initial
state was iterated using a full-dynamical ZNG code, which included the
motion of test particles in the effective potential and the calculation of
collisions. The resulting condensate and thermal atom numbers are shown
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in. Fig. 2.16. Because the cloud is supposed to be in thermal equilibrium
during the simulation no net transfer of particles from one region to the other
should be observed. However, at the beginning of the simulation, a small
imbalance between the “in”- and “out”-collisions leads to a rethermalization of
the state. After approximately 10ms the gas reaches a new equilibrium state
with ca. 17100 condensate atoms instead of 16735 atoms, which corresponds
to an error of approximately 2.0%. This small error is mainly a consequence
of differences between the calculations of “in”- and “out”-collisions (Eq. (2.56)
and Eq. (2.53)) and discretization errors in the Hartree-Fock equilibrium state.
However, after the initial thermalization the atom numbers in the thermal
cloud and the condensate fluctuate around the new equilibrium values, where
the fluctuations are on the order of about 0.5%. The total atom number is
only conserved in a statistical sense.

2.5.2 Quench simulation

Although the equilibrium state is an important test for every finite-temperature
model, it is not sufficient if one wants to study dynamics in a gas. Far from
equilibrium, the collisions should rethermalize the initial system and drive it
towards equilibrium again. It is therefore useful to look at the time evolution
of a non-equilibrium initial state.

Taking an initial equilibrium state and reducing the temperature suddenly
by a factor 2 yields an easy way to test this behavior. This has been done by
Jackson et al [107] and by comparing the results of this “quench” simulation
with their work yields the opportunity to test whether the presented ZNG
implementation is consistent with former work. In addition, this system
models radio-frequency evaporative cooling in a simplified way, which is a
common way to produce a BEC in experiments [129]. It is therefore important
to show that the implemented ZNG model reproduces the quench results of
Jackson to be confident that it can describe cooling and condensate growth.

The initial state for this simulation consists of N = 50000 87Rb atoms
in an isotropic trap with frequency ω = 2π × 187 rad s−1 at a temperature
T = 200 nK. The state is prepared using the Hartree-Fock equilibrium code
leading to 2.58× 104 atoms in the condensate. Using the rejection method,
positions and velocities are assigned to the test particles, but in this case a
distribution function was used, in which the temperature was reduced by a
factor of 2

f(p,r) = 23/2 1

z(r)−1e2β p2

2m − 1
. (2.72)
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Figure 2.16 – Time evolution of the condensate (lower panel) and thermal
particle (upper panel) number for the equilibrium state in Sec. 2.1.2. The
initial state, which was calculated using the Hartree-Fock ground-state code as
outlined in Sec. 2.1.2, rethermalizes to a new equilibrium state with a slightly
higher condensate fraction.

As the simulation proceeds, the lowered velocities result in a motion of thermal
particles towards the trap center and the thermal cloud collapses. However
the mean-field potential as well as collisions lead to a repulsion of thermal
atoms as the density in the middle of the trap rises and thermal atoms
are again pushed away from the trap center. This leads to an oscillation
of the cloud, which is damped out over time because of collisions. At the
same time the “in”-collisions lead to a condensate growth and loss of thermal
particles. This behavior is shown in Fig. 2.17, where the red curve shows the
thermal atom number and the black curve refers to the atom number in the
condensate. The golden curve shows the total atom number divided by 2 (for
convenience of illustration), revealing that there is no significant total particle
number drift beside the fluctuations mentioned in Sec. 2.3. This graph is in
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Figure 2.17 – Quench simulation for a state with 50000 87Rb atoms at
an initial temperature T = 200 nK in an isotropic trap with frequency
ω = 2π × 187 rad s−1. Shown is the condensate atom number (black curve),
the thermal atom number (red curve) and total atom number divided by 2
(golden curve). The quench in momentum-space leads to a damped oscillation
of the cloud and a growing condensate. Particle drifts due to numerical errors
are small, which is indicated by a nearly constant total atom number.

close agreement with the results from Jackson et al [107], showing that the
presented implementation is consistent with former work in the field.



Chapter 3

Surface evaporation

A cold cloud in front of a solid surface is one of the most basic hybrid systems
consisting of cold atoms and solid-state devices. It is also rather common, as
it is realizable in every atom chip experiment [58–63, 130–132] and the atom
loss curves are frequently used to calibrate the position of the surface [47, 133].
Furthermore, bringing an atom cloud close to a surface can be an effective
technique to cool the cloud [49, 134]. Atoms in a harmonic trap, which hit
the surface, are lost either because they scatter from, or are absorbed by the
surface. The surface cuts off atoms which have enough energy to reach it,
leaving the other atoms nearly unperturbed and, depending on the position of
the surface, evaporative cooling can be achieved [132, 135]. Counterintuitively,
this holds true even for very cold atoms and a surface at room temperature,
which makes it possible to cool a cold thermal cloud of 87Rb down below the
critical temperature Tc using a hot silicon surface.

However, despite the prevalence of the cloud-surface system there is little
theoretical work on the subject. In fact, even for free-space radio-frequency
(RF) evaporative cooling, most studies relied either on the uncontrolled
assumption of ergodicity [66, 136], or were based on a classical model such as
the classical Boltzmann equation [129, 137–139]. In this context condensate
growth due to the cooling mechanism was studied. This was either done by
a sudden truncation of the thermal distribution [136, 140–142] or through a
dynamical quench [143–148].

However, the surface problem is even more complex and has not been
theoretically studied, either qualitatively or quantitatively [149]. The descrip-
tion of the interactions between the atoms and a surface and between the
atoms themselves makes the numerical simulation a challenging task. This
holds especially true when the cloud undergoes a phase transition because of
the cooling mechanism. A full dynamical description of the thermal cloud is
needed, which allows one to model thermalization effects far from equilibrium,

67



68 3.1. Atom-wall interaction

taking Bose enhancement into account.
To confirm the validity of ZNG for this set up, data from simulations

is compared with experimental results in the following section. It is shown
that ZNG, although not designed to model phase transitions, may capture
the key physics of this system and the simulations lead to reasonable results
considering the atom loss curves and condensate growth. Comparison with
other simpler analytical models for the atom loss curves is provided and
deviations from the ZNG simulations are discussed.

3.1 Atom-wall interaction

For distances larger than the atomic radius the potential between a single
atom and a wall can be described by the Casimir-Polder potential [150]. In the
case of an infinite wall it can be approximated by a so-called single-correction
function [151]. For a surface lying in the x = 0 plane it takes the form

VCP(x) = − C4

x3 · (x+ 3λ
2π2 )

, (3.1)

where λ ≈ 780 nm is the effective atomic transition wavelength for 87Rb and
C4 is a material constant

C4 =
3~cα

32π2ε0

(
ε− 1

ε+ 1

)
Φ(ε), (3.2)

with ε the relative permittivity of the surface, ε0 the vacuum permittivity, α
the static polarizability of the atom, and Φ(ε) a dimensionless constant for
the surface [152]. For a silicon surface and 87Rb, C4 = 1.22× 10−55 Jm4 [153].

Atoms which are confined by magnetic fields of a microchip trap see this
attractive Casimir-Polder potential and a harmonic potential coming from the
trap. For a surface lying in the x = 0 plane and a trap center at a distance
xs to the surface, the total potential becomes

V (r) =
1

2
mω2

x(x− xs)2 +
1

2
mω2

yy
2 +

1

2
mω2

zz
2 + VCP(x). (3.3)

Far away from the surface the atoms only see the trapping potential, whereas
close to the surface the attractive Casimir-Polder potential dominates. In
the intermediate regime, the Casimir-Polder potential leads to an opening of
the trap and atoms are lost due to the surface. This behavior is sketched in
Fig. 3.1.
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Figure 3.1 – The total potential V (x,y = 0,z = 0) (red solid curve) for
atoms in a harmonic trap in the vicinity of a surface. For short distances
the Casimir-Polder potential (gray dashed curve) dominates. Far away from
the surface the atoms only see the trapping potential (gold dashed curve). In
between, the Casimir-Polder potential leads to an opening of the trap. Solid
rectangle indicates the surface and the colored oval indicates the atom cloud.
Black arrow shows the x-axis with xs the distance between the trap center
and the surface.

3.2 Implementation details

In the simulations the total potential in Eq. (3.3) was calculated for the
condensate evolution and combined with a linear imaginary potential, starting
from the point where the trap opens, which leads to particle loss. In addition,
test particles beyond this point were deleted after each time step. For a
constant value of γ = Ñ/Ñtp this also leads to a loss of physical thermal
particles.

During experiments, a condensate may form due to the evaporative cooling
effect. In order to describe condensate growth in the simulations, the “in”-
collision probability in Eq. (2.60) needs to be finite. However, when starting
with a thermal gas in a simulation the condensate density is zero and hence
the “in”-collision probability is also zero. In reality, large occupation-number
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fluctuations near the critical temperature Tc would provide a condensate
seed, which allows an enhanced growth of the ground-state population due to
Bose statistics. Because these fluctuations are neglected in the ZNG model a
condensate seed is implemented artificially. The approximate size of the seed
was estimated by using the Bose-Einstein distribution and assuming µc = 0,
which results in a ground-state occupation of about ∼ 200 atoms. Thus a
seed of 200 atoms was planted in the thermal cloud and was not allowed to
drop below this critical value. This is a mere 0.1% of the total atom number
and hence should not affect other results.

3.3 Time series

Particle loss curves of a cold cloud in front of a surface exhibit a non-trivial
behavior. The curves are influenced by the atom species, the surface material,
the initial particle number, the trap frequencies, the temperature, the distance
to the surface and the transport velocity of the cloud. In this section,
experimental loss curves as a function of time, which were measured by
Federsel in the group of Prof. Fortágh, are compared with ZNG simulations
and it is shown that the method may be used to describe the experimental
data within the given error bounds.

In the experiments a cloud of 87Rb atoms was prepared in a trap with
frequencies ωx = 2π × 16 rad s−1, ωy = ωz = 2π × 85 rad s−1 and a trap
center located at xs ≈ 134 µm away from the surface. The cloud was then
transported in 1 s towards the surface and held at a final position for a
variable time. In order to measure the remaining atom number, N , after a
certain hold time the cloud was swiftly brought back to its initial position and
time-of-flight and CCD imaging measurements were performed. Because this
technique leads to a destruction of the cloud, different hold times, and hence
different experimental points, correspond to different experimental runs. This
whole procedure was repeated for three final hold points, xs ≈ 14 µm, 29 µm
and 72 µm. The hold points were estimated by measuring the reference point,
where the trap completely opened and all atoms were lost to the surface.
However, these reference measurements revealed temperature induced drifts of
the surface position by up to 10 µm. Hence the hold points were approximate
and the uncertainty in the absolute position was the dominant source of error
in the experiments. The estimated initial cloud temperatures were 130 nK for
the 14 µm and 29 µm hold point and 140 nK for the 72 µm hold point. The
initial atom number was 1.4× 105 in all three cases.

Fig. 3.2 shows the measured data (points) and simulations (curves), which
were performed using the same parameters as in the experiments. However,
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Figure 3.2 – Total atom number, N , against time t for three different trap-
surface separations 68.0µm (gold solid curve), 30.0µm (red dashed curve) and
15.0 µm (black dotted curve). Points correspond to experimental data and the
curves correspond to simulations. The dot-dash gold curve shows a simulation
for xs = 68.0 µm without collisions (C12 = C22 = 0). The vertical dashed gray
line marks the point when the atom cloud reaches its final hold position. The
gray hashed area shows the shift of the curve when the surface position is
varied by ±2.5 µm.

because of the uncertainty in the absolute surface position, varying cloud-
surface separations were used in the simulations and the best fit was used
to model the corresponding experimental loss curve. Thus the simulations
served as a calibration tool and the best fits were obtained at a cloud-surface
separation of xs = 15 µm, xs = 30 µm and xs = 68 µm for the xs ≈ 14 µm,
29 µm and 72 µm curves respectively. In order to help increase the simulation
grid resolution, the initial cloud-surface separation was xs = 100 µm instead
of xs = 134 µm leading to different starting points in time for each simulation.
However, this did not affect the loss curves, as there was still negligible overlap
between the cloud and the surface at the beginning of the simulation and the
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transport velocities were the same as in the corresponding experiments.
The gold star points and golden curve in Fig. 3.2 correspond to the 68 µm

hold position, red open circles and red dashed curve to the 30 µm, and black
crosses and black dotted curve to the 14 µm hold position. To illustrate the
effect of surface drifts, the gray hashed area shows the shift of the 68 µm
curve when the surface position is varied by ±2.5 µm in the simulations. Both,
experiments and simulations reveal a non-trivial behavior for the atom losses.
As the cloud is transported towards the surface the losses increase, until the
point where the final trap position is reached. After that point (denoted by
the gray dashed vertical line at t = 0 s) the losses swiftly reduce. Only atoms
with sufficient kinetic energy in the x-direction, which are able to reach the
opening point, are lost after the trap reaches its final position. Hence without
collisions the atom losses would stop after one trap period ttrap.

However, atoms which initially do not have enough kinetic energy in the
x-direction may get this energy from other atoms in the gas through collision
events. Therefore a slow loss of atoms continues long after the trap has
stopped moving. Without collisions these atom losses would not occur, which
is illustrated by the gold dot-dashed curve showing the results of a simulation
without collisions (i.e. C12 = C22 = 0).

The resulting loss curves are further complicated by the fact that the
cloud may change its shape during the time in which atoms are lost to the
surface (toverlap). Depending on the thermalization time, ttherm, the cloud
can be cooled significantly during the evaporation process, thereby reducing
its spatial extent and hence the overlap between the cloud and the surface.
This lowers the atom losses. Fig. 3.3 reveals a cooling effect during the
simulations by showing condensate growth over time for the 68 µm hold
position. Approximately 0.5 s after reaching the final position the number of
thermal atoms decreases abruptly and the condensate atom number shows
the expected, broad s-shaped growth curve [136].

The appearance of a condensate can also be seen by looking at the density
profiles during the simulations which are shown in Fig. 3.4. The upper panels
show the total cloud densities integrated along the y-direction and the lower
panels show cross sections of the thermal cloud density at (a) time t = 0 s, (b)
t = 1.2 s and (c) t = 2.85 s. The simulation starts with a gas above Tc with a
thermal density distribution. After t = 1.2 s a condensate is clearly visible
in the total density, which takes the form of a bimodal distribution. The
condensate starts to push thermal atoms out of the trap center resulting in a
lower thermal density. After t = 2.85 s only a small thermal cloud remains
and the depletion of the thermal cloud is clearly visible. Along the long trap
axis in the x-direction two density “shoulders” have emerged, which is typical
for a ZNG simulation in an anisotropic trap and has also been experimentally
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Figure 3.3 – A breakdown of the cloud atom numbers against time for a trap
surface separation xs = 68.0 µm (corresponds to gold solid curve in Fig. 3.2)
from the point when the cloud reaches its holding position. Solid curve shows
the total atom number, dashed curve corresponds to thermal atoms, and the
dotted curve to the condensate atom number.

observed in other cold quantum gas systems [154].
The condensate growth is also seen in the experiments and an average of

Nc ≈ 9000 condensate atoms between 1.5 s and 3.0 s at least reveals no serious
inconsistencies with a predicted condensate atom number of Nc ≈ 11000 from
the simulation. The same holds true for the 15 µm curve with Nc ≈ 3000
in the experiments and Nc ≈ 2500 in the simulation. However, to study
condensate growth over time in detail, further work with small atom number
fluctuations and surface drifts is needed.

3.4 Distance series
To further investigate the influence of the introduced time scales ttrap, toverlap
and ttherm on the atom losses, it is useful to study final atom numbers after
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Figure 3.4 – Density profiles of the gas during the 68 µm simulation at (a)
time t = 0 s, (b) time t = 1.2 s and (c) t = 2.85 s. The upper panels show the
full cloud density, integrated along the y-direction and the lower panels show
cross sections of the thermal cloud density through the y = 0 plane. Arrows
indicate axes and bars indicate scale. In the upper panels, the z-direction has
been stretched by a factor of 4 leading to a quadratic profile to improve clarity.

several time series at varying final hold points xs. The resulting curves
are also of particular interest for hybrid system experiments, because they
can be used to calibrate the approximate surface position and the cloud
temperature [47, 49, 133]. The same trap parameters were used as before in
the experiments and reference measurements showed a slightly smaller initial
temperature of 115 nK for 1.37× 105 atoms. Time series measurements with
a hold time of t = 0.6 s were performed and final surface-trap center distances
varied from 110 µm down to 5 µm. The transport time was again 1 s and the
starting point was 134 µm.

Gold crosses in Fig. 3.5 show the measured remaining atom number, N ,
after the full hold time over distance. The red curve shows a full ZNG
simulation and the gray curve with open circles a ZNG simulation without
collisions (C12 = C22 = 0). The gray hashed area around the red curve shows
the error for the full ZNG simulation due to temperature induced surface
position drifts of ±2.5 µm.

As discussed before, collisions may have a big effect on atom losses and the
deviation between the two ZNG simulations is significant. This reveals that
thermalization plays an important role for the used parameters and in the
context of the three dominant time scales this means ttrap < ttherm . toverlap.

Thermalization effects in this regime are further analyzed by comparing the
simulated losses with three different simplified analytical models in Fig. 3.5:
an error function (black dash dotted line) and classical energy cutoff models
in 1D (black dashed line) and 3D (black dotted line) [153]. The error function
yields a description of a truncated Boltzmann distribution in space along one
direction

N = N0 ·
∫ ∞

0

√
α

π
e−α(x−xs)2dx. (3.4)
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Figure 3.5 – Measured (crosses) and simulated (curves) atom number, N , for
a cloud held for 600 ms at a surface for varying trap surface separations. The
red curve corresponds to a ZNG simulation with collisions, gray curve with
open circles to a simulation without collisions. The black dashed curve comes
from a 1D classical model and the dotted curve from a 3D classical model (see
text). The black dot-dashed curve is an error function (Eq. (3.4)).

Here N0 is the initial atom number and α = mω2
x/2kBT . This models the

situation of a cloud which is instantaneously shifted towards the surface and
also instantaneously removed. Thus half of the atoms are lost in the case
of xs = 0. This is, of course, an idealistic approach. In experiments rapid
transport would lead to in-trap sloshing of the cloud, which has dramatic
effects on the atom losses. However if toverlap is very small compared with
ttrap and ttherm this model may still lead to reasonable results even for lower
transport velocities.

Instead of considering a spatial cutoff it is convenient to compare the losses
with a model which describes a cutoff in energy space. These calculations
were performed by Günther at the university of Tübingen. As discussed, the
Casimir-Polder potential leads to an opening of the trap and the resulting
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potential can be approximated by a harmonic potential with a finite trap
height ∆V . The fraction of remaining atoms N(∆V )/N0 is then given by

N(∆V )

N0

=

∫ ∆V

0
D(E)e−E/kBTdE∫∞

0
D(E)e−E/kBTdE

, (3.5)

where D(E) denotes the density of states which takes the form [77]

D(E) =
1

(d− 1)!

Ed−1

Πd
k=1ωk

(3.6)

for a harmonic oscillator potential in d dimensions. For d = 1,2,3 this results
in

N(η)

N0

=


1− e−η for d = 1

1− (1 + η)e−η for d = 2

1− (1 + η + 1
2
η2)e−η for d = 3,

(3.7)

with the dimensionless parameter η = ∆V/kBT .
In the case of d = 1 the model only cuts off atoms which initially have

enough energy in the x-direction. That means collisions are neglected com-
pletely and no redistribution of velocities and hence no rethermalization can
be described with it. In Fig. 3.5 losses in the classical 1D energy cutoff model
(dashed black curve) are significantly higher than in the case of the error
function approach (dot-dashed black curve), because atoms which are not in
contact with the surface (more precisely atoms which are not beyond the point
where the trap opens) but have enough energy to reach it within a trap period,
ttrap, are lost in the energy model but not in the error function model. The 1D
energy cutoff calculations correspond to a ZNG simulation without collisions
(gray curve with open circles) and the only deviation between the two curves
comes from the Bose enhancement in the initial state of the simulation. For
a system in which ttrap ≈ toverlap � ttherm holds true, this model denotes an
appropriate approximation for the atom losses.

An energy cutoff for d = 3 takes a redistribution of velocities from the y-
and z-direction into the x-direction into account. Atoms which initially do not
have enough energy along the x-direction, but with a total energy higher than
the trap depth ∆V , are additionally lost. This simulates a redistribution of
velocities due to scattering events. However, as the change in total energy of
an atom during collisions is not described by the analytical model in Eq. (3.7),
it can not simulate an evaporative cooling effect. Hence for a system which is
supposed to be evaporatively cooled by the surface, the estimated losses are
higher in the 3D model (black dotted curve) than in the experiments, because
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the model does not account for a change in the cloud’s spatial extent during
the evaporation. A gas which is cooled by the surface shrinks and therefore
reduces its overlap with the surface, which is not considered by the classical
3D model. Hence in contrast to the 1D model the predicted losses are too
high when rethermalization and cooling become important. Therefore the 3D
model can be seen as an upper bound for the expected losses.

Although the simple models presented here may work in the discussed
limiting situations, the relevant experimental systems spend most of the time
in an intermediate regime, where there is a complex interplay between the
different time scales ttrap, toverlap and ttherm. As can be seen by the presented
experimental data in Fig. 3.2 only a full ZNG simulation can describe losses
in these regimes where thermalization plays an important role.

3.5 Condensate Optimization

From an experimental point of view it is desirable to know beforehand how to
optimize condensate growth using a surface. But just as with the loss curves,
the final condensate atom number depends on many factors. Because a full
exploration of the parameter space is not possible, a simplified test system is
considered in order to study condensate optimization. Based on an isotropic
trap and a fixed transport velocity of the cloud, the final hold position and
the trap frequency are varied to explore the effects on condensate formation,
which should at least provide some basic guidance on how to obtain large and
pure condensates.

Four different trap frequencies were considered in this context ω1 =
2π × 40 rad s−1, ω2 = 2π × 80 rad s−1, ω3 = 2π × 120 rad s−1 and ω4 =
2π × 160 rad s−1. For each trap geometry an initial equilibrium state just
above Tc is created using 105 87Rb atoms. The cloud was prepared at 2.215
Wl away from the surface, where Wl =

√
2kbT/mω2

i is the thermal width of
the initial state, leading to different starting positions for each trap frequency
ωi. The cloud was then transported with a velocity v = 0.1mms−1 towards
the surface and held at a final distance xs from the surface using a total
simulation time of t = 0.75 s. Fig. 3.6 (a) shows the condensate fraction against
different holding distances xs. For better comparison between the curves, the
holding distance is shown in harmonic oscillator units aho =

√
~/mωi. Gold

solid diamond-shaped points show the condensate fraction for ω1, gray solid
triangles for ω2, open red circles for ω3 and black stars for ω4. In all four
cases a fairly pure condensate with up to 80% condensate fraction is formed
at relatively close distances to the surface between 4 aho and 7.5 aho. However,
at these distances, there is already significant overlap between the condensate
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and the surface leading to loss of condensate atoms. Hence, the resulting
condensate atom numbers are relatively small which is shown in Fig. 3.6
(b). Larger condensates are observed further away from the surface with a
maximum between 10 aho and 15 aho. In order to maximize the condensate
fraction and minimize the remaining thermal atoms at the same time, a
holding distance xs ∼ 10 aho appears to be a good compromise. The observed
optimal distances were largely independent of transport velocities.

The effect of transport velocity on the condensate formation for the trap
with ω3 = 2π × 120 rad s−1 is shown in the inset of Fig. 3.6. By reducing
the velocity below 0.1mms−1 the condensate fraction increases from ∼ 60%
to up to ∼ 70% but saturates for velocities below . 20 µm s−1. In terms
of condensate fraction there is, therefore, little to be gained through lower
approach speeds. However, as expected, larger and purer condensates are
obtained in traps with higher frequencies due to higher densities and hence
smaller thermalization times.

The results in Fig. 3.6 are for a very cold cloud just above Tc. In order to
mimic a more realistic starting state when atoms are loaded into a chip trap,
further simulations for ω4 = 2π × 160 rads s−1 were performed, but with a
significantly higher starting temperature of 2 µK and 2 × 106 atoms. A hold
position of 10 aho was used, as suggested by the results in Fig. 3.6. Due to
the higher atom number, condensates of ∼ 90% purity and ∼ 100,000 atoms
were observed. It is interesting to note that the ZNG method remains at least
qualitatively correct even for this unusually warm starting state. It suggests
the primary limitations of the method are the simulation run time and the
s-wave scattering approximation, which is valid up to approximately 100 µK
[103].
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Figure 3.6 – Condensate fraction N/Nc (a) and condensate atom number (b)
for different hold points in the case of an isotropic trap, in units of the harmonic
oscillator length aho. The results for four different trap frequencies ω1 =
2π × 40 rad s−1 (gold diamond points), ω2 = 2π × 80 rad s−1 (gray triangles),
ω3 = 2π×120 rad s−1 (open red circles) and ω4 = 2π×160 rad s−1 (black stars)
are shown. Condensate fractions are highest for these parameters between 4 aho
and 7.5 aho, whereas the condensate atom number has a maximum between
10 aho and 15 aho. The inset in (a) shows condensate fractions plotted against
transport velocity for a trap with frequency ω3 = 2π × 120 rad s−1.
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3.6 Conclusions
The data shown in this chapter suggests that the ZNG model is capable
of describing loss rates of a thermal or a condensed gas in the vicinity of
a solid surface, while at the same time leading to reasonable results for
condensate growth. Despite the fact that in principle many parameters affect
loss curves in front of the surface, different theoretical models suggest that
these parameters can be summarized in different time scales ttherm, toverlap
and ttherm. The atom losses in front of the surface are then just governed by
the interplay between these time scales. While simpler analytical approaches,
like the error function or classical energy cutoff models in 1D or 3D, may only
be used in extreme or idealistic situations, the ZNG model yields good results
even in an intermediate regime, in which thermalization plays an important
role. In experiments the model may therefore be used to calibrate the surface
position.

Although resulting loss curves are well described and condensate atom
numbers seem to be consistent with experiments, further work is needed to
investigate whether all aspects of an emerging condensate can be captured by
the method. Time resolved condensate atom numbers are of special interest
because quantitative discrepancies between theory and experiments were
observed in previous work in the field [136]. This suggests that there are still
unexplored effects concerning the BEC phase transition.

Experimental work has also shown that surface evaporation is an efficient
route to Bose-Einstein condensation, despite initial concerns in the 1990s
that surface cooling might not be competitive compared with free space radio
frequency (RF) cooling, because of its limitation to 1D. This was confirmed
by the shown simulations. In addition surface cooling may convey certain
advantages: the Casimir-Polder potential leads to a very sharp energy “knife”,
which together with the position accuracy of the atom chip trap (<2 nm [133])
introduces a well controlled energy cutoff, without the need for a RF-signal
generator.

As a final remark, the results from section 3.5 can be used to derive a
complete cooling scheme of 87Rb atoms in a chip trap within the explored
parameter space: as a starting point the cloud should be rapidly transported
to a hold position xs = 3.0Wl while avoiding in-trap sloshing. At this point
there is negligible overlap between the cloud and the surface. The trap should
then be moved with a velocity v . 0.1mms−1 to a final hold position at about
10aho. In this way a large and relatively pure condensate can be achieved even
for low trap frequencies in a time which is comparable to that of conventional
RF cooling [134]. In order to obtain purer or larger condensates the cloud
should be shifted closer to, or further away from the surface, respectively.



Chapter 4

Ion buffer gas cooling

Over the last two decades not only the manipulation of cold neutral atoms
has experienced tremendous progress but also the cooling, trapping and
manipulation of charged particles. In experiments, so called Paul traps, which
create an oscillating saddle-shaped potential for any charged particle, have
allowed researchers to store cold, single, positively charged ions [155, 156].
Combined with laser cooling techniques this offered the possibility to cool
the ions down to the zero-point energy [157]. Since then, cold ions have
been a promising system for the realization of a scalable quantum computer
[31–33, 158], as they allow for a deterministic entanglement of quantum states
and they can be stored for long durations, without being perturbed by their
environment. This provides long coherence times and the accessibility needed
for quantum computation [159].

Despite the experimental progress in trapping ions and neutral cold atoms,
the two fields have been largely separated for a long time. However, a hybrid
system combining both components may yield the opportunity to study new
ultra-cold quantum mechanical effects in a very controlled way. It has already
been theoretically predicted that the charge transfer radius between the ion
and a neutral atom becomes greater than the s-wave scattering length in
the case of very low temperatures [160]. This would lead to a diffusion of
the charge through the whole cloud, because electrons would be able to hop
from atoms to ions resulting in a conductive cloud. Similar theoretical work
predicted the creation of mesoscopic molecular ions in atom-ion systems [161],
where a large number of polarized neutral atoms are loosely bound due to
the 1/r4 potential surrounding the ion.

Additionally, because the ion represents a small impurity when immersed
in a neutral cold gas, polaron physics, which has already been studied theoret-
ically in solid-state physics [162] or in cold gases [163, 164], may be explored
experimentally due to the high controllability of the ion. The polaron, a
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quasi particle consisting of the impurity and the coupling to its surrounding
environment, may even be in the strong-coupling regime in the case of an
atom-ion system, which could not be realized in any other system so far [56].
This strong coupling could lead to a self-trapping and localization of the
polaron (Fröhlich polaron) [57].

Furthermore, ions are believed to play a crucial role for cold chemical
reactions in interstellar gases [165, 166] and may explain unexpected molecule
formation in diffuse and dense clouds inside our Milky Way galaxy. An
atom-ion system is a suitable test bed for theoretical models describing these
chemical reactions.

However, although an ion confined in a Paul trap in combination with a
cold buffer gas seems to be a promising system for these effects, there are
certain limitations, which prevent the experiments from reaching the regimes
of interest. Because the Paul trap creates a rotating saddle instead of a simple
harmonic oscillator potential, the ion undergoes an additional fast oscillating
motion, the so-called micromotion. This micromotion leads to heating and
coherence loss and its minimization is an important challenge not only in
the context of hybrid systems but in every experiment involving a Paul trap.
While a certain micromotion, which is induced by the ion’s movement in the
trapping potential, is inevitable, the excess micromotion, coming from electric
stray fields can in principle be compensated.

However, in order to do so, another experimental challenge arises. In most
setups the excess micromotion is not known and hard to measure, making a
compensation impossible. Hence, to reduce the excess micromotion, yielding
the possibility to reach very low temperature regimes for the ion, a tool is
needed to extract detailed information about the ion’s energy.

In this chapter a numerical description of a single trapped ion in a thermal
atom cloud is discussed. The atom cloud is modeled by a quantum Boltzmann
equation but instead of coupling it to a generalized GPE via a collision
integral, as in the case of the ZNG model, collision probabilities between the
ion and thermal atoms are calculated using multiple partial waves. As in
the case of the surface evaporation the simulation results are first compared
with experimental data. It is shown that the simulations are capable of
describing atom-loss curves within the given error bars. Furthermore, a
method that allows one to use the thermal cloud as a calorimeter for the
ion is presented. This enables the determination of the unknown excess
micromotion in the experiments. The chapter proceeds by investigating so
far unexplored non-equilibrium properties of the system.
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4.1 Interactions between an ion and a neutral
atom

The interactions between an ion and a neutral atom are governed by the
long-range polarization potential. The electric field of the ion shifts the
charges in a neutral atom resulting in an attractive force. This electric field
can be approximated by that of a point charge [167], and for a singly charged
ion it becomes

E(r) =
e

4πε0r2
, (4.1)

where e is the elementary charge, ε0 is the vacuum permittivity and r the
distance of the neutral atom from the ion.

The charge separation in a neutral atom at a distance r leads to a dipole
moment p(r)

p(r) = 4πε0αE(r), (4.2)

which depends on the polarizability α of the atom. The potential of an electric
dipole in an electric field is given by

V (r) = −1

2
p(r)E(r), (4.3)

and by substituting the expressions from Eq. (4.1) and Eq. (4.2) into Eq. (4.3)
the resulting potential becomes

V (r) = −C4

r4
, (4.4)

with C4 = αe2/(8πε0). The 1/r4 dependence leads to a long-range interaction
between atoms and ions with an energy-dependent elastic cross section σai,
that is usually orders of magnitude higher compared with the cross section
for the scattering between two neutral atoms [168].

It should be noted that only elastic-scattering processes are considered in
this chapter. In general inelastic charge-transfer collisions may also happen
in an atom-ion system. However, neglecting these inelastic processes is both
convenient and justifiable as they occur very rarely.

4.1.1 Semi-classical model for the differential cross sec-
tion

The full differential cross section between an ion and an atom for a given
collision energy Ecoll can be numerically calculated using the partial wave
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expansion in a semi-classical approach. The partial wave expansion leads to
a differential cross section of the form [169]

dσ

dΩ
=

1

k2

∣∣∣∣∣
∞∑
l=0

(2l + 1)eiηl sin(ηl)Pl(cos(θ))

∣∣∣∣∣
2

, (4.5)

where θ is the deflection angle and Pl denotes the l-th Legendre polynomial
with l being the angular momentum quantum number of the partial wave.
The collision momentum is ~k =

√
2µEcoll, where µ is the reduced mass of

the atom-ion system

µ =
mionmn

mn +mion
, (4.6)

with mn the mass of the neutral atom and mion the mass of the ion. The
scattering phase ηl, which depends on the scattering potential, can be obtained
by solving the radial Schrödinger equation containing a centrifugal barrier
term ~2l(l + 1)/(2µR2), with R the distance from the origin in the center-of-
mass frame.

Because the centrifugal barrier increases with angular momentum l this
term dominates for higher partial-wave numbers and the phase shift ηl is
only given by the long-range interaction potential (Eq. (4.4)). However lower
partial waves with l < l0 = 1/~

√
2µ
√

2C4Ecoll have a collision energy higher
than the centrifugal barrier and the inner structure of the potential well
contributes to the scattering phase. Because this inner structure is typically
not known, scattering phases for l < l0 are assumed to be uniformly distributed
within [0,2π). Each partial wave with l < l0 therefore contributes σl = 2πl/k2

to the total cross section [170].
When tunneling effects are neglected, the phase shift for higher partial

waves with l > l0 can be approximated using a semi-classical model [171, 172]

ηl = −µ
~

∫ ∞
R0

V (R)√
k2 − ((l + 1/2)2/R2)

dR, (4.7)

with

R0 =
l + 1/2

k
. (4.8)

For the long-range polarization potential in Eq. (4.4) the phase shift can
alternatively be approximated with the expression [168]

ηl =
πµ2C4Ecoll

4~4l3
. (4.9)
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In order to numerically calculate the differential cross section for a given
collision energy the approach outlined in [170] was used. The sum in Eq. (4.5)
was performed with up to 10000 partial waves. This was done by using 100
sets of random scattering phases ηl for each partial wave with l < l0 and using
Eq. (4.9) for partial waves with l > l0.

With the help of the determined differential cross section, dσ
dΩ
, a collision

probability distribution I(θ,Ecoll) can be calculated, which only depends on
the collision energy, Ecoll, and the deflection angle, θ, for a given atom species

I(θ,Ecoll) =
dσ

dθ
=

∫ 2π

0

dσ

dΩ
sin(θ)dφ = 2π sin(θ)

dσ

dΩ
. (4.10)
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Figure 4.1 – Probability distribution I(θ,Ecoll) over the deflection angle θ
for three different collision energies Ecoll = 10K × kB, Ecoll = 16mK × kB
and Ecoll = 10 µK × kB for the case of a 87Rb+ ion colliding with a neutral
87Rb atom. When normalizing the collision probability to unity the forward-
scattering peak becomes more pronounced for higher collision energies.

In Fig. 4.1 collision probabilities over the deflection angle θ are shown
for three different collision energies Ecoll = 10K × kB, Ecoll = 16mK × kB
and Ecoll = 10 µK × kB for a 87Rb+ ion interacting with a neutral 87Rb
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atom. The double logarithmic scale reveals a forward-scattering peak, leading
to high collision probabilities for small deflection angles. These peaks get
more pronounced for high collision energies when the collision probability is
normalized to unity. A hot ion in a cold atom cloud is therefore involved in
many so-called glancing collisions with a small deflection angle. Although
they have little effect on the ion’s trajectory, they have a big influence on the
temperature and losses from the cloud and cannot be neglected in a detailed
description. To model the cross section in the simulations, fifty collision
probability distributions were calculated in this way for collision energies
between Ecoll = 10K× kB and Ecoll = 10 µK× kB.

4.2 Ion motion in a Paul trap

The Earnshaw theorem states that there are no local minima of an electro-
static potential in free space [173]. Therefore a charged particle can not
be trapped by electro-static forces alone. In a Paul trap this problem is
solved by combining an electro-static field with a radio-frequency (RF) driven,
oscillating electric quadrupole field. In this way a rotating saddle potential
can be achieved leading to an effective potential, which is similar to that of a
three-dimensional harmonic oscillator. This effective potential is sketched in
Fig. 4.2.

z

Figure 4.2 – Sketch of the oscillating trapping potential created by a Paul
trap.

The total potential of a linear Paul trap, Φtot, consisting of a superposition
of the oscillating potential term, ΦRF, and the static potential term, Φstatic, is
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given by the expression [56, 174]

Φtot =ΦRF + Φstatic

=
V0

2

[
(1 +

x2 − y2

R
′2
rad

− z2

R′2
z

) cos(ΩDt)

]
+
mion

2Q
ω2
ion,z

(
z2 − 1

2
(x2 + y2)

)
,

(4.11)

where V0 is the RF-voltage amplitude, which oscillates with a frequency ΩD.
Q is the charge and mion the mass of the ion. R′

rad and R′
z denote the effective

radial and axial extension of the trap. The classical motion of an ion in the
total potential in Eq. (4.11) is given by the Mathieu equations

∂2ri
∂t2

+ (ai + 2qi cos(ΩDt))
Ω2
D

4
ri = 0, (4.12)

in three different spatial dimensions i = x,y,z. The trap-specific parameters qi
and ai depend on the applied voltages, the ion species and the trap geometry.
For |ai| � 1 and qi � 1 the motion of the ion can be approximately split
into two parts - a slow secular harmonic motion rsec and a fast oscillating
micromotion. This is often referred to as the pseudo-potential approximation
[175, 176]. The slow secular term describes the motion of a particle with
energies Ei in a harmonic potential with trapping frequencies ωion,i

rsec,i =
1

ωion,i

√
2Ei
mion

sin(ωion,it+ ϕi), (4.13)

where ϕi are the oscillation phases.
The fast micromotion is driven by the oscillating electrode voltages with

frequency ΩD and is due to the displacement of the ion from the trap center.
On the one hand, this displacement occurs because of the slow secular motion
and on the other hand, small offset fields drag the ion away from the trap
center even for an ion at rest. This second micromotion resulting from stray
electric fields is called the excess micromotion, vmm,excess, and it sets a lower
limit for the ion’s energy in a Paul trap. The total micromotion velocity can
be written in the form

vmm =(vmm,sec + vmm,excess)

=

 qx · (rsec,x(t) + ∆rx)
qy · (−rsec,y(t)−∆ry)
qz · (rsec,z(t) + ∆rz)

 ΩD

2
cos(ΩDt), (4.14)

with ∆ri being the displacement as a result of electric stray fields and vmm,sec

the micromotion resulting from the secular motion of the ion.
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4.3 Numerical realization of atom-ion collisions

To study the dynamics of an ion in a cold but thermal buffer gas, the DSMC
techniques described in chapter 2 for solving the quantum Boltzmann equation
were used, in order to model the thermal cloud. But instead of coupling the
Boltzmann equation to a generalized GPE via the C12 collision integral, as in
the case of the ZNG model, another collision term, Cion, describing scattering
between neutral atoms and the ion is considered. The time evolution of the
thermal-cloud distribution function then becomes

∂f(r,p,t)
∂t

+
p

m
· ∇rf(r,p,t)−∇U · ∇pf(r,p,t) = Cion + C22[f ]. (4.15)

This new scattering term is calculated using a Monte Carlo method described
in [170]. In this scheme an upper bound for the time-dependent collision rate,
Γmax, is calculated leading to an estimated time interval tmin, after which a
collision is likely to happen.

In detail the algorithm works as follows: the collision probability distribu-
tion, P (t), gives the probability for an event to take place after a time t and
it takes the form

P (t) = Γ(t) exp

(
−
∫ t

0

Γ(t1)dt1

)
(4.16)

for a time-dependent scattering rate Γ(t). In the case of an ion in a thermal
buffer gas this rate is given by the thermal cloud density ñ(r), the total
scattering cross section σ(Ecoll) for a collision with energy Ecoll and the
velocity of the ion vion(t)

Γ(t) = ñ(r)σ(Ecoll)vion(t). (4.17)

An upper bound for Γ(t) can be found by using the neutral-cloud peak density
ñmax and the highest possible total ion velocity vion,max. The highest ion
velocity also determines the highest collision energy Ecoll,max (when neglecting
the neutral atom’s velocity) and the upper bound for Γ(t) becomes

Γmax = ñmaxσ(Ecoll,max)vion,max. (4.18)

Using inverse transform sampling, a collision time, tmin, corresponding to this
Γmax can be estimated

tmin = − 1

Γmax
· log(p1), (4.19)
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with p1 being a uniformly distributed random number between 0 and 1. The
whole system is then iterated in time using tmin. For the thermal cloud this
is done by the DSMC method; the analytical expressions in Eq. (4.13) and
Eq. (4.14) in the pseudo-potential approximation are used to iterate the ion’s
properties.1 Because tmin is a collision time estimated by an upper bound for
the collision rate, a rejection method is then used to check whether a collision
should take place after tmin for the actual collision rate Γ(t), which is lower.
For that purpose a rescaled rate, γ(t+ tmin) = Γ(t+ tmin)/Γmax, is compared
with another uniformly distributed random number p2. If p2 > γ(t + tmin)
the collision is rejected, a new collision time tmin is calculated and the system
is iterated accordingly. If p2 < γ(t+ tmin) a collision takes place.

In previous work on an ion in a gas [170] the thermal cloud was modeled by
a simple, classical Boltzmann distribution with instantaneous thermalization.
An atom-ion collision was implemented by updating the ion’s properties
according to the deflection angle θ, while neglecting the velocity of the neutral
atom. In this work a more sophisticated approach, which takes the neutral
atom velocity into account and allows for the description of non-equilibirum
effects in the thermal cloud, is used. This works as follows: because the
DSMC uses test particles to solve the quantum Boltzmann equation, a
collision partner is sought within the collision cell where the ion resides. The
ion and the test particle velocities are transformed into the center-of-mass
frame, where a deflection angle θ is determined with the help of a rejection
method and the corresponding cross section. Cross sections for a range of
collision energies are calculated only once and can be used for all simulations
with the corresponding atom-ion species. The velocities of the ion and of
the test particle are updated taking energy and momentum conservation into
account. This changes the secular energies Ei and the phases ϕi of the ion,
while leaving the micromotion velocity and position of the ion unaltered. This
is convenient because the micromotion is driven by external fields, and it is
therefore not affected by collisions.

However, the described method may cause a numerical inconvenience. In
the case of a dilute cold gas the test particle number is usually bigger than
the actual physical particle number. Therefore when an ion-atom collision
takes place, the ion has to scatter with an ensemble of 1/γ test particles
representing a physical atom. Because the ion’s velocity has to take a specific
value, one atom-ion collision pair is chosen randomly to determine the ion’s
properties after the collision. However, the velocities of the test particles are
adjusted using the actual corresponding center-of-mass frames with a given

1A numerical iteration of the ion’s trajectory would be computationally expensive due
to the high Paul trap frequencies, which would demand small numerical time steps.
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scattering angle. In this way energy and momentum is only conserved in
a statistical sense, but it should provide a more realistic description of the
system, compared with a model that neglects the neutral atom’s velocity.

Another numerical problem arises from the comparatively high tempera-
tures of the initial states of the thermal clouds. Some of the clouds considered
in this chapter have an initial temperature, which is much higher than the
critical temperature Tc. The assumption that the chemical potential vanishes
(i.e. µ = 0) is not appropriate for these states and would lead to unphysically
high trap-center densities. Therefore the chemical potential is estimated
beforehand using the constraint [76]

N =
∑
i=0

1

eβ(εi−µ) − 1
. (4.20)

The constraint states that the total particle number N is given by the sum
over all expected particle numbers of state i with energy εi. In the case of an
ideal gas in a harmonic trap Eq. (4.20) becomes

N =
∑

k,l,m=0

1

eβ(εklm−µ) − 1
, (4.21)

with

εklm = ~ωx(nk +
1

2
) + ~ωy(nl +

1

2
) + ~ωz(nm +

1

2
). (4.22)

In order to calculate the chemical potential µ the sum in Eq. (4.21) was
performed over 8 × 106 modes for a given temperature T . The chemical
potential then was used to set up an Hartree-Fock equilibrium state (see
Sec. 2.1).

4.4 Steady-state energy and excess micromo-
tion

A hot ion in a cold atom cloud is cooled by collisions with the cloud, which
therefore acts as a buffer gas. However, after an initial cool-down phase the
ion’s energy fluctuates around a so-called steady-state energy. For a relatively
hot ion and negligible neutral-atom velocities this energy is given by the trap
geometry, the atom-ion species and most importantly the excess micromotion.
The micromotion couples to the ion’s secular motion in each collision event
and sets a lower limit for the steady-state energy.
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Figure 4.3 – Simulated ion energy over time for two different initial energies
Einit = 10K × kB (gold curve) and Einit = 100K × kB (red curve). The
excess micromotion energy in both cases was EeMM = 1.0mK× kB. After an
initial cool-down the energy fluctuates around a steady-state energy of about
Esteady ≈ 1.18× EeMM.

A typical cool-down simulation is illustrated in Fig. 4.3 for a 138Ba+ in a
neutral cloud consisting of 13500 87Rb atoms at a temperature T = 205 nK
for two different initial ion energies, Eion = 10K × kB (gold curve) and
Eion = 100K × kB (red curve). The ion was confined in a linear Paul trap
with trapping frequencies ωx,ion = ωy,ion = 2π × 122× 103 rad s−1, ωz,ion =
2π×15.8× 103 rad s−1 and a driving frequency ΩD = 2π×4.214× 106 rad s−1.
In both cases the excess micromotion was chosen to be EeMM = 1mK× kB.
Trapping frequencies for the neutral cloud were ωz = 2π × 28 rad s−1, ωy =
2π × 134 rad s−1 and ωx = 2π × 144 rad s−1. The parameters are chosen to
model real experiments in the group of Prof. Denschlag in Ulm.

The hot ion (red curve) remains close to its starting energy of Eion =
100K × kB for a relatively long time, before it undergoes a major collision
event, which reduces the energy significantly. For such high secular energies
the radius of the ion in the Paul trap is much higher than the extent of
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the thermal cloud, thereby reducing the effective overlap between the ion’s
trajectory and the cloud. This leads to few collisions at the beginning of
the simulation. In addition the scattering peak for small deflection angles
is more pronounced for higher ion energies. As a result collisions are likely
to be glancing collisions with a small deflection angle. Glancing collisions
have little effect on the ion’s energy, and, as can be seen in Fig. 4.3 the ion
cooling is dominated by only a few collisions with a high energy transfer and
hence big deflection angles. As a consequence, the high ion-trajectory radius
and the higher scattering peak for small deflection angles both increase the
cooling time of the ion. In contrast, for a starting energy of Eion = 10K× kB
(gold curve) the initial overlap between the cloud and the ion’s trajectory is
increased and the smaller energy also reduces the ratio of glancing collisions.
This leads to a cooling time, which is approximately an order of magnitude
lower compared with the cooling time of the hot ion.

After cooling down, the ion’s energy undergoes rapid fluctuations by
up to two orders of magnitude on time scales of about 10ms. The steady-
state energy, Esteady, was extracted by taking the mean energy value after
cooling and was comparable to the ion’s micromotion in this setup (Esteady ≈
1.18× EeMM).

4.5 Atom losses and excess micromotion

Collisions between the ion and the neutral cloud lead to atom losses from
the trap. A laser-cooled ion in a Paul trap is usually much hotter than a
neutral bosonic cloud close to Tc and the energy transfer in a scattering event
often results in an atom leaving the trap, even for small deflection angles.
In this section, simulated atom-loss curves are compared with experimental
results. As in the case of the surface evaporation problem this demonstrates
the applicability of the model. In addition, it is shown how the simulation
curves can be used as a calorimeter for the ion, yielding a possibility to
directly measure the excess micromotion and the steady-state energy in the
experiments.

The experiments were done in the group of Prof. Denschlag in Ulm and
were mostly performed by Härter and Krükow using the setup described in
[56]. Single 87Rb+ or 138Ba+ ions in a Paul trap were immersed in a neutral
87Rb cloud. By applying external electro-static fields, a well known, additional
excess micromotion was added to an unknown inherent excess micromotion,
ERes, to explore the effects on the atom losses.

Figure 4.4 shows remaining atoms for a 87Rb+ ion in a thermal atom
cloud with initially 10870 atoms for different excess micromotions over an
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Figure 4.4 – Remaining thermal atoms, N , over interaction time t for a
87Rb+ ion in a thermal gas of initially 10870 neutral 87Rb atoms. Different
colors correspond to different artificial excess-micromotion energies, which were
produced by well controlled electro-static fields, with values Emm = 0.270 µK×
kB (gold curve), Emm = 1.04mK×kB (gray curve), Emm = 8.9mK×kB (black
curve) and Emm = 43.8mK× kB (red curve). The data points corresponding
to Emm = 0.270 µK× kB were used to estimate the unknown residual excess
micromotion, ERes, and the best fit was obtained with ERes = 500 µK × kB.
The dashed gold curve shows a simulation with Emm = 0.270 µK× kB and no
residual micromotion.

interaction time t. Trapping frequencies for the cloud were ωx = ωy =
2π × 136 rad s−1 and ωz = 2π × 40 rad s−1. The ion was confined in a linear
Paul trap with frequencies ωx,ion = ωy,ion = 2π × 350× 103 rad s−1, ωz,ion =
2π × 70× 103 rad s−1 and Mathieu parameters qx = −qy = 0.24, and qz =
−0.043× qx. In this and in all further setups, the ion trap center coincided
with the trap center of the neutral cloud. The different curves in Fig. 4.4
correspond to different electro-static fields, which add a well defined, artificial
excess micromotion energy to the system. The resulting energies were Emm =
0.270 µK × kB (gold curve), Emm = 1.04mK × kB (gray curve), Emm =
8.9mK× kB (black curve) and Emm = 43.8mK× kB (red curve). The initial
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ion energy was Einit = 6K× kB, equally distributed in all three dimensions.
As mentioned above, another unknown excess micromotion, ERes, the result
of electric stray fields in the middle of the Paul trap, was present in the
experiments. This residual energy was estimated to be below 1mK × kB
and therefore has little effect on losses for high electro-static fields (black
and red open circles). However, it dominates the losses for the smallest
electric field (gold data points). Thus, by fitting the simulation for the
smallest electric field to the corresponding data points (gold open circles) for
varying ERes, the unknown residual energy in the experiments was determined.
Independent of ERes, the measured data for high electro-static fields (black
and red open circles) could be described using the experimental parameters.
The simulations shown were performed using ERes = 500 µK × kB and the
figure reveals good agreement between theory and experiments in all four
cases.

The conclusions which can be drawn from Fig. 4.4 are hence twofold:
the curves corresponding to higher excess micromotions (red and black solid
curves) show that the method is capable of describing the interactions between
an ion and a thermal cloud in the experiments within the given, small,
experimental error bars, whereas the curves for lower excess micromotions
can be used to estimate the intrinsic residual micromotion of the ion setup.
The second point is of special interest, because this residual energy is the
most crucial parameter in almost every experiment involving a Paul trap.
It determines the ion’s lowest reachable steady-state energy and is hard to
measure in experiments. With the help of the simulations atom loss curves
may be used to examine the ion’s micromotion and hence its steady-state
energy.

4.6 Non-equilibrium effects on the thermal cloud

When studying effects of an ion on a thermal cloud, previous approaches
mostly relied on equilibrium descriptions of the cloud [170], i.e. the cloud
was modeled by a Gaussian distribution with a given temperature at any
time. The method described here offers a big advantage compared with
the equilibrium model, because it gives rise to non-equilibrium phenomena
affecting the velocity and spatial distribution of the cloud. The scattering rate
of the ion depends on the thermal cloud density and hence it influences the
atom-loss curves. Therefore, when the thermal cloud is used as a calorimeter
for the ion, as discussed in the former section, these deviations may become
important.

A demonstration that these deviation effects can be strong is given in
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Figure 4.5 – Cross-sections of the thermal cloud density in the y = 0 plane
at different interaction times 3ms (upper figure) and 50ms (lower figure)
are shown. Black dots in the lower figure illustrate the position of atom-ion
collision events in the cloud. Deviations from a Gaussian distribution are
clearly visible after 50ms.

Fig. 4.5 for different interaction times. In the simulation a 138Ba+ ion was
immersed in a neutral atom cloud of 10870 87Rb atoms at a temperature
T = 120 nK with trap frequencies ωx = ωy = 2π × 110 rad s−1 and ωz =
2π × 40 rad s−1. The ion’s trap frequencies were ωx,ion = ωy,ion = 2π ×
130× 103 rad s−1 in radial direction and ωz,ion = 2π × 15.5× 103 rad s−1 in
the axial direction, the driving frequency was ΩD = 2π × 4.214× 106 rad s−1

and the Mathieu parameters qx = −qy = 0.089 and qz = 0.0. The excess
micromotion energy was EeMM = 2.46mK× kB. The initial ion energy was
E = 6mK× kB equally distributed in all three dimensions.

After an interaction time of 3ms (upper figure) a small dip in the thermal
cloud density appears in the middle of the cloud, where collisions are most
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Figure 4.6 – Integrated densities along the z-direction after 3ms (gold curve)
and 50ms (red curve) interaction time. After 50ms the thermal density
exhibits a dip at x = 0 of about 12.5%, which may be visible in experiments.

likely to happen. Because the long z-axis of the Paul trap and the long axis
of the ion trap coincide, a small tunnel through the gas along this direction
can be seen after an interaction time of 50ms (lower figure). The position of
the scattering events (black points) reveals that atom-ion collisions mostly
happen in that region, thereby repelling the scattered thermal atoms and
leaving a gap where the collisions took place. This depletion effect in the
thermal cloud density obviously affects the scattering rate after Eq. (4.17)
and hence the atom-loss curves.

The strong deviation from a Gaussian distribution can also be seen in an
integrated version of the thermal cloud density along the z-direction, ñ1D, as
shown in Fig. 4.6. After 3ms only small changes to the integrated density are
visible, whereas after 50ms the integrated density shows a dip of about 12.5%
around x = 0, which should be visible in experiments for imaging systems
with a spatial resolution higher than 2 µm.

In order to quantify this depletion effect in the density distribution further,
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the simulated density is compared with a density of an instantaneously
thermalized Gaussian distribution. This is of special interest because the
simpler model of a Gaussian distribution has been used in previous analyses of
the atom-ion system [56, 170]. In this model the temperature T of the gas is
updated after each collision, depending on whether the neutral particle leaves
the gas or remains trapped. If the particle is still trapped, the transferred
energy Et = 4(1− β)Ecoll sin

2(θ/2) increases the system temperature by

∆T =
Et

3kBN
. (4.23)

However, if the neutral atom leaves the trap the total particle number N is
decreased by one and the new temperature is calculated using [170]

T =
3NkBT − (3/2)kBT − Epot(r)

(N − 1)3kB
, (4.24)

where Epot is the harmonic oscillator potential at position r. That means the
model simply subtracts the mean kinetic energy and the potential energy of a
single atom at the position of the collision from the total energy of the cloud.
This new total energy leads to the temperature T in Eq. 4.24 and it is used
to calculate an updated version of the Gaussian density, which is given by
the expression [177]

ncl(r) =
N

(2π)3/2 · σx · σy · σz
exp

(
− x2

2σ2
x

− y2

2σ2
y

− z2

2σ2
z

)
, (4.25)

where

σi =

√
kBT

mω2
i

. (4.26)

This Gaussian density can be compared with the density in the quantum Boltz-
mann simulation, ñ(r), to quantify deviations between the classical model
with instantaneous thermalization and the quantum Boltzmann equation. For
that purpose the mean values of the densities are calculated in a region around
the middle of the trap, where collisions are likely to happen. In order to deter-
mine that region, the steady-state energy of the ion was used. For the setup
in Fig. 4.6 a steady-state energy Esteady ∼ 5mK× kB was estimated, which
results in oscillation amplitudes rmax,x = rmax,y =

√
2Esteady/(mionω2

x) ≈ 1 µm
and rmax,z =

√
2Esteady/(mionω2

z) ≈ 3 µm for the ion. Therefore the mean
value of the thermal cloud density in the simulation was taken in a box with
length 2× rmax,x ≈ 2 µm in the x- and y-direction and 2× rmax,z ≈ 6 µm in
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the z-direction. In order to reduce fluctuations this spatial mean value was
additionally averaged over 0.5ms in time. The same procedure was performed
in the classical simulation resulting in spatial and time mean values, n̄cl for the
classical and ñmean for the quantum Boltzmann density. Both averaged densi-
ties were compared with each other by calculating the percentage variation
egauss

egauss =
n̄cl − ñmean

ñmean
× 100. (4.27)
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Figure 4.7 – The deviation egauss between an instantaneously thermalized
Gaussian distribution and a thermal cloud described by the quantum Boltz-
mann equation for four different initial neutral cloud temperatures T = 90 nK
(black curve), T = 150 nK (gold curve), T = 200 nK (gray curve) and
T = 800 nK (red curve).

In Fig. 4.7 egauss is plotted over the interaction time t of the ion and the
cloud for four different temperatures T = 90 nK (black curve), T = 150 nK
(gold curve), T = 200 nK (gray curve) and T = 800 nK (red curve) for
the same setup as in Fig. 4.5. The critical temperature of this system,
which was estimated using Eq 1.5, was Tc = 78.8 nK. In all four cases
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the deviation between the models grows with increasing interaction time
and is higher for lower temperatures. This deviation is the result of two
competing effects. One effect is the discussed depletion of thermal atoms,
which leads to a reduced density around the trap center. In the setup
considered here, this is the dominant error source of the equilibrium model,
which overestimates the density in the middle of the trap. However, another
effect, which underestimates the density in the equilibrium model is the
assumption of instantaneous thermalization. If a neutral atom stays in the
trap after the collision, it will most likely have a much higher energy compared
with the mean energy, even for small deflection angles. For ion-atom collisions
this happens on a much smaller time scale than the thermalization time of
the cloud, and therefore results in a few thermal atoms with a very high
kinetic energy compared with the mean kinetic energy. As a consequence, the
assumption of instantaneous thermalization overestimates the temperature
of the whole system because of these few, highly energetic thermal atoms.
Therefore, the assumption results in a lower thermal cloud density. However,
in the discussed setup this error is small compared with the depletion effect and
hence the observed deviations egauss are positive after 0.2 s for all temperatures.
As can be seen in Fig. 4.7 the density deviation between the equilibrium
model and the simulations is large for cold clouds close to Tc and increases
with interaction time. However, in the case of a relatively warm gas the error
is on the order of 10% for this setup and it yields a reasonable estimate for
the thermal cloud density. The initial negative error for the state with 90 nK
is due to the fact that Bose enhancement already has significant effects on
the density distribution of the cloud. The density in the middle of the trap is
therefore higher than in the case of a Gaussian distribution.

4.7 Evaporative cooling with ions

Depending on the ion’s position in the cloud the induced atom losses lead
to cooling or heating of the cloud. An ion far away from the neutral-cloud
trap center is more likely to collide with relatively energetic atoms, which
may leave the trap because of the transferred collision energy, and cooling
can be observed. If the ion is in the center of the trap and scatters mostly
with neutral atoms having a smaller energy than the mean kinetic energy,
collisions lead to an effective heating.

This behavior can be seen in Fig. 4.8 for the setup described in Sec. 4.5.
The ion trap center was shifted relative to the neutral cloud trap center along
the z-axis and the resulting energy per particle ε is shown over the interaction
time t. This was done for four different trap-center separations d1 = 20 µm
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(black curve), d2 = 40 µm (red curve), d3 = 60 µm (gray curve) and d4 = 80 µm
(gold curve). The excess micromotion of the ion was EeMM = 2.46mK× kB.

In all four cases the energy per particle decreases during the very short
ion cool-down phase, which lasts about 0.05 s. Before cooling down, the ion’s
energy is sufficient to reach regions with more energetic neutral particles.
Collisions resulting in an atom leaving the trap are therefore likely to lower
the energy per particle irrespective of the atom-ion trap separation. After
the cool-down phase, the ion’s range of movement is significantly reduced
and collisions increase ε for d1 = 20 µm, d2 = 40 µm and d3 = 60 µm. For
d4 = 80 µm the ion still resides in regions of the cloud, where atoms have
a higher energy than the mean energy, even after the ion has cooled down.
Hence the evaporative cooling effect continues, albeit slowly.

Although this cooling scheme is less efficient compared with surface evapo-
ration or RF-free-space evaporative cooling, it offers the possibility to truncate
only well defined portions of a cloud, given a low ion excess micromotion.
This may help in reaching even lower temperatures in ultra-cold gases, when
technical heating effects are small.

4.8 Conclusions

The coupling between the quantum Boltzmann equation and a Monte Carlo
technique to simulate atom-ion collisions is an adequate model for describing
a single trapped ion in a cold thermal cloud. The method is able to describe
experimental atom loss curves and gives a detailed description of the ion’s
motion and energy evolution. Because the atom loss curves depend on the
ion’s energy, the simulations can be used as a calorimeter for the ion in the
experiments, giving insight into the ion’s initial energy, the excess micromotion
and its steady-state energy. This is of special interest because the excess
micromotion is the limiting factor in almost every experiment involving a
Paul trap and its minimization is crucial for reaching the ultra-cold regime.
In addition the model gives rise to non-equilibrium effects in the distribution
function of the thermal cloud. Such an effect is the depletion of thermal
atoms from regions where collisions are likely to happen. This leads to a
lowered thermal cloud density around the center of the ion trap, which should
be measurable in the experiments. The effect is more dominant for cold gases
with high densities and becomes negligible for higher temperatures. As with
the surface evaporation, the simulations also show a cooling effect due to
atom-ion collisions for an ion which resides far away from the trap center.
Because the ion’s trajectory can be tuned via the excess micromotion this
can be used to truncate only small, well defined regions of the cloud in order
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Figure 4.8 – Energy per particle, ε, over interaction time t for four different
atom-ion trap center separations d1 = 20 µm (black curve), d2 = 40 µm (red
curve), d3 = 60 µm (gray curve) and d4 = 80 µm (gold curve). After a short
cool-down phase the mean energy per particle starts to rise again for d1, d2

and d3. A cooling effect over a longer period can only be observed for a trap
center separation of d4 & 80 µm.

to reach even smaller temperatures in ultra-cold gases.
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Chapter 5

Cold atoms and vibrating
Nanostructures

Mechanical resonators on the micro- or nano-scale offer the possibility to study
the transition between classical and quantum physics [178]. In optomechanics
the interaction between light and a mechanical resonator is studied and cooling
of resonators is an important topic [179–181]. In the context of hybrid systems,
nano-mechanical resonators, such as small membranes [182], cantilevers [51]
or carbon nanotubes [183] can be coupled to cold atom clouds in order to
combine the long coherence times of cold atoms and the accessibility and
controllability of the nano structure [42]. This yields new possibilities in the
fields of high-precision measurement [45] and quantum-memory devices [184].
However, an oscillating nano object may disrupt clouds of quantum coherent
atoms leading to coherence loss, which is unfavorable if the cloud is used to
store quantum information [159].

This chapter provides a brief analysis of how an oscillating nanotube
lowers the coherence of a BEC depending on its oscillation frequency. It
is also discussed how thermal excitations of a nano oscillator may affect a
condensed cloud. This is first done for a pure condensate using the GPE and
it is shown how to estimate the condensate fraction using the one-particle
density matrix in the ergodic hypothesis. The system is then analyzed using
the ZNG method and condensate atom numbers as well as density plots are
shown over time.

5.1 Oscillating nanotube in a pure condensate

The starting point for the simulations was a fully coherent cloud consisting of
104 87Rb atoms, i.e. T = 0 and all atoms were in the ground state. Hence
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no thermal particles and test particles were present in the system, which
could therefore be described by a GPE. The nanotube was modeled by an
attractive step function combined with an imaginary potential [185]. The
results produced using this simplified potential are not expected to differ much
from results obtained with the full Casimir-Polder potential [186]. When
at rest the nanotube was located in the cloud-trap center aligned along the
y-axis.
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Figure 5.1 – Remaining condensate fraction, fc = Nc/N , against nanotube
oscillation frequencies for an interaction time of 0.02 s and for oscillation
amplitudes A = 0.75 µm (open gold points) and 1.5 µm (solid red points).
Insets show cross-section cloud profiles at the end of the oscillation process.

The cloud was confined in a cigar-shaped trapping potential with trap
frequencies ωr = 2π×80 rad s−1 in the radial direction and ωz = 2π× 37 rad s−1

in the axial direction. To simulate the insertion of the nanotube into the
cloud, the tube potential was ramped up within 1ms. The tube was oscillated
with frequency f and amplitude A in the x-direction for 0.02 s, then the tube
potential was immediately turned off. Spatial and energy cutoffs absorbed
atoms that were excited to very high energies by the process.
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In order to estimate the coherence of the cloud, the one-particle density
matrix ρ(1)(z,z′) = 〈Ψ†(z)Ψ(z′)〉 along the line x = 0 and y = 0 in the
z-direction was calculated. This was done using the ergodic hypothesis, which
allows one to replace the ensemble average in ρ(1)(z,z′) by a time average of
the line Ψ(0,0,z). The time average was taken over 0.04 s after the oscillation
stopped. Diagonalization of ρ(1)(z,z′) then gave the highest eigenvalue and
hence the relative ground state occupation, after Penrose and Onsager [187].

The relative ground state occupation, i.e. ground state atoms over re-
maining atom number fc = Nc/N , is plotted in Fig. 5.1 against oscillation
frequencies for two oscillation amplitudes A = 1.5 µm (solid red points) and
A = 0.75 µm (open gold points). Although the insertion and removal of
the tube already leads to excitations of ground state atoms, fc is largely
maintained for low frequencies. When raising the frequency, fc decreases
until it reaches a minimum at around f = 800Hz. If the frequency is fur-
ther increased the condensate fraction becomes larger again, saturating at a
constant value. As expected, higher amplitudes create more disruption.

The occurence of a resonant frequency can be explained by looking at the
local speed of sound vs(r)

vs(r) =

√
nc(r)

4π~2a

m2
(5.1)

and the correlation time, tc = lH/vs, of the BEC, where lH is the condensate
healing length [77]. The local speed of sound sets a lower limit for the
formation of topological excitations. Therefore a drop in fc occurs when the
tube velocity exceeds vs(r). The maximal velocity for an oscillating tube is
given by vmax = A2πf . By using the peak density in the middle of the trap,
this leads to a threshold frequency of f ∼ 60Hz for an amplitude A = 1.5 µm;
the population of excited modes increases with frequency.

However, if the oscillation period is much smaller than the correlation
time, i.e. 1/f � tc, the condensate is not able to respond to the fast varying
tube potential and sees an effective static, time-averaged potential causing
only minimal disruption in the cloud (Fig. 5.1 inset bottom right). Hence, fc
is also retained for very high oscillation frequencies and another threshold
frequency of 1/tc ≈ 3000Hz is obtained, by assuming the peak density for
the correlation time. Therefore the cloud should only be strongly disrupted
for 60Hz . f . 3000Hz, which is confirmed by the simulation results.

Concerns that thermal vibrations of a nanotube might reduce the coherence
of a cold cloud are hence baseless: thermally excited mechanical vibrations in
nanotubes typically have frequencies f > 100 kHz and amplitudes A� 1 µm
[188], and are therefore very unlikely to disrupt the cloud. Hence coherence
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loss due to oscillations of the nanotube should only be observed if it is
externally driven at frequencies, which are much lower than thermally excited
oscillation frequencies.

5.2 Oscillating nanotube in a cold cloud at fi-
nite temperatures

In addition to a fully coherent cloud, the behavior of a gas surrounding
an oscillating nanotube at a very low but finite temperature was studied
using the ZNG formalism. This description differs significantly from the one
described in the previous section and hence a direct comparison between
the two models is not practicable. Compared with the former analysis
ZNG includes the simulation of highly energetic excitations, which affect the
condensate fraction of the cloud. In addition, the condensate atom number is
determined by an integral over the wavefunction, Nc =

∫
drψ(r,t), instead of

the biggest eigenvalue of the one-particle density matrix. Furthermore, the
initial condensate fraction is necessarily below one in the ZNG simulation,
because the starting state is at a temperature T > 0. Nevertheless, the
ZNG model confirms the resonant behavior, which was observed in the fully
coherent simulations.

In order to model particle loss, test particles were deleted when hitting
the nanotube, as in the case of the surface problem. The scattering between
condensate atoms and the tube was simulated by the same attractive step
potential as in the section before. A total number of 9850 87Rb atoms was
simulated. The initial temperature was T = 5 nK resulting in approximately
9100 condensate and 750 thermal atoms in the Hartree-Fock ground state.
The geometry, position and oscillation direction of the tube were identical
to those in the previous section. The oscillation time was chosen to be
tosc = 10ms, the oscillation amplitude A = 2 µm and the total simulation
time was 1 s.

In Fig. 5.2 the resulting condensate atom numbers (upper plot) and
thermal atom numbers (lower plot) are shown over time for two different tube
oscillation frequencies f = 80Hz (red curve) and f = 200Hz (black curve).
During the oscillation time, tosc, the condensate atom number experiences
a rapid drop, which stops abruptly when the nanotube is removed. This
drop is much more pronounced for the condensate than for the thermal
cloud, because the overlap between the tube and the condensate is much
higher than the overlap between the thermal cloud and the tube. After the
short oscillation time the cloud is not in thermal equilibrium any more and
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Figure 5.2 – Condensate (upper plot) and thermal atom number (lower plot)
over time for a cold cloud, which was exposed to an oscillating nanotube with
two different frequencies f = 80Hz (red curves) and f = 200Hz (black curves).
The initial temperature of the cloud was 5 nK, the oscillation amplitude
A = 2 µm and the oscillation time tosc = 10ms. Trap frequencies were the
same as in Sec. 5.1.

condensate particles scatter into the thermal cloud. Hence, a heating effect
due to the oscillating nanotube is evident. After 1 s the cloud consists of
approximately 7650 condensate and 1100 thermal atoms in the f = 80Hz
case, leading to a final condensate fraction of fc ≈ 88%. The final condensate
fraction in the case of f = 200Hz is fc ≈ 76%.

In Fig. 5.3 the final condensate fraction for different oscillation frequencies
f is shown. For a gas at 5 nK the ZNG method reveals the same resonance
frequency for coherence loss around f ∼ 800Hz as the density matrix cal-
culations in the previous section. However, a direct comparison between
condensate fractions is difficult due to the difference in the initial condensate
atom numbers and the neglection of highly energetic excitations in the case
of the one-particle density matrix approach. In addition the oscillation time
for the ZNG simulations was half as long as the one used in Fig. 5.1 in order
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to keep more atoms in the trap and hence lower the following thermalization
times (simulation times would have otherwise been unacceptably long). This
led to significantly higher condensate fractions.
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Figure 5.3 – Remaining condensate fraction, fc = Nc/N , in the ZNG
simulations against nanotube oscillation frequencies for an interaction time
tosc = 10ms and oscillation amplitude A = 2.0 µm. The initial state tempera-
ture was T = 5 nK resulting in 9100 condensate and 750 thermal atoms.

Figure 5.4 shows density cross sections of the condensate and the ther-
mal cloud through the y = 0 plane at different simulation times, t, for the
f = 200Hz simulation. The top row shows the densities after a full oscil-
lation period at t = 5ms. Topological excitations such as sound waves in
the condensate are visible. In contrast, the thermal cloud is still nearly
unperturbed. After t = 75ms the condensate as well as the thermal cloud
are clearly disrupted. Unlike in the equilibrium case, where both regions are
largely separated, the thermal cloud and the condensate are mingled inside
the trap. After t = 975ms the cloud has enough time to re-thermalize and
the two regions are again separated, with the condensate sitting in the middle
of the trap and the thermal cloud surrounding it.
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Figure 5.4 – Condensate (left column) and thermal-cloud-density cross sec-
tions (right column) in the y = 0 plane at different times, t, for a cloud
exposed to an oscillating nanotube with oscillation frequency f = 200Hz. The
interaction time was tosc = 10ms. The first row is after one oscillation period
of the tube at t = 5ms, the second row is at t = 75ms and the third row shows
the densities after t = 975ms. The color bar has been rescaled for each image.
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Chapter 6

Conclusions

In this thesis a numerical implementation of the ZNG model was outlined. In
contrast to previous implementations, the presented algorithms were based
on square collision bins to solve the collision integrals, which should allow
for simulations of arbitrary geometries. In addition an adaptive scheme was
used to minimize the effects of finite test-particle numbers and increase the
collision-grid resolution. The code was written in parallel, which reduced
calculation times by approximately an order of magnitude for test-particle
numbers used in the simulations. The new code was carefully tested by
recreating known results for finite-temperature systems. The model was then
used to study finite-temperature effects in three different hybrid systems.

The numerical simulations of a cold 87Rb cloud in front of a solid surface
showed that the ZNG model in the presented form meets the demanding
criteria necessary to describe the arising atom losses. Although these losses
are governed by many factors, the simulations revealed that these factors can
be summarized by three different time scales, determining the atom losses.
Whereas analytical models can only be used in extremely limited situations,
the ZNG model, including collisions, is able to describe non-equilibrium ther-
malization effects, which are important for the surface-evaporation problem.
In addition, ZNG allows for a description of condensate growth and reasonable
condensate atom numbers are achieved even for initial states well above Tc.
This is of special interest because the model was initially not designed for
phase transitions, as it neglects fluctuations. However simulating ground-
state-number fluctuations by setting a condensate seed creates the expected
broad s-shaped growth curves.

The simulations seem to suggest that the main fundamental limitation of
the model is the assumption of s-wave scattering, which breaks down at about
100 µK. A first attempt to consider scattering events that go beyond s-wave
scattering was made for a hot ion in a cold thermal cloud. The scattering
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cross section was calculated semi-classically using many partial waves and the
time evolution of the thermal cloud was determined by a quantum Boltzmann
equation. The observed atom losses are in agreement with experimental data.
It was outlined how the corresponding loss curves may be used to estimate the
steady-state energy and micromotion of the ion, which is difficult to measure
experimentally. In comparison with other methods, the quantum Boltzmann
equation allows for non-equilibrium effects in this system. An example of such
an effect is a density depletion due to atom-ion collisions. Differences between
the quantum Boltzmann and a Gaussian equilibrium model were quantified
by comparing the simulated density with the equilibrium distribution.

As a final consideration, the coherence loss of a pure BEC was explored
when coupled to an oscillating nanotube. A resonance frequency was observed
at which the condensate fraction drops to a minimum, whereas very large or
small frequencies had little effect on the coherence of the cloud. This was
explained by looking at the speed of sound and the healing length of the
condensate, which together form a coherence time, allowing one to estimate
the resonance frequency. Because thermal excitations of a nanotube usually
have much larger frequencies and much smaller amplitudes, coherence loss is
expected to be negligible.

In summary, the simulations showed that the derived tools are able to
describe common, yet numerically challenging hybrid systems. Where possible
this was confirmed by comparing the numerical results with experimental
data. The ZNG model yields a full dynamical description of the thermal
cloud and gives rise to non-equilibrium effects, which is a big advantage not
only in the context of hybrid systems. It should be noted that, whenever
thermalization plays an important role in these systems a full implementation
of the ZNG algorithm, which includes collision integrals, is needed. Descrip-
tions of collisions beyond s-wave scattering can also be numerically calculated,
reproducing experimental loss rates and hence collision rates, as shown by
the discussion of the atom-ion hybrid system.

6.1 Future work

In order to simulate more realistic hybrid setups an intuitive next step would
be to improve the models used for solid-state devices. This includes the
implementation of a back action on the device, yielding the possibility to
describe energy exchange between the two systems and hence cooling or
heating of the solid-state device. Another way towards the simulation of a
relevant system can be done by modeling the detailed Casimir-Polder potential
of a solid-state device used for precision measurement. Although the exact
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shape of the potential has little effect on atom losses in a BEC, the smaller
de Broglie wavelength of thermal atoms leads to a higher sensitivity towards
the external potential [186]. So far there is still a discrepancy between the
theoretically predicted and measured Casimir-Polder potential for a carbon
nanotube immersed in a thermal cloud [186]. Simulating these losses using the
quantum Boltzmann equation and the theoretically predicted Casimir-Polder
potential may help to explain these deviations. In precision measurement
approaches, which consist of a hybrid system with a condensed gas, the effect
of thermal excitations might not be negligible. In these cases the derived
tools are excellent candidates for estimating the effect of the thermal cloud
on the quantities of interest.

In addition, the numerical methods outlined in this thesis offer also great
potential in areas other than hybrid systems. Because every experiment
in the lab is performed at non-zero temperature, the ZNG method may
yield a possibility to describe a broad range of problems in a very realistic
manner, especially as the role of thermal fluctuations is not always predictable
beforehand. For example, this includes cold atoms in optical lattices or two-
component gas mixtures. The method may also be improved to give a full
dynamical simulation of thermal excitations in dipolar condensed Bose gases,
which are the subject of experimental and theoretical studies because of the
long-ranged dipole-dipole interaction potential [189–191]. For example, these
dipolar gases are used to simulate magnetic effects in superconductors [192].

In the context of fluid dynamics a form of the classical Boltzmann equation
has already been used [193] to study “the most important unsolved problem
of classical physics”, a quote by Feynman about the still unsolved problem
of turbulence [194]. In the fully quantum degenerate regime the GPE was
used to study quantum turbulence. However, the ZNG method, combining
both equations, should allow for a description in an intermediate regime for a
not-fully condensed gas. Also, a regime close to Tc, where the ground state
occupation is still negligible but Bose statistic becomes important, may be
studied by using the quantum Boltzmann equation instead of its classical
counterpart.

Another interesting future project would be the inclusion of fluctuations,
which are neglected by ZNG, and are important for a gas close to Tc. A
possible way to include these fluctuations could be to couple the quantum
Boltzmann equation to the stochastic GPE instead of a generalized GPE.
Although the choice of an energy cutoff defining the coherent region is a non-
trivial problem, the resulting method might be able to capture all the physics
necessary to model the BEC phase transition and answer open questions
concerning the growth rate of a BEC [136].

In summary many effects on the promising “small” scale, mentioned by
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Feynman in his speech, are still not understood completely and need to be
explored, in order to get a better picture of the fundamental physics taking
place at the quantum scale. There is still a lot to learn about Casimir forces,
decoherence, quantum fluctuations and quantum reflection effects, and their
importance for newly engineered nano- or quantum-computation devices. But
in order to explore these effects in detail, hybrid-system experiments need
a well-founded theoretical background. Depending on the system thermal
fluctuations and temperature can play an important role and should therefore
be considered by the underlying theory. In this thesis it has been shown
how finite temperatures can be included in a numerical description of hybrid
systems and the applied models may be used as a basis for further work in
the field, to get a better theoretical understanding of “the bottom”.



Appendix A

Monte Carlo calculations

In this Appendix, numerical methods, which are based on random number
sampling or Monte Carlo methods that are mentioned in the main text, are
discussed in detail.

A.1 Rejection method

To calculate random numbers from a distribution function f(x), for which
other common sampling methods fail (for example if the corresponding cu-
mulative distribution function does not exist or can not be calculated easily,
which makes inverse transform sampling difficult), the von Neumann rejection
method offers an elegant solution [195]. In order to sample f(x), another
distribution function g(x) with

f(x) ≤ g(x) (A.1)

for all x, is used. The distribution function g(x) is also referred to as
the comparison function. If one chooses a point (x,y) which is uniformly
distributed in the area under the comparison function g(x), the point is
rejected if it lies above the original distribution function f(x) and another
point is chosen. The point is accepted if it lies in the area below f(x). Because
the selected points were uniformly distributed in the area under g(x) they
are also uniformly distributed in the area under f(x) and therefore their x
values follow the desired distribution.
The ratio between rejected and accepted points is given by the ratio between
the areas under f(x) and g(x). The actual method works as follows:

• Choose a random number X which follows the distribution function
g(x) (for example with inverse transform sampling).
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• Choose another random number Y with Y ∈ [0,g(X)]. The point (X,Y )
is then uniformly distributed under the area of g(x).

• If Y < f(X) accept X, otherwise select another random pair (X,Y ).
This scheme gives random variables X which follow the distribution f(x).

A.2 Collision rates
The connection between the collision rates (Γ22 and Γ12) and the collision
probabilities (P 22

ij , P out
i and P in

i ) can be seen by integrating them numerically
using Monte Carlo methods [75].

As outlined in section 2.3 the mean collision rate between two thermal
atoms per unit time and unit volume is given by

Γout
22 (r,t) =

∫
dp1

(2π~)3
Cout

22 (r,t)

=
σ

πh6m2

∫
dp1f1

∫
dp2f2

∫
dp3

∫
dp4

× δ(p1 + p2 − p3 − p4)δ(ε̃1 + ε̃2 − ε̃3 − ε̃4)

× (1 + f3)(1 + f4).

(A.2)

As in the case of a classical two-body problem it is convenient to split
the dynamics into a relative and center-of-mass motion by introducing new
momenta

p′ =
p1 − p2√

2
(A.3)

p0 =
p1 + p2√

2
. (A.4)

Together with the constraint of momentum and energy conservation this leads
to a collision rate of the form

Γout
22 =

∫
dp1

(2π~)3
f1

∫
dp2

(2π~)3
f2

∫
dΩ

4π
σ|v1 − v2|(1 + f3) · (1 + f4), (A.5)

with p3,4 = (p0 ± p′û(Ω))/
√

2, where p′ denotes the magnitude of p′, and û
a unit vector in a direction determined by the scattering angle Ω. To write
the above expression in a more compact form, the integrand in the above
expression is split into two functions w(p) and g(p)

w(p) =
f(p1)f(p2)

(2π~)6
(A.6)

g(p) =

∫
dΩ

4π
σ|v1 − v2|(1 + f3) · (1 + f4), (A.7)
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where p is a point in the six dimensional momentum space

p =


px1

py1

pz1
px2

py2

pz2

 . (A.8)

Substituting these expressions in Eq. (A.5) leads to

Γout
22 =

∫
d6pw(p)g(p). (A.9)

The six dimensional integral is now solved using a rejection method. For that
purpose a momentum interval [−pmax/2,pmax/2] for each component of p is de-
fined on which the integrand is non-zero. Then a six-dimensional random point
pi, where each component pi=1,...,6 of pi fulfills pi=1,...,6 ∈ [−pmax/2,pmax/2],
and a uniformly distributed random number Ri ∈ [0,wmax] are chosen. Here
wmax denotes the maximum of the function w(p). If Ri < w(pi) the point
is accepted. For every accepted point the quantity g(pi) is accumulated
and divided by the total number of random points N chosen, leading to an
approximation of the integral

Γout
22 ' (pmax)

6wmax
1

N

∑
i

′
g(pi). (A.10)

The prime on the summation denotes the fact that only accepted points are
considered for the sum. For g = 1 the approximated integral would be ñ(r)2

and therefore

ñ(r)2 = (pmax)
6wmax

Ns

N
. (A.11)

With this expression Eq. (A.10) becomes

Γout
22 ' ñ(r)2 1

Ns

∑
i

′
g(pi). (A.12)

All Ns accepted points correspond to Ns momentum pairs, p1 and p2, in a
volume ∆3r around the position r, which follow the distribution f(p). The
accepted points can therefore be identified with Ns pairs of phase-space points
or test particles. As these test particles model the thermal density in a
collision cell it follows

ñ(r) = γ
2Ns

∆3r
. (A.13)
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By inserting this and the exact expression for g into Eq. (A.12) one obtains

∆3rΓout
22 ' 2γ

∑
(i,j)

ñ(r)σ|vi − vj|
∫
dΩ

4π
(1 + f3)(1 + f4), (A.14)

where the sum over accepted points was rewritten to emphasize the fact that
it is equivalent to a sum over test particle pairs (i,j). This equation allows
the definition of a collision probability P 22

ij for a test particle pair (i,j) in a
time interval ∆t to be written as

P 22
ij = ñ(r)σ|vi − vj|

∫
dΩ

4π
(1 + f3)(1 + f4)∆t, (A.15)

which is equal to Eq. (2.48).
For the C12 collisions it is convenient to split the collision rate into an “in”-

and “out”-rate which refers to particles scattering into or out of the condensate.
This leads to “in”- and “out”-collision probabilities for each individual test
particle. By rewriting the “out”-collision rate with respect to the center-of-
mass and relative motion as in the case of Γout

22 (with the relative velocity now
being voutr =

√
|vc − v2| − 4gnc/m), one finds

Γout
12 =

∫
dp2

(2π~)3
f2ncv

out
r

∫
dΩ

4π
σ(1 + f3) · (1 + f4). (A.16)

As before, the integrand can be split up into two functions g(p) and w(p)

g(p) = ncv
out
r σ

∫
dΩ

4π
(1 + f3) · (1 + f4) (A.17)

w(p) =
f(p)

(2π~)3
(A.18)

and the Monte Carlo integration leads to a sum over Ns test particles

∆3rΓout
12 ' γ

Ns∑
i=1

g(pi), (A.19)

which gives the “out”-collision probability P out
i for each test particle

P out
i = g(pi)∆t = ncσv

out
r

∫
dΩ

4π
(1 + f3) · (1 + f4)∆t. (A.20)

For the “in”-collision rate, defined by Eq. (2.3.2), energy conservation can
be rewritten, taking into account that the thermal atom scattering into the
condensate has a lower potential energy. This leads to

p2
2

2m
+

p2
4

2m
=

p2
c

2m
+

p2
3

2m
+ gnc (A.21)
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for two incoming thermal atoms 2 and 4, one outgoing thermal atom 3 and
an outgoing condensate atom. Together with momentum conservation

p2 + p4 = p3 + pc (A.22)

this leads to a constraint for p4 and p2

(pc − p2) · (pc − p4)−mgnc = 0. (A.23)

Therefore the integration over p3 leads to an “in”-collision rate of the form

Γin
12 =

∫
dp2

(2π~)3
f2

∫
dp4

(2π~)3
f4
ncσ(2π~)3

πm

· δ((pc − p2) · (pc − p4)−mgnc). (A.24)

Because of the constraint given by Eq. (A.23) p4 may be written as

p4 = pc + p⊥ +
gnc
mvinr

pin
r , (A.25)

where pinr = m |v2 − vc| and p⊥ is a momentum vector perpendicular to pin
r .

With that, the integral over p4 in Eq. (A.24) can be substituted by an integral
over velocities v⊥, which are perpendicular to vin

r = |v2 − vc|

Γin
12 =

∫
dp2

(2π~)3
f2
ncσ

πvinr

∫
dv⊥f4(1 + f3). (A.26)

Following the same procedure as for the “out”-collisions this leads to an
“in”-collision probability for each test particle, P in

i , of the form

P in
i =

σnc
πvinr

∫
dv⊥f4(1 + f3)∆t. (A.27)
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Appendix B

Algorithms

This Appendix shows pseudo-code examples of some of the discussed algo-
rithms to facilitate the implementation of a full ZNG code. The algorithms
give insight into implementation details, which are typically not presented in
the literature.
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Hartree-Fock equilibrium state code

input :Nc,N ,T ,a,ωi=x,y,z
output : Equilibrium values Φ0(r), µ0 and ñ

// Initialize data;

Φ0(r) ← Gaussian function normalized to Nc;
ñ(r) ← 0;
µ0 ← 0 ;

/* Iterate imaginary time solver ImTimeSolve(Φ0) with
adjusting values Nc, ñ and nc0 until chemical potential
converges */

while µ0 is not converged do
Φ0(r), µ0 ← ImTimeSolve(Φ0) ;
nc(r) ← |Φ0(r)|2 ;

// calculate thermal properties and new Nc

ñ(r) ← 1
Λ3 g3/2(z0(r)) ;

Ñ ←
∫
drñ0(r);

Nc ← N − Ñ ;

// renormalize wavefunction

Φ0(r) ←
√
Nc · Φ0(r)/

√∫
drΦ0(r);

end

Algorithm 1: Self consistent equilibrium solver for the coupled equations
Eq. (2.1) and Eq. (2.2). The function ImTimeSolve(Φ0) iterates the wave
function Φ0 in imaginary time for one small time step ∆t.



APPENDIX B. ALGORITHMS 123

Condensate time evolution

input :Φ(x,t)
output :Φ(x,t+ ∆t)

Ṽ (t)← 1
2

[
3V̂ (t)− V̂ (t−∆t)

]
; // calculate mixed potential

Φ(x,t) ← e−iṼ (t)∆t/2~ · Φ(x,t) ; // multiply V-term
Φ(k,t) ← FFTW(Φ(x,t)) ; // transform in momentum space
Φ(k,t)← ei~k

2∆t/2m · Φ(k,t) ; // multiply T-term
Φ(x,t) ← FFTW−1(Φ(k,t)) ; // transform in position space
Φ(x,t+ ∆t)← e−iṼ (t)∆t/2~ · Φ(x,t) ; // multiply V-term

Algorithm 2: Single time step of the pseudo-spectral method. FFTW
denotes a fast Fourier transformation and FFTW−1 is the corresponding
inverse transform.
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Test particle time evolution

input :N test particles at time t with positions r and velocities v,
Hartree-Fock potential U(r)

output :N test particles at time t+ ∆t

for i<N do
r̃i ← ri(t) + 1

2
vi(t)∆t ; // apply LV

vi(t+ ∆t)← vi(t)− 1
m
∇U(r̃i)∆t ; // apply LT

ri(t+ ∆t)← r̃i + 1
2
vi(t+ ∆t)∆t ; // apply LV

end

Algorithm 3: Simplectic time evolution of test particles.
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Calculation of thermal cloud density

input :N test particles at positions (xn,yn,zn)
output : Smooth thermal density ñs(r,t)

// Calculate histogram using the cloud-in-cell method

for n<N do
// Calculate lower grid points;
k ← floor((xn + xmax)/∆x);
l← floor((yn + ymax)/∆y);
m← floor((zn + zmax)/∆z);
// Calculate alpha factors;
αx ← (xn − xk)/(xk+1 − xk);
αy ← (yn − yl)/(yl+1 − yl);
αz ← (zn − zm)/(zm+1 − zm);
// Add weighting factors to corresponding grid point;
ñs(xk,yl,zm)← ñs(xk,yl,zm) + (1− αx)(1− αy)(1− αz);
ñs(xk+1,yl,zm)← ñs(xk+1,yl,zm) + αx(1− αy)(1− αz);
ñs(xk,yl+1,zm)← ñs(xk,yl+1,zm) + (1− αx)αy(1− αz);
ñs(xk,yl,zm+1)← ñs(xk,yl,zm+1) + (1− αx)(1− αy)αz;
ñs(xk+1,yl+1,zm)← ñs(xk+1,yl+1,zm) + αxαy(1− αz);
ñs(xk+1,yl,zm+1)← ñs(xk+1,yl,zm+1) + αx(1− αy)αz;
ñs(xk,yl+1,zm+1)← ñs(xk,yl+1,zm+1) + (1− αx)αyαz;
ñs(xk+1,yl+1,zm+1)← ñs(xk+1,yl+1,zm+1) + αxαyαz;

end

// Smooth density with the sampling function;
// using the convolution theorem;
ñs ← FFTW(ñs)·F(S);
ñs ← FFTW−1(ñs);

Algorithm 4: Calculation of the thermal density using test particles and
the cloud-in-cell method followed by a convolution with the broadening
function S.
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