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Zusammenfassung

Seit den Anfängen der modernen Astronomie wurde über die Frage spekuliert, ob
unser Planetensystem im Universum eine Sonderrolle einnimmt. In den vergangenen
zwei Jahrzehnten gelang Astronomen die Entdeckung hunderter sog. Exo-Planeten,
die um fremde Sterne kreisen. Parallel dazu geriet die Frage, auf welche Weise Plan-
eten entstehen, in den Fokus. Auch wenn Astrophysiker in den letzten Jahren einer
Antwort deutlich näher gekommen sind und sich die groben Umrisse des Planete-
nentstehungsprozesses klar abzeichnen, sind noch immer viele Detailfragen offen.

Als gesichert gilt, dass es ausgehend vom Kollaps einer interstellaren Molekülwolke
zur Bildung einer sog. protoplanetaren Scheibe kommt. Diese besteht aus Gas, das
um den in ihrem Zentrum entstandenen jungen Stern rotiert. In diese Gasscheibe
sind mikroskopische Staub- und Eisteilchen eingebettet, die sich im Laufe der Zeit
zu größeren, hochporösen Aggregaten verklumpen. Mit zunehmender Größe der
Kollisionspartner wächst die Kollisionsgeschwindigkeit, was zur Kompaktifizierung
der Aggregate führt. Kompakte Aggregate können voneinander abprallen und hohe
Kollisionsgeschwindigkeiten führen zu Fragmentation; beide Effekte wirken einem
weiteren Anwachsen entgegen. Erst ab einer Größe von ungefähr einem Kilometer
reicht die Masse der Staub- und Eisbrocken aus, damit ihre Gravitation den weiteren
Wachstumsprozess bis zum “ausgewachsenen” Planeten bestimmen kann.

Ziel dieser Dissertation ist es, den Wachstumsprozess von mikrometergroßen Staub-
körnchen zu makroskopischen Aggregaten mit Hilfe von Computersimulationen ge-
nauer zu untersuchen. Im Rahmen eines Molekulardynamik-Ansatzes wird ein
solches Aggregat aus bis zu einigen hunderttausend mikroskopischen, kugelförmigen
Teilchen zusammengesetzt, die bei Kontakt miteinander wechselwirken. Im Rahmen
dieser Promotion wurde zunächst für Staub das Wechselwirkungsmodell mit Hilfe
geeigneter Laborexperimente kalibriert. Danach konnte das mechanische Verhalten
poröser Staubaggregate untersucht werden und hierbei insbesondere die Kompressions-
, Zug- und Scherfestigkeit bestimmt werden. Die genaue Kenntnis dieser Größen ist
von zentraler Bedeutung um das Kollisionsverhalten makroskopischer Staubbrocken
zu simulieren.

Außerdem wurde detailliert untersucht, wie sich die mikroskopische Struktur auf
das Kollisionsverhalten auswirkt. Hierbei war von besonderem Interesse, unter
welchen Bedingungen Aggregate voneinander abprallen und in welchem Geschwin-
digkeitsbereich der Übergang zu Fragmentation stattfindet. Der letzte Teil dieser
Dissertation behandelte die Frage, wie stark verschiedene Arten von Staubaggre-
gaten durch den Einschlag winziger Projektile erodiert werden.
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1 Introduction

Most people raising their heads and glancing at the sky on a clear and cloudless night,
will be awestruck by the myriad of small, gleaming dots. From the very beginning
of its existence, mankind has speculated about the nature of this phenomenon.
Thanks to the efforts of countless astronomers and scientists our current knowledge
has surpassed even the wildest dreams and expectations of scholars pondering the
nature of the universe just a few centuries earlier.

Yet, for a moment let us adopt the perspective of a hypothetical, extraterrestrial
observer, living on a planet similar to ours only a few hundred light years away.
Looking at our solar system through one of their most powerful telescopes he would
see nothing but a tiny spot of light being emitted from our sun. The vast majority
of fascinating objects in our solar system would be invisible; hidden in the dark.
Planets, moons, asteroids, volcanoes, weather phenomena, and, most importantly,
life in all its manifold forms.

The hunt for extrasolar planets

As recently as 1995, the swiss astrophysicists Michel Mayor and Didier Queloz an-
nounced the detection of the first extrasolar planet that orbits 51 Pegasi, a star
similar to our sun (Mayor and Queloz, 1995). However, the exoplanet has not been
observed directly with a powerful telescope. Instead, its existence has been inferred
from its gravitational interaction with 51 Pegasi. While orbiting the central star,
both the planet and the star move around their common center of mass. An external
observer can detect this motion from the periodic red and blue shift of the stellar
spectral lines caused by the Doppler effect (see left panel of Fig. 1.1). Measuring the
time variability of the red/blue shift, the orbital period can be determined (see right
panel of Fig. 1.1). The mass of the star can be calculated from its luminosity and
color. Applying Kepler’s third law the semi-major axis and the mass of the planet
can be calculated from the orbital period and the mass of the central star.

Since then several other methods to detect extrasolar planets have been developed.
The most important one is the so-called “transit method”. When a planet transits
the central star, one can detect a slight diminution of the luminosity as the planet
blocks out a tiny fraction of the light. The necessity of observing several transits
constitutes a severe drawback of this method. When looking for Earth-like planets
with an orbital period comparable to the Earth several years of observation time are
required. Additionally, the observer must reside in the plane in which the planet
orbits the star to be able to observe a transit. Interestingly, the transit method
allows one to determine the size of the planet. In combination with its mass one can
thus determine an average density and gain deeper insight regarding the composition
of the planet.
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1 Introduction

Figure 1.1: Detection of extrasolar planets by the radial velocity method. Left: Schematic
view of the radial velocity method (Picture from ESO). Right: Orbital motion of 51 Pegasi
determined by Mayor and Queloz (1995).

Looking at the planets in our solar system clear patterns emerge. Small, rocky
planets are found close to the sun, followed by the gas giants Jupiter and Saturn
farther out. At even greater distances to the sun we find the ice giants Neptune
and Uranus. Long before the discovery of extrasolar planets, scientists wondered
whether these patterns will be found in any hypothetical extrasolar system. If we
plot the mass of each known extrasolar planet with respect to its semi-major axis (see
Fig. 1.2) we see at first glance that this is not the case. For instance, a fair amount
of the exo-planets that have been discovered so far are very massive and close to
their stars (so called “hot Jupiters”). Though one has to be very careful: the radial
velocity method favors the detection of hot Jupiters; finding Earth-like planets is
far less likely. Taking the sensitivity of the different methods into account, one can
estimate the abundance of extrasolar planets. Depending on various assumptions,
estimates on the number of terrestrial planets range from 109 to 1010 for the Milky
Way alone (e.g. Dressing and Charbonneau, 2013; Kopparapu, 2013).

Refined methods boost our chances of detecting Earth-like planets. Kepler-10b
was the first earth-sized planet detected by the Kepler mission (Batalha et al., 2011).
However, owing to Kepler-10b’s proximity to its central star, its surface temperature
is far too high to support life. To the present day, astronomers all around the world
are eagerly searching for a “second earth”, a terrestrial planet of rouhgly one earth
mass that orbits its central star at a distance that allows the existence of liquid water
on its surface. Considering the vast number of extrasolar planets in the universe,
it appears reasonable to speculate that the discovery of a second Earth is only a
matter of time.

From cosmic dust bunnies. . .

Much to the regret of all planetary scientist, it is impossible to observe the birth
of planets directly. The major impediment is the insurmountable distance between
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Figure 1.2: The relationship between the mass and the semi-major axis of all extrasolar
planets (anthracite) that have been discovered so far. For comparison the planets of our
solar system (red) are depicted as well. Data taken from the Open Exoplanet Catalogue
(Rein, 2012).

us and the cosmic “delivery rooms” of planets, that even the largest telescopes
cannot overcome. Addiotionally, the lifespan of a human being is much shorter than
the timescale on which planet formation occurs. However, a clever combination of
astronomical observations, laboratory experiments and computer simulations allows
us to unravel the secrets of planet formation.

The birth of a new solar system begins with the collapse of a gigantic, interstellar
cloud. Driven by the mutual gravitational attraction it shrinks to a fraction of
its initial size. New stars form when the pressure and temperature in very dense
clumps of matter becomes high enough for nuclear fusion (e.g. Shu et al., 1987).
Owing to the conservation of angular momentum, the remaining matter begins to
rotate around the center as the cloud collapses. The rotation causes the cloud to
flatten out, which leads to the formation of an accretion disk around the young star
(see Fig. 1.3), the so called protoplanetary disk.

An accretion disk has a diameter of roughly 100 AU. Observational data indi-
cates that it contains a small amount (typically ≈ 1 %) of sub-mm sized dust and
ice grains (e.g. Williams and Cieza, 2011). Since these grains couple very well to
the surrounding gas their relative velocities are small (e.g. Weidenschilling, 1977;
Brauer et al., 2008). Collisions between grains will be hit & stick which leads to the
formation of very fluffy, fractal aggregates (e.g. Kempf et al., 1999). This process
is similar to the formation of dust bunnies under a bed. An example of such an
aggregate generated within the scope of this thesis is depicted in Fig. 1.4.

As the aggregates grow larger, their motion increasingly decouples from the gas.
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1 Introduction

Figure 1.3: Artist’s impression of protoplanetary disk (Source: NASA)

Aggregates of cm-size and above move on Keplerian orbits around the center. How-
ever, because of radial pressure support the gas rotates with sub-Keplerian speed.
The velocity difference leads to friction which causes the aggregates to loose energy
and spiral inwards. Unfortunately, it was shown that meter sized aggregates should
fall into the star within just a few thousand years (Weidenschilling, 1977).

. . . to planetary embryos . . .

Yet, the fast inward drift does not constitute the only impediment on the road to
planet formation. As the motion of the aggregates decouples from that of the sur-
rounding gas, their relative velocities increase as well. At some point, the collisions
velocities will be too high for hit & stick growth. Restructuring and fragmentation
constitute the most prominent mechanisms of dissipating the excess kinetic impact
energy. As a rule of thumb, it can be said that for porous aggregates colliding at
intermediate velocities of the order of a meter per second restructuring and com-
pression will be dominant, whereas fragmentation is the most likely outcome of high
velocity collisions between compact targets. Compact targets colliding at interme-
diate velocities may also bounce off each other. However, it is not possible to draw
sharp lines between those different regimes. Apart from the material the aggregates
are composed of, a variety of factors such as the shape and internal structure of the
aggregates, the collision velocity, and the impact parameter significantly influence
the outcome of a collision. An extensive summary of laboratory experiments on
collisions covering a wide parameter range is given by Blum and Wurm (2008) and
Güttler et al. (2010).

Numerical simulations have been widely employed to study the collisional behavior
of dust aggregates. Depending on the size of the aggregates, different methods have
proven useful. For sub-mm sized aggregates, molecular dynamics simulations are
a commonly used (e.g. Dominik and Tielens, 1997; Wada et al., 2007). For larger
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Figure 1.4: Example of a fractal aggregate formed by low velocity collisions of micron
sized dust grains. The whole aggregate consists of roughly 70000 individual grains.

aggregates, one has to rely on a continuum approach such as smoothed particle
hydrodynamics (SPH) (e.g. Sirono, 2004; Schäfer et al., 2007; Geretshauser et al.,
2011).

Though the details are subjected to ongoing research it can be safely stated that
fragmentation poses severe restrictions to the growth of larger bodies. Although
laboratory experiments show collisional growth for cm-sized dust aggregates at im-
pact velocities of up to 60 ms−1 (Teiser and Wurm, 2009), one can hardly imagine
two massive, meter sized boulders to grow larger upon mutual collisions at a speed
of 50 km/h.

Considering all these problems, it begs the question of why planetary systems
form at all. Asteroids and other small bodies in the solar system, remnants from
the time when the planets formed, provide us with valuable clues. Their craters
bear witness to impacts of smaller objects (see Fig. 1.5). From space missions such
as Galileo, we know that they are no solid bodies, but rather porous (Wilson et al.,
1999). This might be the key to answer the question of planet formation, because
porosity helps to dissipate excess kinetic impact energy. Thus, collisions of porous
aggregates may result in net growth at impact velocities which would have shattered
compact bodies to pieces.

13



1 Introduction

Figure 1.5: A mosaic of images of the asteroid Ida recorded by Galileo (Source:
NASA/JPL).

. . . and full grown planets

Bodies that have grown to kilometer size are referred to as planetesimals. They are
sufficiently massive to allow gravity to play its part. Gravity assists the growth of
larger bodies in several ways: first, gravitational focusing increases the collisional
cross section, which boosts the collision rate. Secondly, self gravity enhances the
strength of the planetesimals alleviating the mass loss from fragmentation. Third,
it helps to reaccrete part of the ejecta generated by high velocity impacts. Thus,
planetesimals may grow rapidly through mutual collisions (see Fig. 1.6).

At first, the planetesimals sweep up the smaller bodies in their vicinity. The more
massive they become the faster they grow (e.g. Greenberg et al., 1978; Wetherill
and Stewart, 1989). When a few of them become massive enough, the oligarchic
growth phase is entered (Kokubo and Ida, 1998, 2002). From now on, the most
massive bodies, the oligarchs, will dominate the growth process and grow to about
0.1 Earth masses. In the final stage, oligarchs merge and sweep up or scatter out
the remaining planetesimals. As a result, a limited number of Earth sized planets
have formed. A more detailed summary of this stage of planet formation is given
by Goldreich et al. (2004).

How gas giants form is still actively debated. There are two competing scenarios:
In the core-accretion scenario proposed by Pollack et al. (1996), the formation of a
gas giant starts with the formation of a massive core of roughly 10 Earth masses
by the processes described above. Then, it is sufficiently massive to gravitationally
accrete the surrounding gas. Initially, it grows in hydrostatic equilibrium. When
a critical mass is exceeded, a phase of runaway gas accretion is entered. Growth
stops when the supply of gas is exhausted. The lifetime of gas in the disk is roughly
10 Myrs (Haisch et al., 2001). However, it is not clear yet if the growth timescales
of the core-accretion scenario satisfy this limit.

The gravitational instability scenario constitutes a different approach: gas giants
form directly from clumps of matter collapsing due to their own gravity (e.g. Boss,
1997). This process is much faster than core-accretion. However, to become gravita-
tionally instable, disk have to be massive enough and must be able to cool efficiently
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Figure 1.6: Artist’s impression of the collision of two larger boulders in the advanced
stage of planet formation (Source: ISAS/JAXA).

as well. Additionally, the formation of terrestrial planets cannot be explained by
gravitational instability. Though Goldreich and Ward (1973) proposed that plan-
etesimals could form similarly in a dense dust-sub-disk, it has later been shown that
turbulence prevents the formation of a sufficiently dense dust sub-disk.

It is possible, however, that both core-accretion and gravitational instability could
coexist. While it is believed that the terrestrial planets are formed by core-accretion,
gravitational instability could explain the formation of gas giants at large distances
from the central star where the growth timescales deduced from the core-accretion
scenario exceed the lifetime of the disk.

As explained, many details regarding the growth from mm- to km-sized bodies
are not fully understood yet. The aim of my thesis is to contribute to unraveling
this stage of planet formation.
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2 Work in context

The aim of this chapter is to describe in greater detail the connections between the
content of this thesis and the current state of research. As already mentioned in
Chapter 1, the growth from sub-mm to m-sized bodies is still not very well under-
stood. The difficulty of unraveling this process originates from the complex interplay
between the properties of the aggregates, the physics governing the collisions and
the conditions in the surrounding disk. To this day, none of these three ingredients is
entirely understood. However, in a hypothetical “master experiment of planetesimal
formation” all three aspects must be put together.

In the scope of this thesis, a molecular dynamics (MD) approach is employed to
address different open questions regarding the aggregate growth in protoplanetary
disks. It features a detailed micro-mechanical interaction model that divides the
interaction of two micron-sized spherical into four different types (see Fig. 2.1). The
corresponding equations that describe these interaction types have been derived
analytically (Johnson et al., 1971; Dominik and Tielens, 1995, 1996).

Much of the numerical approach is based on the pioneering work by Dominik and
Tielens (1997). Later on, it was shown that except for one minor modification the
same equations can be derived from corresponding potentials (Wada et al., 2007).
This brings the advantage of being able to track the energy dissipation. For a more
detailed description of the numerical approach the author refers to Seizinger et al.
(2012) (see Sect. 3.1 of this thesis).

The main drawback of the molecular dynamics approach is the huge number of
particles it requires to model larger aggregates. The computational cost renders
the simulation of macroscopic aggregates impossible. To mitigate this problem the
author developed a version that executes the numerical simulation on a graphics card
(GPU). It exploits the massively parallel computing power provided by modern day
GPUs. Compared to the single core CPU version it runs around 25 to 30 times faster.
This allows to simulate collisions of aggregates composed of up to 106 particles within
a reasonable amount of time.

2.1 Connections to SPH simulations

As briefly mentioned in Chapter 1, different size regimes require different numerical
approaches. For bodies in the cm- to km-size regime smoothed particle hydro-
dynamics (SPH) simulations are often employed (e.g. Sirono, 2004; Schäfer et al.,
2007; Geretshauser et al., 2011). However, the outcome of SPH simulations depends
heavily on the assumed material parameters (Schäfer et al., 2007). Especially, it is
important to know the relation between the compressive, tensile, and shear strength
and the porosity of the material.
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2 Work in context

Figure 2.1: The four types of particle interaction: Compression/Adhesion (a), Rolling
(b), Sliding (c), and Twisting (d).

To provide some of the required material parameters Güttler et al. (2009) mea-
sured the compressive strength relation in laboratory experiments and applied the
results to SPH simulations. They suspected that there is a difference between slow
(from now on referred to as quasi-static) and fast (from now on referred to as dy-
namic) compaction. However, laboratory experiments could only probe the static
compaction regime. Based on this work, Geretshauser et al. (2010) conceived of
two additional experiments to fully calibrate an SPH model that is capable of sim-
ulating silicate aggregates. While the compressive and tensile strength have been
determined in laboratory experiments (Blum and Schräpler, 2004; Blum et al., 2006;
Güttler et al., 2009), it is difficult to do the same for the shear strength.

So far, Paszun and Dominik (2008) performed numerical compression simulations
that could reproduce earlier laboratory experiments by Blum and Schräpler (2004).
However, their samples had been composed of as little as 300 monomers and it is
questionable whether this number suffices to reach the continuum limit. Addition-
ally, they were lacking the appropriate boundary conditions to model the setup of
Güttler et al. (2009) which is more suitable for calibration purposes.

Thus, one part of this thesis was to perform simulations with a significantly larger
number of monomers and appropriate boundary conditions. The aim was to deter-
mine the compressive, tensile, and shear strength as well as to study the difference
between static and dynamic compaction with ab-initio numerical simulations.

2.2 Connections to laboratory experiments

Throughout the last years, the size regime between millimeters and decimeters has
been explored in laboratory experiments. Though mimicking the conditions in pro-
toplanetary disk proves difficult. Especially zero- (or at least micro-) gravity for an
longer period of time is hard to achieve. For this reason some experiments have
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2.3 Connections to theoretical studies

been performed in drop-towers, parabolic flights, rockets, and even in space itself
(Blum et al., 2000).

Performing experiments with porous aggregates similar to those of the first growth
phase is further complicated by their low compressive and tensile strength (Blum and
Schräpler, 2004; Güttler et al., 2009). It is very difficult to handle these aggregates
without changing their structure or destroying them. Assessing the outcome of
collisions on a microscopic scale requires expensive devices as well hard work. Very
low or high impact velocities are difficult to achieve as well.

Nevertheless, laboratory experiments are worth the trouble. As experimental
physicists conceived of ways to overcome those impediments, laboratory experiments
provide theoretical models with invaluable input. Not only does the outcome of
collisions experiments lay the foundations for theoretical studies on dust growth
but they are crucial to calibrate numerical simulations. The latter is especially
important within the context of my thesis and will be explained in greater detail
in Sect. 2.1. So far, collisions experiments have been performed using a wide range
of sizes, densities, impact velocities, etc. An overview is given by Blum and Wurm
(2008) and Güttler et al. (2010).

In various laboratory experiments it was observed that mm- to cm-sized aggre-
gates bounce off each other when colliding at intermediate velocities (e.g. Weidling
et al., 2009; Heißelmann et al., 2010; Weidling et al., 2012; Jankowski et al., 2012).
Remarkably, bouncing is observed for aggregates with relatively low volume filling
factors of around 0.3 . While similar behavior can be observed in SPH simulations
(Geretshauser et al., 2010, e.g.), this does not apply to molecular dynamics (MD)
simulations. In MD simulations, collisions result in bouncing only if the aggregates
are considerably more compact (Wada et al., 2011). However, the aggregates used
in the work of Wada et al. (2011) featured an artificial structure such as hexagonal
close packing (HPC). Owing to the computational cost, the number of monomers
their aggregates were composed of was limited to a few thousand. Exploiting the
massive computing power provided by GPUs it is one part of this thesis to study the
bouncing behavior of considerably larger aggregates with a more realistic internal
structure.

2.3 Connections to theoretical studies

Unfortunately, it is impossible to watch the growth from micron-sized grains to
kilometer-sized bodies in a laboratory experiment. However, the growth process
can be modeled with computer simulations. The basic idea is to follow the col-
lisional evolution of aggregates that feature properties such as the mass, density,
or structure. Individual collisions are not resolved but their outcome is typically
specified by recipes obtained from laboratory experiments or numerical simulations.
The growth process can be modeled using the so called Smoluchowski equation
(Smoluchowski, 1916). It requires a collision kernel that describes the outcome of
a collision between two particles of different properties. For simple collision kernels
such as perfect sticking it can be solved analytically.

For more realistic assumptions the Smoluchowski equation must be solved nu-
merically. If only the mass of the particles is taken into account this can be done
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2 Work in context

with a grid code (e.g. Birnstiel et al., 2010; Windmark et al., 2012). If the particles
posses additional properties such as porosity or charge the computational costs of
grid codes become a bottleneck. Alternatively, a Monte Carlo approach may be
employed Ormel et al. (e.g. 2007). Using a Monte Carlo approach Zsom and Dulle-
mond (2008) follow the collisional evolution of a swarm of representative particles.
Their method was later used in a variety of works (e.g. Zsom et al., 2010, 2011;
Dra̧żkowska et al., 2013).

Using the appropriate collision kernel is crucial for the outcome of the simulations.
The collision kernels employed in the simulations have been based on the extrapola-
tion of laboratory results. However, not all velocity or size regimes may be covered
with laboratory experiments. Likewise, the problem of how much larger bodies suffer
from erosion when they are bombarded with tiny but fast projectiles has not been
quantified very well yet. Thus, numerical simulations may provide valuable insight
into the erosion process and help to improve simulations of the growth process.

As mentioned in Sect 2.2, bouncing has not been well understood yet. Simulations
show that the growth process could stall if macroscopic aggregates bounce off each
other frequently (Zsom et al., 2010). Recently, several ways to overcome the so
called “bouncing barrier” have been proposed (Windmark et al., 2012; Garaud et al.,
2013). Refining our understanding of the bouncing process in necessary to correctly
estimate its influence on the growth of larger bodies.
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3 Publications

In this chapter all publications that have been written in the context of this thesis
are presented. All papers have been published in Astronomy & Astrophysics or the
Astrophysical Journal.

In Seizinger et al. (2012), the micro-mechanical interaction model has been cal-
ibrated using laboratory experiments about the static compaction of porous dust
aggregates. For this purpose suitable boundary conditions have been developed.
After calibration, the difference between static and dynamic compression was stud-
ied. Based on this work, the tensile and shear strength has been determined in
Seizinger et al. (2013b).

Meanwhile, in close connection to laboratory experiments the bouncing behavior
was studied (Schräpler et al., 2012). This work sparked a broader exploration of
the conditions required for bouncing (Seizinger and Kley, 2013). Within this work
different methods of generating sample aggregates such as ballistic aggregation and
migration were examined.

Recently, the interaction model has been extended by a new visco-elastic damping
mechanism. After successfully calibrating the strength of the damping force, the
erosion of larger dust aggregates has been studied (Seizinger et al., 2013a).
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ABSTRACT

Context. The early planetesimal growth proceeds through a sequence of sticking collisions of dust agglomerates. Very uncertain is
still the relative velocity regime in which growth rather than destruction can take place. The outcome of a collision depends on the
bulk properties of the porous dust agglomerates.
Aims. Continuum models of dust agglomerates require a set of material parameters that are often difficult to obtain from laboratory
experiments. Here, we aim at determining those parameters from ab initio molecular dynamics simulations. Our goal is to improve
on the existing model that describe the interaction of individual monomers.
Methods. We use a molecular dynamics approach featuring a detailed micro-physical model of the interaction of spherical grains.
The model includes normal forces, rolling, twisting and sliding between the dust grains. We present a new treatment of wall-particle
interaction that allows us to perform customized simulations that directly correspond to laboratory experiments.
Results. We find that the existing interaction model by Dominik & Tielens leads to a too soft compressive strength behavior for uni-
and omni-directional compression. Upon making the rolling and sliding coefficients stiffer we find excellent agreement in both cases.
Additionally, we find that the compressive strength curve depends on the velocity with which the sample is compressed.
Conclusions. The modified interaction strengths between two individual dust grains will lead to a different behavior of the whole
dust agglomerate. This will influences the sticking probabilities and hence the growth of planetesimals. The new parameter set might
possibly lead to an enhanced sticking as more energy can be stored in the system before breakup.

Key words. planets and satellites: formation – methods: numerical – protoplanetary disks

1. Introduction

Unraveling the question of planetesimal formation is a crucial
issue for the core accretion model of planet formation proposed
by Pollack et al. (1996). To this day it remains unclear how
dust and ice particles can grow several orders in magnitude
from micron to kilometer sized objects. In the beginning mi-
cron sized dust grains (further referred to also as monomers or
particles) may grow by low velocity, hit-and-stick collisions re-
sulting in highly porous fractal aggregates (Kempf et al. 1999;
Blum et al. 2000). As the aggregates grow larger their mo-
tion increasingly decouples from the surrounding gas leading to
higher collision velocities (Weidenschilling 1977).With increas-
ing impact energy colliding aggregates get compacted (Blum &
Wurm 2000; Suyama et al. 2008; Wada et al. 2008; Paszun &
Dominik 2009). At some point relative velocities become large
enough that fragmentation is supposed to set in (e.g. Blum &
Wurm 2008), which may limit the collisional growth of aggre-
gates. Apart from fragmentation, radial drift and bouncing (e.g.
Langkowski et al. 2008;Weidling et al. 2009; Güttler et al. 2010)
may hamper the growth of planetesimals (Zsom et al. 2010).
Despite these obstacles, experimental evidence indicates pos-
sible growth in high speed collisions (a few 10m s−1) through
sticking and reaccretion of ejecta (Wurm et al. 2005; Teiser &
Wurm 2009) or the sweep-up of smaller particles (Windmark
et al. 2012). To understand the possible growth regimes requires
material properties and simulations beyond the current data base.

In the context of planetesimal formation, collisions of mi-
cron sized aggregates have been studied theoretically using a

molecular dynamics approach (e.g. Dominik & Tielens 1997;
Wada et al. 2007). Here, the motions of all grains that make up
the aggregate are followed individually, considering suitable in-
teraction forces. However, billions of such grains would be nec-
essary to model meter-sized objects. For computational reasons
it is therefore necessary in such cases to use continuum models
to simulate collisions between macroscopic aggregates. Smooth
Particle Hydrodynamics (SPH) constitutes such an approach
(Sirono 2004; Schäfer et al. 2007; Geretshauser et al. 2010).
However, the outcome of such simulations depends strongly on
the underlying porosity model (Güttler et al. 2009). To simulate
collisions of large dust boulders with SPH, several parameters
describing the behavior of the material such as the compressive-,
tensile-, and shear-strength must be known in advance.

To this day, only few attempts have been made to mea-
sure the required material parameter of porous dust aggregates
in laboratory experiments. Blum & Schräpler (2004) studied
the case of unidirectional compression, where a sample aggre-
gate is compacted between two plates. While the bottom plate
was fixed a certain load was applied to the top plate. To calcu-
late the pressure the cross-section of the compressed aggregate
had to be determined. Their samples were produced by random
ballistic deposition (RBD) and featured an initial filling factor
of 0.15. The maximum filling factor they could reach was lim-
ited to approximately 0.33 as grains began to flow outwards as
the pressure in the center increased.

Later on, Güttler et al. (2009) used a similar approach to
study the omnidirectional compression. Their sample was put
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into a solid box and the load was applied by a movable piston
on the top (see Fig. 3). As the grains could not escape the box
they reached a significantly higher filling factor of roughly 0.58
upon compression. One advantage of this approach lies in the
elimination of any uncertainty in the determination of the fill-
ing factor since the volume currently occupied by the sample is
unambiguous.

The compressive strength of porous dust aggregates was
determined numerically by Paszun & Dominik (2008) using a
molecular dynamics approach based on an interaction model by
Dominik & Tielens (1995, 1996). Yet, they only modeled the
unidirectional compression and their simulations were limited
to very few particles (≈300). Using similar material and model
parameters the model has been applied to explore the growth
regimes of dust agglomerates under protoplanetary conditions
(Suyama et al. 2008; Wada et al. 2009, 2011; Ormel et al. 2009).

In this work we step back again and present a method to
obtain the continuum material parameter of porous particle ag-
glomerates, in particular the compressive strength curve, from
ab initio simulations using a molecular dynamics approach. Our
approach is based on the model by Dominik & Tielens (1995,
1996) using extensions by Wada et al. (2007). To test the ap-
plicability of the model we perform customized simulations of
both, omni- and unidirectional compression, with a much greater
number of particles on the order of 104. As we will see, modifi-
cations of the model are required to properly reproduce the ex-
perimental results from Güttler et al. (2009). Having calibrated
our model to the case of the slow compression as measured by
Güttler et al. (2009) we will subsequently present new results
on how the compressive behavior changes with increasing com-
pression speed.

First, we briefly summarize the underlying physical model
and present our extensions in Sect. 2. Our numerical setup is ex-
plained in Sect. 3. In Sect. 5, we first describe the calibration of
our model. Afterwards, we present our results of studying the
dynamic compression and provide simple analytical approxima-
tions describing the dependence of the compressive strength on
the compression speed.

2. Interaction model

The agglomerates used in our simulations are composed
of spherical monomers of equal size. To describe the interaction
between individual monomers we adopt the physical model that
has been presented by Dominik & Tielens (1997). In this model
elastic grains may establish adhesive contacts when touching
each other. Upon deformation of these contacts kinetic energy
is dissipated. The forces and torques acting upon the monomers
can be derived from corresponding potentials (Wada et al. 2007).

2.1. Particle-particle interaction

In Dominik & Tielens (1997) the interaction between two spher-
ical particles is divided into four types (see Fig. 1):

1. compression/adhesion;
2. rolling;
3. sliding;
4. twisting.

In accordance with Wada et al. (2007) the following notation
will be used in this work: ri denotes the radius of a monomer i,
γi the surface energy per area, Ei the Young’s modulus, νi the

Table 1. Material parameters.

Physical property Silicate

Particle radius r (in µm) 0.6

Density ρ (in g cm−3) 2.65

Surface energy γ (in mJ m−2) 20

Young’s modulus E (in GPa) 54

Poisson number ν 0.17

Critical rolling length ξcrit (in nm) 2

Poisson’s ratio, and Gi the shear modulus. Furthermore, the re-
duced radius R is given by

Ri, j =
rir j

ri + r j

and

E⋆i, j =


1 − ν2

i

Ei

+
1 − ν2

j

E j


−1
,

G⋆i, j =


2 − ν2

i

Gi

+
2 − ν2

j

G j


−1
·

Note that for simplification all monomers in our simulations fea-
ture the same properties.

2.1.1. Material parameters

The basis of our simulations are the material parameters of sili-
cate as summarized in Table 1. With the exception of the surface
energy γ these values comply with Paszun & Dominik (2008),
where they used γ = 25mJ/m2. These parameters are also in
reasonable agreement with experimental data as quoted by Blum
& Schräpler (2004); Güttler et al. (2009). In this work we use a
slightly lower value of γ = 20mJ/m2 which agrees with recent
measurements of Gundlach et al. (2011).

2.1.2. Compression/adhesion

The particle interaction in the normal direction has been devel-
oped by Johnson et al. (1971) (often referred to as JKR theory).
They extend the Hertzian theory by taking adhesion due to sur-
face forces into account.

To very briefly summarize their model let us first note that
the compression length δ of two monomers, which are in contact
with each other and located at x1 and x2, is defined by

δ = r1 + r2 − ‖x1 − x2‖, (1)

where ‖u‖ denotes the norm of the vector u. The radius a of the
corresponding contact area can be obtained by

δ

δ0
= 3

(
a

a0

)2
− 2

(
a

a0

)1/2
, (2)

where δ0 and a0 denote the equilibrium compression length and
contact radius, respectively, where the repulsive and attractive
normal forces are equal. It applies

δ0 =
a2
0

3R
,

a0 =

(
9πγR2

E⋆

)1/3
·
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A. Seizinger et al.: Compression behavior of porous dust agglomerates

Fig. 1. The four types of particle interaction: compression/adhesion a), Rolling b), Sliding c), and Twisting d). The left panel depicts particle-
particle interactions while on the right the corresponding particle-wall version is displayed.

The force acting upon the monomers is

F = 4Fc


(

a

a0

)3
−

(
a

a0

)3/2 , (3)

where Fc = 3πγR is the force needed to break the contact.

A new contact is established if two freely moving particles
touch each other, which means δ = 0. However, once a contact
has formed it will not break until the compression length ex-

ceeds a certain threshold δc = (9/16)1/3 δ0. Thus, contacts may
be stretched out a little bit before they finally break.

2.1.3. Sticking velocity

On contact formation or breaking there is a jump in the potential
corresponding to the JKR force (see Wada et al. 2007), which
reflects the dissipation of kinetic energy upon contact formation
or breaking. Chokshi et al. (1993) proposed that this energy dis-
sipation is caused by the excitation of elastic waves. From this
energy dissipation one can calculate the maximum velocity vstick
at which particles stick on head-on impacts in JKR-theory

vstick = 1.07
γ5/6

E⋆1/3R5/6ρ1/2
· (4)

For micron-sized SiO2 grains, we obtain velocities on the or-
der of 0.1m s−1. However, laboratory experiments by Poppe
et al. (2000) yield a significantly higher sticking velocity of
roughly 1.2 m s−1 for similar sized particles. To overcome
this discrepancy, Paszun & Dominik (2008) introduced another
damping mechanism that dissipated additional kinetic energy
upon the contact creation and thus increased the sticking velocity
to match the laboratory experiments.

Since the sticking velocity has to be increased by approxi-
mately one order of magnitude a significant amount of kinetic
energy has to be dissipated aside from JKR-theory. Dissipating
the kinetic impact energy all at once leads to a significant change
of the relative velocity between the colliding particles. As they
may be in contact with other particles as well, significantly mod-
ifying the velocity of one particle during one integration step
may introduce numerical hazards. For low collision velocities
(the compression velocity used by Paszun & Dominik 2008,
was 0.05m s−1) the additional damping is low and therefore this
problem does not arise. However, since in this work we also want
to study the dynamic compression behavior at high velocities we
choose a different approach to adjust the sticking velocity as ex-
plained in the next section.

2.1.4. Normal oscillations

The normal force may be both attractive or repulsive depend-
ing on the current compression length δ. When two particles
come too close to each other they are repelled, whereas they
get attracted to each other due to adhesive surface forces while
the contact is stretched out. This leads to oscillations of two
monomers in the normal direction of a contact (from now on
referred to as normal oscillations). In reality, one would ex-
pect that these oscillations are eventually damped away. For in-
stance Brilliantov et al. (2007) proposed a viscoelastic damping
mechanism.

From a numerical point of view these normal oscillations
constitute a major nuisance. Not only may they artificially heat
up aggregates (Paszun & Dominik 2008) but most importantly
they need to be properly resolved in time. For micron-sized
SiO2 grains the typical timescale of these oscillations is on
the order of 10 ns. Therefore our integration timestep is limited
to ≈0.1−0.3 ns.

Paszun & Dominik (2008) tackle the problem of artificial
heating by introducing an additional, weak damping mechanism
which has hardly any influence on the sticking velocity but even-
tually damps away normal oscillations. In this work we follow a
similar approach. As before we consider two monomers located
at x1 and x2 that are in contact with each other. The contact nor-
mal nc is

nc =
x1 − x2

‖x1 − x2‖ · (5)

The relative velocity vrel in normal direction of the contact is then
given by

vrel = (u1 − u2) · nc, (6)

where u1, u2 denote the velocity of particle 1 and 2, respectively.
The viscous damping force Fdamp is

Fdamp = −κvrelnc, (7)

where κ is a damping constant determining the strength of the
damping. We use κ = 1 × 10−6 g/s.

2.1.5. Rolling, sliding, and twisting

The forces and torques resulting from the tangential motion of
the contact area have been formulated by Dominik & Tielens
(1995, 1996). So called “contact pointers” (Dominik & Nübold
2002) provide a convenient way to track the evolution of the
contact area. They are unit vectors that initially point from the
center of the particle to the center of the contact area. Due to
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the rotation of the particles their orientation changes over time
(Dominik & Nübold 2002). Contact pointers are used to define
the rolling, sliding, and twisting displacement which quantify
how much rolling, sliding, or twisting of a contact has occurred.

Using these displacements, Wada et al. (2007) derived the
forces and torques which agree with Dominik & Tielens (1995,
1996), from corresponding potentials. All three types of inter-
action remain elastically as long as the displacements do not
exceed certain thresholds (from now on referred to as critical
displacements).

Let n1 and n2 be the corresponding contact pointers describ-
ing the contact. The rolling displacement ξ, sliding displace-
ment ζ, and twisting displacement φ are then defined by:

ξ = R (n1 + n2), (8)

ζ = r1n1 − r2n2 − (r1n1 · nc − r2n2 · nc) nc, (9)

φ = nc(t)

∫ t

t0

(
ω1(t

′) −ω2(t
′)
) · nc(t

′)dt′, (10)

where t0 denotes the time when the contact has been established.
For the rolling motion, the forces Fr and torques Mr acting

upon particle 1 due to being in contact with particle 2 are

Fr = 0, (11)

Mr = −Rkrn1 × ξ. (12)

For the sliding interaction, the forces and toques are given by

Fs = −ksζ
(r2n2 − r1n1) · nc

‖x1 − x2‖ , (13)

Ms = −r1ksn1 × ζ. (14)

And for the twisting interaction it applies

Ft = 0, (15)

Mt = −ktφ. (16)

The constants kr, ks, and kt are given by

kr =
4Fc

R
, (17)

ks = 8a0G
⋆, (18)

kt =
16

3
Ga3

0. (19)

2.1.6. Inelastic interaction

As already mentioned before, inelastic motion sets in when the
displacements exceed a critical displacement ξcrit, ζcrit, or φcrit.
Physically this corresponds to energy being dissipated upon re-
location of the contact area. The critical sliding and twisting dis-
placements have been derived theoretically (Dominik & Tielens
1996) as

ζcrit =
2 − ν
16π

a0,

φcrit =
1

16π
·

The value of the critical rolling displacement ξcrit is still debated.
At first, Dominik & Tielens (1997) assumed ξcrit close to inner-
atomic distances and chose ξcrit = 0.2 nm. However, subsequent
laboratory experiments by Heim et al. (1999) indicate a much
higher value of ξcrit = 3.2 nm for spherical SiO2 grains of 1.9 µm
in diameter. In this work we follow Paszun & Dominik (2008)
and set ξcrit = 2 nm for 1.2 µm sized grains.

When a displacement exceeds its critical value it will be re-
stored to the elastic limit. If for instance the rolling displace-
ment exceeds its critical value ‖ξ‖ > ξcrit, the contact pointers
will be corrected n1 → nc

1
, n2 → nc

2
and thus ξ → ξc such that

‖ξc‖ = ξcrit. This modification of the contact pointers reflects a
change of the corresponding potential energy. Therefore, we can
keep track of the amount of dissipated energy. For further details
on how the inelastic motion is applied we refer to Wada et al.
(2007).

2.2. Particle-Wall interaction

To study the compression of a sample aggregate it is necessary
to constrain the motion of the monomers using suitable bound-
ary conditions. In the corresponding experiments the sample has
been put in a solid box with a movable piston on top (see Güttler
et al. 2009, Fig. 2). In our simulations we model the experimental
setup by putting the sample aggregate into a box of fixed walls.
During the simulation the top wall is moving downwards with
constant speed in order to compress the sample (see Fig. 2).

We assume that the monomers may interact with a wall in
a similar way as they interact with other grains. In accordance
with the particle-particle interaction we derive the corresponding
forces and torques following the approach presented by Wada
et al. (2007). For this purpose we assume that the wall can be
described as a very huge particle in the limit rwall → ∞.

2.2.1. Compression

The force of the particle-wall interaction in normal direction is
very similar to the case of the particle-particle interaction. The
compression length δ is given by

δ = r − d,

where r is the radius of the monomer and d denotes the distance
between the surface of the wall and the center of the grain. Given
a point p located on the surface of the wall and the surface nor-
mal nw, we can easily obtain d by

d = | (x − p) · nw|,
where x denotes the position of the particle. The force in normal
direction can then be calculated using Eq. (3). Note that here the
reduced radius R is different to the case of particle-particle inter-
action. In the limit of rwall → ∞ the reduced radius R equals the
radius r of a monomer:

R = lim
rwall→∞

r rwall

r + rwall
= r.

2.2.2. Rolling

Keeping in mind that R = r, the torque Mr acting on the particle
caused by rolling along the surface of the wall is given by

Mr = kr,wallr
2n1 × nw, (20)

where kr,wall is equivalent to the rolling constant kr given in
Eq. (17) taking the different reduced radius of the particle-wall
interaction into account. nw denotes the surface normal of the
wall. Note that it is important on which side of the wall the par-
ticle is located with respect to the direction of nw. In the sim-
ulation we must either ensure that the particles remain on the
positively oriented side all the time or check on which side of
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A. Seizinger et al.: Compression behavior of porous dust agglomerates

Fig. 2. Setup of the numerical simulations to obtain material parameter for porous dust agglomerates. Left: omnidirectional compression, while the
top wall is moving downwards at constant speed, the sample is enclosed in a box with fixed walls on all sides. Right: unidirectional compression,
as the sample is getting compressed between two walls, particles can leave the initial volume to the sides. Particles colored red are actually in
contact with the walls.

the wall the particle is located and correct the sign of Eq. (20) if
necessary.

To model the motion of a particle which is rolling inelasti-
cally over a wall we use a similar approach as for the inelastic
particle-particle interaction. Taking r2 → ∞ into account, the
correction of the contact pointers is then given by

nc
1 = n1 − α

r
∆ξ, (21)

nc
2 = n2 = nw, (22)

where α is a correction factor derived in detail in Wada et al.
(2007) and ∆ξ is given by

∆ξ = ξ

(
1 − ξcrit‖ξ‖

)
· (23)

The contact pointer n2 of the “wall particle” is equivalent to the
normal vector nw of the wall and is not modified during the in-
elastic rolling motion.

2.2.3. Sliding

To describe the sliding motion of a particle on a wall it is not suit-
able to start with Eq. (9) and assume that nc → nw and n2 → nw.
Therefore we choose a different approach that takes into account
how far the contact has slided from the location where it has
initially formed.

Let p denote the position, where the surface of the particle
touched the wall when establishing the contact. For any later
time, the center of the contact area is given by x + rn1, where x

is the current position of the particle. We define

ζ0 = x + rn1 − p.

The sliding displacement is then given by

ζ = ζ0 − (ζ0 · nw) nw. (24)

To model the inelastic wall sliding we modify the initial center
of the contact area p. If ‖ζ‖ > ζcrit, we apply the correction

pc = p+

(
1 − ζcrit‖ζ‖

)
ζ. (25)

2.2.4. Twisting

The torque caused by the twisting motion is calculated in the
same way as if two particles are in contact. Starting with the
twisting displacement φ given in Eq. (10) we obtain

φwall = nc

∫ t

t0

(
ω1(t

′)
) · nc(t

′)dt′, (26)

under the assumption that the wall does not rotate. The torque is
then given by

Mt,wall = −kt,wallφwall, (27)

where kt,wall = kt. Here we assume that particles may twist elas-
tically around the same angle for both the particle-particle and
particle-wall interaction. According to test simulations where we
measured the relative importance of the different wall interac-
tion dissipation channels, inelastic wall twisting is of only minor
importance.

3. Setup

In order to calibrate the model and to compare simulations in de-
tail with experimental results we focus here on two different nu-
merical experiments that follow closely the experimental setup.
Specifically, we will deal with agglomerates enclosed in a box
and aggregates confined between two plates as depicted in Fig. 2.

3.1. Sample generation

In accordance with the mentioned laboratory experiments by
Blum & Schräpler (2004); Güttler et al. (2009), our samples are
produced by random ballistic deposition (RBD), which means
that single grains are successively poured down on the existing
aggregate impacting from the same direction. In order to prevent
any restructuring upon impact the impact velocity of a monomer
hitting the sample is kept very low. The resulting samples feature
a filling factor φ between 0.12−0.15. Filling factors of 0.12−0.14
result from the fluffier surface and are therefore only observed
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for small samples. As the size of the samples increases this sur-
face effect becomes negligible and the filling factor converges
to 0.15 which agrees well with the dust cakes used in the corre-
sponding laboratory experiments and with numerical studies by
Watson et al. (1997).

3.2. Measurements

3.2.1. Pressure

In the numerical (and laboratory) experiments a box-shaped
sample is enclosed between walls that constrain the motion of
the grains (see Fig. 2). Then, the top wall is being moved down-
wards at a constant speed until the filling factor exceeds a cer-
tain threshold φcrit. Typically, φcrit is set to 0.7. As the top wall is
moving downwards the volume of the sample decreases and it is
increasingly more compressed. The total force Fw acting upon
the top wall is calculated by summarizing the forces Fi exerted
on the wall by grains that are currently in contact with it, where
only the component in normal direction nw to the wall is taken
into account

Fw = nw ·

∑

i

Fi

 .

The pressure P is then given by

P =
Fw

A
,

where A denotes the base size of the box.

If there are only a few particles in contact with the wall,
Fw may change considerably from one integration step to the
next due to the normal oscillations of the particle-wall contact
(see Sect. 2.1.4). Since these vibrations occur on a timescale
of nanoseconds whereas the compression timescale is typically
orders of magnitudes higher, it is reasonable to average over
several integration steps (covering a few normal particle os-
cillations) to reduce the noise in the pressure determination.
Typically, we averaged over 100 integration steps in this work.

3.2.2. Filling factor

The volume filling factor φ is defined as

φ =
Vmat

Vtot

, (28)

where Vmat = 4/3πr3N denotes the volume of N particles of
radius r and Vtot is the volume that the aggregate currently occu-
pies. Calculating the filling factor is trivial in the case of omni-
directional compression (see Fig. 2, left panel) as Vtot = Ah for a
box with base size A and current height h.

However, in the uni-directional case (Fig. 2, right panel)
there are no side walls containing the aggregate, and particles
will leave the initial volume. They flow to the sides as the top
wall is moving downwards. This complicates the determination
of Vtot in the numerical as well as experimental setup. In the
following we assume that the volume the aggregate is currently
occupying is given by its projected cross section Aproj and the
current height h of the aggregate, which equals the distance be-
tween the top and the bottomwall. Aproj is obtained by projecting
the aggregate in the plane of the top/bottom wall.

3.3. Previous work

A first attempt to determine the compressive strength numeri-
cally has been presented by Paszun & Dominik (2008). With
the exception of the damping of the normal interaction (see
Sects. 2.1.3 and 2.1.4) they used the same particle interaction
model that we use here. However, instead of flat walls they used
two huge particles with radii much bigger than the dust grains to
model the boundary conditions. The sample was put between the
“wall particles” and the upper particle was being moved down-
wards at constant speed while the force acting on this “wall par-
ticle” was stored for later analysis. Since the motion of the grains
has only been constrained in the vertical direction, grains could
dodge to the sides as the pressure increased. Thus, an increase
of the initial cross section of the aggregate was observed during
the compression that led to a significant uncertainty in the deter-
mination of the volume the aggregate occupied at a certain point
of time. Since the number of monomers was also limited to very
small numbers (≈300) it is questionable if the results hold in the
continuum limit.

Paszun & Dominik (2008) confined themselves to the case
of unidirectional compression. To our knowledge, the case of
omnidirectional compression has not been simulated so far for
this material. The compressive strength was only determined for
a compression speed of 0.05m s−1. A possible dependency of the
compression behavior on the speed of the compression has not
been studied before.

4. Numerical method

To integrate the equations of motion we use a second order, sym-
plectic Leap-Frog scheme. The main reason behind this choice
lies in the fact that the forces and torques have to be deter-
mined only once during each integration step. Likewise, the evo-
lution of the contact pointers and the twisting displacement (see
Eq. (10)) is calculated with second order accuracy.

The timestep is limited by the oscillations in direction of the
contact normal caused by the normal force (see Sect. 2.1.4) as
well as the oscillations in the tangential plane of the contact
caused by the sliding force. As already mentioned the normal
oscillation period is on the order of 10 ns.

The period of the oscillations in the tangential plane can be
obtained in the following way: Wada et al. (2007) derive the slid-
ing force from the corresponding sliding potential Us

Us =
1

2
ks‖ζ‖2. (29)

We can get an estimate of the oscillation period T by

T =
2π

ω
= 2π

√
m

ks
, (30)

where ω denotes the corresponding angular frequency of the os-
cillation and m is the mass of a monomer. For the material pa-
rameters given in Table 1 we obtain T = 12.8 ns. Applying the
sliding modifier ms = 2.5 (see Sect. 5.1) the tangential oscilla-
tion period decreases to T = 7.83 ns, which limits our timestep
to 0.3 ns.

5. Results

Calibration experiments using a continuum SPH-code indi-
cate that the compressive strength of a porous dust ag-
gregate depends on how fast the compaction takes place
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A. Seizinger et al.: Compression behavior of porous dust agglomerates

Fig. 3. The compressive strength (filling factor φ versus pressure p) as
obtained from experiments. The dark shaded region with the solid line
fit refer to the omnidirectional compression experiment performed by
Güttler et al. (2009) whereas the light shaded region and the dashed line
fit were obtained for unidirectional compression by Blum & Schräpler
(2004). The small image on the top left depicts the experimental setup
of the omni-directional compression experiment. (Figure taken from
Güttler et al. 2009.)

(Güttler et al. 2009; Geretshauser et al. 2010). So far, in labora-
tory experiments the compressive strength could only be deter-
mined for a slow quasi-static compression process, where the
compressed aggregate had been given sufficient time for relax-
ation (in the following referred to as static compression) (Güttler
et al. 2009).

The static compression provides us with the possibility to
check how well our model is able to describe the compression
behavior of porous dust aggregates. In the first step we will there-
fore use the case of the omnidirectional static compression to
calibrate our molecular dynamics model. Afterwards we will in-
crease the speed of the top wall. At a sufficiently high speed the
relaxation of the aggregate will not be possible any longer (from
now on referred to as dynamic compression).

5.1. Calibration of our model

To model the quasi-static compression the speed vwall at which
the top wall is moving downwards should be as low as possible.
As the time required to reach a certain filling factor is inversely
proportional to vwall, the runtime of the simulation constitutes a
lower limit of vwall. Paszun & Dominik (2008) considered vwall =
5 cm/s to be low enough to model static compression. However,
we observe that the curves still change when using even lower
velocities (see Fig. 6 below). To model the case of static com-
pression we set vwall = 1 cm/s. To ensure it is a reasonable choice
we checked lower velocities down to vwall = 0.2m s−1 but ob-
served only a tiny deviation of the resulting curves.

Depending on the number of particles we use, the diam-
eter of our sample aggregates is roughly 40−60 µm which is
about×103 times smaller than the samples used in the laboratory
experiments.While the sample is getting compacted the particles
on the edges of the sample must overcome the sliding resistance
of the side wall. Owing to the small diameter of the sample this
has a significant influence on the resulting force on the top wall.
To mitigate this effect we reduce the strength of the rolling, slid-
ing, and twisting interaction between particles and the side walls
by a factor of 1000.
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Fig. 4. Compressive strength for omnidirectional compression of cu-
bical aggregates. The result of the unaltered interaction model is
compared to our improved model. The black line represents a fit to
experimental data obtained from Güttler et al. (2009).

The results of the corresponding laboratory experiment are
shown in Fig. 3. The solid black curve is a good fit to the omni-
directional experimental data (see Fig. 4 and dark shaded area in
Fig. 3) and is given by

φ(P) = φ2 − φ2 − φ1
exp

(
log10 P−log10 pm

∆

)
+ 1

· (31)

Using φ1 = 0.15 and φ2 = 0.58 we obtain pm = 16.667 kPa and
∆ = 0.562. The black curve shown in Fig. 4 depicts this fit.

The results of the unidirectional experiments, also displayed
in Fig. 3, have been fitted by Blum & Schräpler (2004) using a
similar curve with φ1 = 0.15, φ2 = 0.33, pm = 5.6 kPa, and
∆ = 0.33.

5.2. Omnidirectional compression

5.2.1. Quasi-static case

In Fig. 4, we compare the experimental fitting curve to results
from our simulations of box-shaped samples featuring approx-
imately 11 000 particles and an edge length of about 40 µm.
All curves have been obtained from averaging the results of six
independent runs with samples having statistically equal bulk
properties.

Obviously, simulations using the Dominik and Tielens
model do not reproduce the experimental data very well. For low
pressures the blue dashed curve in Fig. 4 lies significantly above
the solid black one, i.e. applying the same pressure the sample
has been compressed to a higher filling factor in the simulations
than compared to the experiments. In order to make it harder to
compress an aggregate we tried to increase the stiffness of the
aggregates by modifying the particle interaction.

To our knowledge the equations describing the rolling and
sliding interaction have not been experimentally tested yet,
whereas the pull-off force of the normal interaction has been
measured using atomic force microscopy (Heim et al. 1999).
Thus, we vary the strength of the rolling and sliding interaction.
For this purpose we simply multiply the constants kr and ks (see
Eqs. (17) and (18)) with correction factors that we further re-
fer to as rolling/sliding modifiers mr and ms. This constitutes a
straightforward approach to increase the stiffness of monomer
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Fig. 5. Snapshots of the vertical profile of the aggregate’s filling factor
averaged horizontally. Shown are results at 5 evolutionary times using
3 different speeds. The left (solid) curves represent the initial state at t =
0. As the top wall moves slowly downwards the aggregate is compacted
almost homogeneously as is indicated by the nearly vertical curves. At
the top and bottom of the box wall effects produce a slight deviation.

chains. In fact, we also modified the strength of the twisting in-
teraction but found that it had very little to no impact on the
compressive curve. Therefore we do not alter twisting in this
work.

Choosing mr = 8 and ms = 2.5, we obtain the red-dotted
curve in Fig. 4. All in all, our modified interaction model is able
to reproduce experimental results much better than the original
version. In particular, for pressures below 100 kPa we observe a
very good agreement with experimental data. However, we ob-
serve a deviation for pressures above 300 kPa. In our simulations
a pressure of more than 1MPa is required to further compress
aggregates when a filling factor of about Φ = 0.52 is reached.

In the quasi-static case the aggregate is given sufficient time
to restructure and counteract the pressure exerted on the walls.
Thus, we expect the filling factor increases homogeneously in
the sample. In Fig. 5 the vertical profile of the filling factor is
plotted for different stages of the compression process. To de-
termine the filling factor profile, the sample is split vertically
into equidistant intervals with the length of one particle diame-
ter. Then, the average filling factor is calculated for each inter-
val. Note that the fractal structure resulting in a filling factor of
φ = 0.15 in the bulk part of RBD-generated aggregates is not
present at the bottom of the aggregate. Therefore the filling fac-
tor there exceeds the average value of φ = 0.15.

During the compression process several snapshots of the fill-
ing factor profile have been taken. As expected the filling factor
increases almost homogeneously for slow compression speeds.
Keep in mind that it requires higher pressure to compact particles
close to a wall since neighbouring particles have to be pushed
away. Therefore the filling factor of the particle layers close to
the top or bottom wall is lower compared to the rest of the ag-
gregate for highly compacted aggregates. This effect causes the
crescent shaped curves observed for highly compacted aggre-
gates in Fig. 5.

The corresponding compressive strength curve for these low
velocities is shown in Fig. 6. For compression speeds of 5 cm/s
and below the differences to the quasi-static case remain small.
For higher velocities we observe an increasing deviation from
the quasi-static curve. Thus, the results from Güttler et al. (2009)
cannot be applied for higher velocities.
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compression.
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Fig. 7. Dynamic omnidirectional compression with vwall between
1−5 m s−1.

5.2.2. Dynamic case

In a second step, we studied the influence of large compres-
sion speeds. If the compression speed exceeds around 1m s−1 the
compression behavior changes considerably. The required sim-
ulation time is inversely proportional to the compression speed.
Therefore we use a higher number of particles for compression
experiments with wall speeds above 1m s−1. The box-shaped
samples are composed of about 40 000 particles and feature a
base length and height of ≈60 µm. Compared to the quasi-static
case the shape of the curves changes drastically, see Figs. 7
and 8. Instead of a smooth transition, three distinguished regimes
emerge: the filling factor does not increase until a certain critical
pressure is reached. Then, only a small additional pressure is re-
quired to compact the aggregate. When the aggregate is close to
its final compaction the pressure again increases sharply.

This can be easily explained by looking at Fig. 9. When the
compression speed exceeds a value of 1m s−1 the aggregate is
compacted inhomogeneously. The compression occurs too fast
to allow the propagation of the top pressure through the entire
sample. We clearly see the emergence of a very dense layer
right beneath the top wall. This compact layer propagates down-
wards at the speed of the wall similar to a snowplough clearing
freshly fallen snow. While pushing the dense layer downwards
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the pressure remains constant. After it reaches the bottom of the
sample the pressure required to compress the sample a little bit
further increases drastically. The sharp spikes shown in Figs. 7
and 8 result from the highly compacted layer reaching the bot-
tom of the sample. The density wave is reflected from the bottom
causing heavy fluctuations of the pressure on the top and bottom
wall.

By comparing the filling factor profile during the compres-
sion to the initial one we can determine at which speed vp the
compaction is propagating downwards trough the sample. For
this purpose we measure the height where the initial and cur-
rent filling factor profile deviate from each other and use the
time that has passed since the start of the simulation to calcu-
late the speed. Averaging over six different samples we obtain
vp = 6.98 ± 0.16m s−1.

To provide continuum-simulations with a simple recipe for
the dynamic compressive strength we performed simulations us-
ing compression speeds up to 25m s−1. A few examples are
shown in Figs. 7 and 8. For every compression speed we deter-
mine a fit curve similar to Eq. (31), where pm and ∆ serve as fit-
ting parameters. Thus, we obtain values of pm and ∆ for different
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Fig. 10. Dependence of the fit parameter pm of Eq. (31) on the compres-
sion speed v in the quasi static regime of v ≤ 1m s−1.

compression speeds. In the last step we determine for each pa-
rameter an analytic approximation describing the dependency on
the compression speed.

We observe different behavior between the the quasi-static
case for low velocities and the dynamic case for higher veloci-
ties. In the beginning, pm decreases which means that the sam-
ple can be compressed more easily. This can be explained by the
fact, that the aggregate is given less time to restructure and coun-
teract the external pressure exerted on it by the wall. However,
this effect will be reversed when the compression speed exceeds
a critical value of vcrit ≈ 0.9m s−1. In the dynamic regime, it gets
considerably harder to compress the sample with increasing ve-
locity of the wall. Therefore it is helpful to distinguish between
the two regimes.

In Fig. 10 the dependence of pm on the compression speed v
is shown for values of v ≤ 1m s−1. Using the ansatz pm(v) =
av2 + bv + c we obtain

pm(v) =
(
18.296 v2 − 33.663 v+ 16.667

)
kPa, (32)

where the compression speed v is given in m s−1.
In Fig. 11 the dependence of pm on the compression speed v

is shown for values of v ≥ 1m s−1. To find a simple analytic
approximation we choose a power law of the form pm(v) = avb+
c and we obtain

pm(v) = (1.340 v1.93 + 0.307) kPa. (33)

The fitted parabola describes the data points well. As the expo-
nent of 1.93 is close to 2, we determine a second fit where the
exponent was set to 2 and get

p̃m(v) = (1.087 v2 + 0.560) kPa. (34)

Similarly, for the parameter ∆ (see Fig. 12) we obtain

∆(v) = (v + 1.598)−1.997 + 0.170. (35)

5.3. Unidirectional compression

Additionally, we simulated the unidirectional compression of
cylindrical samples of different sizes using the non modified
model. The results are shown in Fig. 13 where again each curve
is obtained by averaging the results for six different samples of
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equal size. To compare our results to Paszun & Dominik (2008)
the speed of the top wall was set to vwall = 5 cm/s. Apparently
there is a noticeable discrepancy between our simulations and
the laboratory results. As in the case of omnidirectional com-
pression, the pressure required to reach a certain filling factor is
significantly lower in our simulations.

As we can see in Fig. 13 the deviation for pressures above
10 kPa becomes more apparent if we increase the size of the
samples. As Paszun & Dominik (2008) compressed very small
samples using only about 300 particles this may be the reason
why their results showed better agreement with laboratory re-
sults for higher pressures. However, their compressive strength
curve was also shifted in the same direction as in this work.

Afterwards we tested the modified model with the same
mr = 8 and ms = 2.5 as found above. As it is shown in Fig. 14
(red dotted curve), the modified model agrees very well with
the experimental results for pressures below 104 Pa. However,
we still end up with considerably higher filling factors. A possi-
ble explanation is given by the fact that the size of the samples
used in the laboratory experiments was on the order of centime-
ters and thus about 2000 times larger than our samples. Blum &
Schräpler (2004) measured that the projected cross section in-
creased by a factor of 1.6 during the compression process. To
reach similar pressures in our simulations the sample has to be
compressed until its height is only about two times the diameter
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Fig. 13. Compressive strength for unidirectional compression of cylin-
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Fig. 14. Unidirectional compression of cylindrical aggregates using the
modified model with 18 000 particles. The black line has been obtained
from experiments by Blum & Schräpler (2004).

of a single monomer where the cross section increased roughly
by a factor of 4. Due to the larger diameter of the laboratory
samples it is harder for monomers in the center to flow in the
outward direction.

6. Conclusions

We have performed molecular dynamics simulations to study
the compressive strength of dust agglomerates which plays an
important role in determining the outcome of mutual colli-
sions. Using a special setup for the simulations we were able
to compare our results in detail to the outcome of of dedicated
laboratory experiments.

Our simulations using the frequently applied interaction
model by Dominik & Tielens (1997) indicate that real aggre-
gates composed of micron sized silicate grains feature a greater
stiffness. Since the primary bulk properties of material used
for the individual monomers are known experimentally very
well (see Table 1), we decided to vary the force constants (kr
and ks) for rolling and sliding. Indeed, the higher stiffness can
be accommodated by an increase of mr = 8 and ms = 2.5
(for kr and ks, respectively) in comparison to the quoted values
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in Eqs. (17) and (18). After modifying the interaction model as
described in Sect. 5.1, we have been able to reproduce the ex-
perimental results much better, and found very good agreement
for both, unidirectional and omnidirectional compression. This
work reveals the importance of the rolling and sliding interac-
tion for the restructuring of aggregates. As these interactions
currently lack experimental testing we feel it desirable to study
in particular the rolling and sliding of micron sized grains in
laboratory experiments.

We have also studied the influence of the wall speed on the
compression behavior. If an aggregate is compressed slowly the
filling factor increases homogeneously and the pressure needed
to further compact the aggregate increases with increasing fill-
ing factor. For higher compression velocities a compacted layer
emerges underneath the moving wall, similar to the shovel of
a snow plow, when pushing away snow. Once this layer has
formed the pressure remains nearly constant until the layer has
reached the bottom of the sample. The transition from the static
towards the dynamic case occurs at compression speeds on the
order of 1m s−1. Since impact velocities of typical collisions
of planetesimals lie within the range of 1−10m s−1 the dy-
namic compression behavior must be taken into account when
simulating such collisions.

To determine the impact of the rescaling of the rolling and
sliding forces on the very early phases in the planetesimal forma-
tion process, we plan to perform detailed collision simulations
for a wide set of collision parameter. This will allow us to calcu-
late ab initio the division between bouncing, sticking and frag-
mentation. This has recently been under experimental and theo-
retical scrutiny (Zsom et al. 2010; Geretshauser et al. 2011). It is
hard to estimate the consequences of the new (stiffer) parameter
set on the outcome of agglomerate collisions. We suspect that
this can possibly lead to an enhanced sticking as more energy
can be stored in the system before it breaks. Using a much larger
particle number than previously will allow us to determine more
accurately important bulk parameters such as the sound speed.
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ABSTRACT

We performed micro-gravity collision experiments in our laboratory drop tower using 5 cm sized dust agglomerates
with volume filling factors of 0.3 and 0.4, respectively. This work is an extension of our previous experiments
reported in Beitz et al. to aggregates of more than one order of magnitude higher masses. The dust aggregates
consisted of micrometer-sized silica particles and were macroscopically homogeneous. We measured the coefficient
of restitution for collision velocities ranging from 1 cm s−1 to 0.5 m s−1, and determined the fragmentation velocity.
For low velocities, the coefficient of restitution decreases with increasing impact velocity, in contrast to findings by
Beitz et al. At higher velocities, the value of the coefficient of restitution becomes constant, before the aggregates
break at the onset of fragmentation. We interpret the qualitative change in the coefficient of restitution as the
transition from a solid-body-dominated to a granular-medium-dominated behavior. We complement our experiments
by molecular-dynamics simulations of porous aggregates and obtain a reasonable match to the experimental data.
We discuss the importance of our experiments for protoplanetary disks, debris disks, and planetary rings. This
work is an extension to the previous work of our group and gives new insight into the velocity dependency of the
coefficient of restitution due to improved measurements, better statistics, and a theoretical approach.

Key words: methods: laboratory – methods: numerical – planets and satellites: formation – planets and satellites:
rings – protoplanetary disks

Online-only material: color figures

1. INTRODUCTION

There is observational evidence that cm-sized particles exist
in protoplanetary disks (PPDs; see, e.g., Wilner et al. 2005).
A recent model of protoplanetary-dust growth, based on labo-
ratory experiments, has shown that cm-sized particles can be
formed by direct collisional sticking (Güttler et al. 2010; Zsom
et al. 2010). Güttler et al. (2010) also found that collisional
compaction can lead to filling factors of up to 0.57. Compaction
in fragmenting collisions with mass transfer was also found by
Kothe et al. (2010), who confirmed the model by Güttler et al.
(2010).

If there were even larger solid particles available in PPDs,
then the growth could commence through a fragmentation-
coagulation cycle, leading to dust-aggregates sizes in the plan-
etesimal size range (Windmark et al. 2012). As the dust growth
in PPDs starts with (sub-) μm dust grains, it is natural to assume
that the resulting macroscopic bodies are agglomerates of the
microscopically small dust grains. Many bodies in debris disks
and planetary rings are also expected to consist of such granular
material. Therefore, it is interesting and important to know the
collision behavior of very large dust aggregates. A first approach
to the >cm size range was established by Beitz et al. (2011),
who investigated collisions among 2 cm sized dust aggregates.
Here, we present follow-up experiments with 5 cm sized dust
aggregates, which are more than an order of magnitude larger
in mass.

In Sections 2 and 3, we describe our experimental approach
and the experimental results. Section 4 explains the numerical
model used to understand the physics in dust-aggregate colli-
sions, and Section 5 gives some astrophysical applications for
low-velocity collisions of granular bodies. Finally, Section 6
summarizes our results.

2. EXPERIMENTAL APPROACH

In this section, we describe the experimental methods applied
for the determination of the coefficient of restitution and the
fragmentation threshold of 5 cm sized dust agglomerates.

2.1. Preparation of the Dust Agglomerates

The dust material for the production of large aggregates
was pure SiO2 powder, consisting of 0.1–10 μm sized irregular
grains. Owing to the fact that direct growth can commence
through the millimeter-size range where a new growth process
(e.g., fragmentation with mass transfer) occurs, we expect that
large dust agglomerates in PPDs possess a hierarchic structure
and are agglomerates of agglomerates. Therefore, prior to
compression into large dust aggregates, the dust powder was
being sieved through a mesh with a width of 0.5 mm to avoid
larger aggregates. As shown by Weidling et al. (2012), the
sieving process produces dust agglomerates with a filling factor
of 0.35. The sieved dust was then filled into a hollow steel
cylinder with 5 cm diameter and was then slowly compressed
with a brass piston. The volume filling factor of the compressed
dust aggregates was adjusted by filling the cylinder with a
defined dust mass m and by compressing the sample to a pre-
determined height of 5 cm. After the compression, the bottom
of the steel cylinder was removed and the dust agglomerate was
pushed out of the cylinder using the piston.

2.2. Morphology of the Dust Agglomerates

To examine the inner structure of our dust agglomerates, we
performed X-ray tomography (XRT) measurements. Figure 1
shows a plane perpendicular to the cylinder axis of 5 cm diameter
and also granularity, which represents the original sieved dust
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Figure 1. Reconstruction of an XRT image showing a radial slice perpendicular
to the cylinder axis in the center of the dust agglomerate (window size: 5.9 cm ×
5.9 cm). Inset: cutout of a piece of the dust agglomerate, including the cylinder
mantle (window size: 0.63 cm × 0.54 cm).

aggregates. This sub-structure is not visible in some areas of
a few millimeters in radius. We think that this is caused by
slightly inhomogeneous compression. To increase the resolution
of the XRT, we cut a millimeter-sized piece out of a larger dust
aggregate, which included the cylinder mantle, and repeated the
XRT measurements with a voxel size of 17 μm × 17 μm ×
17 μm. In the inset of Figure 1, a cut through the center of the
sample is displayed, with the former cylinder mantle at the top
of the inset picture. On the cylinder mantle, the agglomerate-
of-agglomerates structure is not present. The material has
obviously formed a slightly densified mantle of about 85 μm
thickness with a filling factor of 0.35. We do not think that this
slight density increase of about 10% has a considerable effect
on the impact behavior of the dust agglomerates.

Figure 2 shows the density distribution inside the dust
agglomerate. In the top graph, the mean density of planes
perpendicular to the cylinder axis is shown over the full height
of the agglomerate. The median volume filling factor of the dust
agglomerate is ∼0.3. At the top 6 mm of the dust-agglomerate
cylinder, the mean density is increased to a filling factor of up
to 0.38. This is the place where the piston has pushed against
the agglomerate during compression. In the lower 5 mm of the
dust aggregate, the density of the agglomerate rapidly decreases
to a volume filling factor of about 0.15. The lower graph of
Figure 2 shows the radial density distribution averaged over the
azimuth and over 20% of the cylinder height for each curve.
The upper curve was averaged over the upper 20% of the dust
agglomerate. The three curves in the center were averaged over
the central 20%–40%, 40–60%, and 60%–80% slices of the
dust agglomerate. Keep in mind that these three curves have
basically the same values and overlap in Figure 2. The lower
curve was averaged over the lower 20% of the dust-agglomerates
height. The lower graph of Figure 2 shows that the density
of the central part of the dust agglomerate increases slightly
from the axis to the mantle by about 5% in a volume filling

Figure 2. Volume filling factors derived from the XRT measurements of a
dust agglomerate. Top graph: the mean density of planes perpendicular to the
cylinder axis as a function of the height of the dust agglomerate. Bottom graph:
the radial density distribution averaged over the azimuth and 20% of the dust-
cylinder height for five vertical positions of the dust agglomerate. The uppermost
curve belongs to the top part of the dust aggregate, the three center curves (partly
overlapping) belong to its central parts, and the lower curve represents the lower
portion of the dust agglomerate.

factor. Here, the top and bottom curves are of no particular
importance because the dust agglomerates collide close to their
midplanes. Within the accuracy of the XRT measurements
(∼10–100 μm), only slightly densified material on the dust-
agglomerate’s cylinder mantle is found, which we believe does
not dramatically influence the collisional outcome.

2.3. Collision Experiments

The collision experiments using the dust aggregates described
above are performed in our 1.5 m laboratory drop tower
described in Beitz et al. (2011). The agglomerates were placed
above each other with their symmetry axes rotated by 90◦(see
Figure 3, top). Each dust agglomerate is supported by two
brackets, which can be rapidly pulled away by solenoid magnets.
The upper dust agglomerate is released slightly earlier than the
lower one (see Figure 3). The time difference Δt between the
release of the upper and lower dust agglomerate results in
a relative velocity v = gΔt between the two bodies, where
g = 9.8 m s−2 is the surface acceleration of the Earth. As the
drop tower is evacuated to a residual gas pressure of 100 Pa, air
drag can be neglected during the ∼ 0.5 s free-fall time.

The resulting impacts are observed by two cameras (one
high-speed camera, one camera with a normal frame rate) with
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Figure 3. Top: the two dust agglomerates shortly after release and before
the collision. Both release mechanisms are fully open. Bottom: the two dust
aggregates fragment shortly after impact.

90◦angular distance. The cameras, which are outside the drop
tower, are released such that they fall in the center-of-mass frame
of the two dust aggregates.

The release mechanisms of the two dust agglomerates cause
a slight rotation of the two bodies. Furthermore, the collisions
were not always perfectly central, which also causes rotation.
To account for these effects, we calculated the coefficient of
restitution from the ratio of the square root of the total kinetic
energies of the two dust agglomerates in their center-of-mass
frame before and after the collision,

e =
(

m∗v2
2 + I

(
ω2

21 + ω2
22

)
m∗v2

1 + I
(
ω2

11 + ω2
12

)
) 1

2

. (1)

Here, v1 and v2 are the relative translational velocities of the
two dust aggregates before (index 1) and after (index 2) the

collision; ω11, ω12, ω21, and ω22 are the mutually perpendicular
angular velocity components of the colliding cylinders (the first
index refers to before and after the collision, the second index
describes which of the agglomerates is meant); and m∗ = m/2
and I are the reduced mass and the moment of inertia of the two
dust aggregates. Please note that we only consider rotation of the
dust cylinders around axes perpendicular to their symmetry axis.
The rolling motion of the agglomerate as well as the rotations of
the agglomerate in the third possible direction were measured
and found negligible. They are very small because of the impact
and release geometry of the agglomerates. The effective relative
velocity, including rotation effects, of the agglomerates prior to
the collision is then given by

veff =
(

m∗v2
1 + I

(
ω2

11 + ω2
12

)
m∗

) 1
2

. (2)

This rotation of the dust aggregates is only important at the
very lowest impact velocities; at higher relative velocities, the
rotational motion prior to the impact is negligible with respect
to the rotation after the impact.

At velocities lower than ∼10 cm s−1, the statistical scattering
of the single measurement was very high. This was due to the
fact that the free fall time of the dust aggregates was limited
to ∼0.5 s. At 1 cm s−1 impact velocity and a free fall time of
0.5 s, the maximal distance before and after the impact is only
2.5 mm. This is, from both the preparatory point of view and
for data-analysis reasons, a limiting value so that lower impact
velocities were not achievable. Therefore, more experiments
have been performed at the lower velocities to get a reasonable
mean value for the coefficient of restitution.

3. EXPERIMENTAL RESULTS

In this section, we will present our data on the low-velocity
coefficients of restitution as well as on the fragmentation
velocities of dust aggregates of two different volume filling
factors.

3.1. Coefficient of Restitution

In Figure 4, the coefficient of restitution of our 5 cm
sized cylindrical agglomerates, according to the definition in
Equation (1), is plotted as a function of the effective impact
velocity, according to Equation (2), for volume filling factors of
φ = 0.3 and φ = 0.4, respectively. Each data point is the mean
of four measurements; the error bars denote the 2σ error of the
mean value.

We can clearly distinguish different velocity regions. (1) At
the very lowest velocities (veff � 4 cm s−1), the coefficient
of restitution follows the solid-state model by Thornton &
Ning (1998) within the measurement uncertainties as shown
by the error bars in Figure 4 (see Section 4.1). (2) At higher
velocities (4 cm s−1 � veff � 6 cm s−1 for a filling factor
of 0.3 and 4 cm s−1 � veff � 10 cm s−1 for a filling
factor of 0.4), the coefficient of restitution decreases steeply
to values of e = 0.2 for φ = 0.3 and e = 0.3 for φ = 0.4,
respectively. (3) The coefficient of restitution remains constant
even for higher velocities. (4) Until fragmentation dominates
for veff >∼ 10 cm/s (see Section 3.2).

The coefficient of restitution was measured by considering
translational and rotational velocity changes. Because transla-
tional and rotational velocities are transformed into one another,
depending on the impact parameter, it is not possible to split the
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Figure 4. Coefficient of restitution as a function of the effective impact velocity
for 5 cm sized dust agglomerates of 30% volume filling factor (upper graph)
and 40% volume filling factor (lower graph), respectively. Each data point is the
mean value of four measurements; the error bars denote the 2σ uncertainties
of the mean values. The dotted line shows a power law with a slope of −1/4,
following the solid-state model by Thornton & Ning (1998; see Section 4.1).

coefficient of restitution into components of rotation and transla-
tion. To show the contribution of rotation in our measurements,
we display in Figure 5 the ratio of the translational velocity to
the effective velocity prior to the impact as well as the ratio of
the coefficients of restitution with and without the consideration
of rotation over the effective impact velocity. We use the same
averaging process as in Figure 4. Figure 5 shows that the rota-
tional contribution in our measurements is below 40% over all
velocities and that the influence of rotation on the coefficient of
restitution increases with decreasing impact velocity. However,
the data also show that the different regimes of the coefficient
of restitution (see above) are not caused by rotation effects.

In contrast to our result, Beitz et al. (2011) found no obvious
correlation between the coefficient of restitution and impact
velocity. Unlike in our experiments, they used smaller spherical

Figure 5. Ratio of the effective reduced velocity (including rotation) to linear
velocity prior to impact ( + ) and the ratio or the coefficient of restitution
including rotational effects to the coefficient of restitution with neglected
rotation (∗).

(A color version of this figure is available in the online journal.)

dust agglomerates made from monodisperse spherical grains.
We used cylindrical agglomerates because we were not able to
produce homogeneous crack-free spherical dust agglomerates.
Our polydisperse irregular SiO2 grains possess smaller contact
forces between the monomer particles than the monodisperse
spherical grains of Beitz et al. (2011). This and the smaller filling
factor in our experiments ease collisional compression and
reduce the effect of randomly jammed packings during collision
(see, e.g., Torquato & Stillinger 2010). Jammed packings are
stronger at higher compression velocities and increase the
rigidity of an agglomerate, and therewith decrease the contact
area of the colliding agglomerates. According to the model by
Thornton & Ning (1998), this should increase the coefficient
of restitution. Therefore, it is possible that jamming occurred
in the experiments by Beitz et al. (2011), due to their higher
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Figure 6. Possible outcomes in collisions among 5 cm sized dust aggregates for
different volume filling factors between φ = 0.3 and φ = 0.48. A + denotes
bouncing, Δ stands for the fragmentation of one of the two dust aggregates, ∗ and
� describe the fragmentation of both dusty bodies, the latter with a maximum
fragment mass smaller than half of the projectile mass. For comparison, the data
from Beitz et al. (2011) for 2 cm sized spherical dust aggregates with φ = 0.5,
using spherical 1.5 μm sized SiO2 monomers, are also shown

filling factor and monodisperse spherical grains, which is more
pronounced at higher collisional velocities.

3.2. Fragmentation Velocity

Above a certain impact velocity, one or both of the colliding
dust aggregates fragment so that the determination of the
coefficient of restitution becomes meaningless. We measured
the outcome of collisions among the 5 cm sized dust aggregates
with volume filling factors of φ = 0.3, φ = 0.4, and φ = 0.48
for velocities up to 200 cm s−1 and plotted the collision results
in Figure 6. The + signs denote bouncing, Δ stands for the
fragmentation of one of the two dust aggregates, whereas ∗
and � describe the fragmentation of both dusty bodies (in the
latter case, with a maximum fragment mass smaller than half of
the projectile mass). For comparison, we added the data from
Beitz et al. (2011) for 2 cm sized spherical dust aggregates with
φ = 0.5, using spherical 1.5 μm sized SiO2 monomers. Within
the scatter of data, the threshold between bouncing and single-
aggregate fragmentation seems to be independent of the volume
filling factor at vfrag = 40 ± 10 cm s−1. This is about a factor
of two higher than the fragmentation threshold found by Beitz
et al. (2011) and might be due to different geometry (spheres
versus cylinders), different monomer morphologies and sizes
(irregular polydisperse versus spherical monodisperse), dust-
aggregate size (5 cm versus 2 cm), or volume filling factor
(φ � 0.48 versus φ = 0.5).

4. MODELING DUST-AGGREGATE COLLISIONS

4.1. Continuum Theories

Assuming that at low velocities dust agglomerates behave
like solid bodies, we can apply the theory of Thornton & Ning
(1998) for the derivation of the impact-velocity dependence of
the coefficient of restitution. At larger velocities, we assume that
the granular material gets more and more mobilized and begins
to fluidize so that a solid-state theory is no longer applicable.
The model by Thornton & Ning (1998) relies on two threshold

Table 1
Material Parameters of the Individual Monomers Used

in the Molecular Dynamics Simulations.

Physical Property Silicate

Particle radius r (in μm) 0.6
Density ρ (in g cm−3) 2.65
Surface energy γ (in mJ m−2) 20
Young’s modulus E (in GPa) 54
Poisson number ν 0.17
Critical rolling length ξcrit (in nm) 2

velocities, the transition velocity between sticking and bouncing
and the transition velocity between elastic and plastic material
effects, vy , respectively. The data shown in Figure 4 suggest
that our collision velocities are clearly above both thresholds
because the coefficient of restitution is in the regime in which
energy-dissipating effects dominate. In this velocity regime,
Thornton & Ning (1998) predict a decrease of the coefficient of
restitution with increasing velocity and an asymptotic power-
law behavior of the coefficient of restitution of the form of
e ∝ v−1/4. The dotted line in Figure 4 shows such a dependence,
with vy = 0.12 cm s−1 for φ = 0.3 and vy = 0.4 cm s−1 for
φ = 0.4, respectively. As can be seen in the comparison between
the model and our data, our 5 cm sized dust aggregates can be
reasonably described by the Thornton & Ning (1998) continuum
theory for effective impact velocities up to ∼4 cm s−1. However,
for larger impact speeds, the coefficient of restitution drops
below the curve predicted by Thornton & Ning (1998) and is
rather velocity independent for velocities between ∼10 cm s−1

and the fragmentation limit (see Figure 4).

4.2. Molecular-dynamics Simulations
of Dust-aggregate Collisions

To understand these different collision behaviors of dust
aggregates, we use a molecular-dynamics approach featuring
detailed contact mechanics of microscopic silicate grains. The
corresponding interaction laws have been proposed by Johnson
et al. (1971) and Dominik & Tielens (1995, 1996). An overview
is given by Dominik & Tielens (1997) who applied the model
to simulate dust-agglomerate collisions for the first time in
the context of planet formation. Later, Wada et al. (2007)
presented a different approach where the same interaction laws
were derived from potentials. Recently, Seizinger et al. (2012)
proposed simple modifications to the model to better reproduce
the compression behavior measured in laboratory experiments
by Güttler et al. (2009).

In this work, the modified model of Seizinger et al. (2012) is
used. The material parameters used here are given in Table 1.
They are identical to those of Seizinger et al. (2012) but differ
from the ones used for similar simulations performed by Wada
et al. (2011).

4.2.1. Sample Generation

Here, we study the collisions of spherical aggregates. The
samples were generated using the following procedure: we
began with the regular lattice of the hexagonal closest packing
(hcp) for which the volume filling factor is given by φ =
π/2

√
3 ≈ 0.74. To achieve lower filling factors, we removed the

proper amount of randomly selected monomers. Especially for
lower filling factors, some monomers may end up disconnected
from the rest of the aggregate. In the last step, we therefore
removed all isolated monomers which were not connected to the
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Figure 7. Example of an aggregate used for the collision simulations. It
possesses a mean filling factor of φ = 0.55 and consists of ≈40,000 monomers.

main aggregate (typically less than 10−3 of the total number of
monomers). Except for the removal of isolated monomers, this
preparation method has been used by Wada et al. (2011) before.

The samples we used in this work consist of approximately
4 × 104 monomers, with a coordination number of ≈8.6, a
diameter of 50 μm, and a volume filling factor of φ ≈ 0.55. An
image of such a sample is shown in Figure 7.

4.2.2. Numerical Collision Experiments

Three samples generated by the procedure described above
were rotated randomly and collided head-on with impact ve-
locities between 0.01 and 0.5 m s−1. In the case of a bounc-
ing event, we determined the relative velocity between the

collision partners by averaging over the individual velocities
of the monomers that each aggregate was composed of.

Due to the lattice structure of the samples, their relative
orientation has a significant influence on the outcome of the
collision. Depending on this orientation, both sticking and
bouncing may occur for a given velocity. As we intended to
study the dependency of the coefficient of restitution on the
collision velocity, we kept the same orientation for a whole
collision sequence. For each sample, eight randomly chosen
orientations were examined. Thus, 24 collision sequences have
been simulated in total. Typically, not all collisions of one
sequence resulted in bouncing.

4.2.3. Results

The results of these collision sequences for the coefficient of
restitution are shown in Figure 8. Similar to the laboratory exper-
iments, one can distinguish between different velocity regimes.
The velocity dependency of the coefficient of restitution can be
well fitted by power laws, e(v) = avb. We determined two fits
elow(v) for the low-velocity regime ranging from 1 cm s−1 to
7 cm s−1 and ehigh(v) for velocities from 5 cm s−1 to 33 cm s−1.
We obtain alow = 0.219, blow = −0.268 and ahigh = 0.109,
bhigh = −0.513. For the low-velocity regime, the exponent of
the power law agrees very well with the one derived by Thornton
& Ning (1998) for the continuum theory, i.e., btheory = −0.25.
The error bars show the influence of the orientation of the col-
liding aggregates on the outcome of the collision. For velocities
higher than 33 cm s−1, we did not observe bouncing behavior
anymore.

For low-velocity collisions, the kinetic impact energy is too
low to restructure the aggregates, and thus the energy is mainly
dissipated by the formation and breaking of contacts between the
monomers, as shown in Figure 9. At velocities above 2 cm s−1,
restructuring of the dust aggregate sets in. As we can see in
Figure 10, inelastic rolling and sliding become the most impor-
tant dissipative channels. The dominance of the inelastic sliding
results from the high compactness of the aggregates. Due to the
large coordination number, monomers are tightly fixed by their
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Figure 8. Dependency of the coefficient of restitution on the collision velocity obtained from molecular-dynamics simulations. The collision partners are two identical
≈50 μm sized spherical dust aggregates having a mean porosity of φ ≈ 0.55.

(A color version of this figure is available in the online journal.)
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Figure 9. Energy dissipation during a bouncing collision in the low-velocity regime with an impact velocity of 1 cm s−1. The impact occurs after 23 μs. The kinetic
energy is dissipated by contact formation and breaking and vibrations of monomers.

(A color version of this figure is available in the online journal.)

 0

 1000

 2000

 3000

 4000

 5000

 6000

 7000

 8000

0 1e−05 2e−05 3e−05 4e−05 5e−05 6e−05

E
ne

rg
y 

[F
c 

δ c
]

Time t [s]

ΔEslidingΔErollingΔEtwistingΔEcontactΔEvibration

Figure 10. Energy dissipation of a bouncing collision in the high-velocity regime with an impact velocity of 10 cm s−1. The impact occurs after 2.3 μm. Contrary to
the low-velocity regime (Figure 9), energy is mainly being dissipated by inelastic sliding and rolling.

(A color version of this figure is available in the online journal.)

neighbors, which limits the amount of inelastic rolling that may
occur.

Given the vast differences in monomer-particle numbers
between the experimental and the model dust aggregates, the
agreement in the range of absolute values of the coefficient of
restitution and the occurrence of different physical regimes is
striking. Both approaches show a solid-state-like behavior for
very low impact velocities and deviations from the expected
power law with a slope of −1/4 for higher velocities.

5. ASTROPHYSICAL APPLICATIONS

5.1. Protoplanetary Disks

It has only recently been shown that cm-sized dust aggregates
can grow in PPDs (Zsom et al. 2010). Under certain conditions,

even larger dust aggregates can be formed. Windmark et al.
(2012) showed that a few indestructible, cm-sized solid bodies
can trigger further growth of dust aggregates through a frag-
mentation and re-accretion cycle. Baroclinic vortices (Klahr
& Bodenheimer 2004) or streaming instabilities (Youdin &
Goodman 2005) can concentrate cm-sized or larger dust ag-
gregates to high number densities. In all such cases, knowl-
edge about the low- and intermediate-velocity collision be-
havior of dust aggregates is of the utmost importance to cor-
rectly describe the fate of the dusty components. In highly
mass-loaded regions of PPDs, such as instability regions, the
coefficient of restitution determines the reduction of the rel-
ative velocities among the dust aggregates. A low value of
the coefficient of restitution eases the occurrence of gravita-
tional instabilities. It is thus important to know the threshold
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velocity for the onset of fragmentation, so that the size evo-
lution of the dust aggregates, and thus the efficiency of the
gravitational instability in PPDs, can be correctly determined
(see Johansen et al. 2006, 2008, 2012).

5.2. Debris Disks

As relative velocities in virtually gas-free debris disks are
typically larger than tens of meters per second, fragmentation
dominates the outcomes in collisions between dust aggregates.
Thus, one would expect a broad size distribution of dust
aggregates from the monomer grains or the radiation-pressure
blowout size (whatever is larger) to the largest occurring bodies.
However, the recent discovery of ultra-cold debris disks with
dust temperatures below the blackbody equilibrium temperature
has severely challenged this picture (Eiroa et al. 2011). Such low
temperatures require dust materials with very low absorption in
the far-infrared and the absence of a source for particles smaller
than the wavelength. The former can possibly be reached with
icy constituents, while the latter requires collision velocities
below the fragmentation threshold.

We found in our investigation that the fragmentation limit
is as low as ∼50 cm s−1 for large dust aggregates consist-
ing of micrometer-sized SiO2 grains. This is very close to
the ∼100 cm s−1 sticking threshold for the monomer particles
(Poppe et al. 2000). Unfortunately, it has only recently been pos-
sible to produce micrometer-sized water-ice particles (Gundlach
et al. 2011) so that impact experiments with monomer particles
and aggregates have not yet been performed. However, the ex-
periments by Gundlach et al. (2011) showed that the surface
force for the water-ice particles is about a factor of 10 higher
than for silica so that one can expect a similar increase for the
threshold velocities for monomer sticking and aggregate frag-
mentation, i.e., vfrag,ice ≈ 10 m s−1. Future experiments will
have to show whether or not this is true.

5.3. Planetary Rings

In Saturn’s main rings, the particle sizes have been estimated
to range from ∼1 cm to ∼10 m (Zebker et al. 1985) and are
believed to be at least covered by a regolith layer (Poulet
& Cuzzi 2002), which makes them similar in their collision
behavior to our dust aggregates. In the rings, the orbital shear
leads to random velocities among the ring particles. This effect is
counterbalanced by the energy loss due to the inelastic collisions
among the ring particles, leading to a steady-state velocity
distribution if and only if the coefficient of restitution decreases
with increasing collision velocity. A basic description of this
behavior is given in Goldreich & Tremaine (1978). The authors
also found a direct correlation between the optical depth of the
ring and the coefficient of restitution if the rings are in dynamical
equilibrium. For reasonable optical depths for Saturn’s main
rings, the required coefficients of restitution are e � 0.6. Both
conditions, the negative correlation between the coefficient of
restitution and the collision velocity as well as the required
values of the coefficient of restitution, show that the physical
composition of the ring particles must be such that the threshold
velocity between elastic and plastic impacts is just slightly lower
than the typical impact speeds (�1 cm s−1). Clearly, much
more work has to be done before we can really understand the
collision behavior of ring particles (e.g., use icy aggregates,
much lower collision velocities, include rotation, etc.), but the
dust-aggregate collision experiments presented in this article
show how to proceed.

6. SUMMARY

We investigated the low-velocity collision behavior of 5 cm
sized cylindrical dust agglomerates made by compression of
micrometer-sized SiO2 particles. We measured the coefficient
of restitution and the onset of fragmentation for agglomerates
with volume filling factors of φ = 0.3 and φ = 0.4 and
found that (1) at the very lowest velocities (veff � 4 cm s−1),
the coefficient of restitution follows the solid-state model by
Thornton & Ning (1998) within the measurement uncertainties
as shown by the error bars in Figure 4; (2) that the coefficient
of restitution decreases steeply to e = 0.2 for a volume filling
factor of 0.3 for velocities of 4 cm s−1 � veff � 6 cm s−1 and
to e = 0.3 for a volume filling factor of 0.4 for velocities
of 4 cm s−1 � veff � 10 cm s−1; (3) that the coefficient
of restitution remains constant for higher velocities; (4) until
fragmentation dominates for veff � 40 ± 10 cm s−1.

Our own numerical simulations, using the molecular-
dynamics approach described in Seizinger et al. (2012), yield
a reasonable match to the experimental data over the en-
tire bouncing regime. We discussed the consequences of our
results concerning PPDs, cold debris disks, and planetary
rings.
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ABSTRACT

Context. Bouncing collisions of dust aggregates within the protoplanetary disk may have a significant impact on the growth process
of planetesimals. Yet, the conditions that result in bouncing are not very well understood. Existing simulations studying the bouncing
behavior used aggregates with an artificial, very regular internal structure.
Aims. Here, we study the bouncing behavior of sub-mm dust aggregates that are constructed applying different sample preparation
methods. We analyze how the internal structure of the aggregate alters the collisional outcome and we determine the influence of
aggregate size, porosity, collision velocity, and impact parameter.
Methods. We use molecular dynamics simulations where the individual aggregates are treated as spheres that are made up of several
hundred thousand individual monomers. The simulations are run on graphic cards (GPUs).
Results. Statistical bulk properties and thus bouncing behavior of sub-mm dust aggregates depend heavily on the preparation method.
In particular, there is no unique relation between the average volume filling factor and the coordination number of the aggregate.
Realistic aggregates bounce only if their volume filling factor exceeds 0.5 and collision velocities are below 0.1 ms−1.
Conclusions. For dust particles in the protoplanetary nebula we suggest that the bouncing barrier may not be such a strong handicap
in the growth phase of dust agglomerates, at least in the size range of ≈100 µm.

Key words. planets and satellites: formation – methods: numerical – protoplanetary disks

1. Introduction

For the planet formation process, the growth from micron-
sized dust grains to kilometer-sized objects is a key ingre-
dient of the core accretion scenario originally proposed by
Pollack et al. (1996). Yet, the question remains unanswered
how this process is accomplished in the face of various im-
pediments. First of all, fast inward drift limits the time avail-
able to form planetesimals by successive collisions to less than
104 years (Weidenschilling 1977). The growth process itself
heavily depends on two ingredients:

1. the dynamical properties of the disk that determine the colli-
sion rate as well as the parameters of a collision such as the
impact velocity;

2. the mechanical behavior of the colliding aggregates that de-
termines the outcome of the collision.

Since the information accessible through direct observations is
limited, the first aspect is addressed mainly by theoretical work
and computer simulations (Flaig et al. 2012). For an overview on
the properties of protoplanetary disks, we refer to the following
reviews by Dullemond et al. (2007) and Armitage (2011).

Various methods are employed to investigate the colli-
sion behavior of dust/icy aggregates. Depending on the size
of the aggregates and the desired collision velocity, laboratory
experiments are possible. As of today, laboratory experiments
provide data of collisions ranging from millimeter- to decimeter-
sized aggregates composed of different materials (mainly sili-
cate/quartz and ice). A comprehensive summary of laboratory
experiments is given by Blum & Wurm (2008). Computer simu-
lations provide a second method to study the collisional behavior
of dust or ice aggregates. Collisions of very small, micron-sized

aggregates have been simulated using a molecular dynamics ap-
proach (e.g., Dominik & Tielens 1997; Paszun & Dominik 2009;
Wada et al. 2007, 2009). For macroscopic aggregates different
methods such as smoothed-particle hydrodynamics (SPH) are
employed (e.g., Schäfer et al. 2007; Geretshauser et al. 2010).

More recent experiments showed that collisions of mm- to
cm-sized aggregates often result in bouncing (e.g., Weidling
et al. 2009; Heißelmann et al. 2010; Weidling et al. 2012;
Jankowski et al. 2012). Extrapolating the results obtained from
the various experiments, Güttler et al. (2010) devised a model
describing the outcome of collision with respect to the collision
velocity, and the mass and porosity of the colliding aggregates.
Employing this model to simulate the evolution of a swarm of
dust aggregates in a protoplanetary disk, the so called “bounc-
ing barrier” emerged (Zsom et al. 2010). As the aggregates grow
larger, their relative velocities increase. Because of the growing
kinetic impact energy, aggregates get increasingly compacted
during successive collisions. When the aggregates get too com-
pact, their collisions do not result in sticking anymore. Instead,
they bounce off each other and the growth process is stopped.
This occurs in the size regime of centimeters.

A possible way to overcome the bouncing barrier has been
recently suggested by Windmark et al. (2012a). Under the as-
sumption of a few bigger aggregates that act as initial seeds, it is
possible to grow 100 m-sized bodies on the timescale of 1 Myr.
A possible origin of those seeds has been proposed by Windmark
et al. (2012b). Taking into account a Maxwellian velocity distri-
bution, they found that low velocity collisions can allow a few
aggregates to grow considerably larger than the average of the
simulated population.

Despite its significant influence on the growth process,
bouncing still lacks theoretical understanding of its prerequisites
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Table 1. Material parameters of the individual monomers used in the
simulations.

Physical property Silicate
Particle radius r (in µm) 0.6
Density ρ (in g cm−3) 2.65
Surface energy γ (in mJ m−2) 20
Young’s modulus E (in GPa) 54
Poisson number ν 0.17
Critical rolling length ξcrit (in nm) 2

on a microscopical scale. So far, molecular dynamics (MD) sim-
ulations result in bouncing only for compact aggregates (Wada
et al. 2011; Schräpler et al. 2012). According to Wada et al.
(2011) an average coordination number of 6 is required for ag-
gregates to bounce off each other. However, in laboratory exper-
iments bouncing was frequently observed in collisions of aggre-
gates with lower filling factors/coordination numbers for which
MD simulations clearly predict sticking. It has been speculated
that this discrepancy could result from a size effect or a possi-
ble compaction of the outer shell during the handling process of
the aggregates used in the laboratory experiments. However, the
latter hypothesis has been refuted by recent experiments (Kothe
et al. 2013).

The aim of this work is to study the influence of the internal
structure on the bouncing behavior of sub-mm dust aggregates
in greater detail. Using the enormous computing power provided
by GPUs, we can simulate aggregates consisting of several hun-
dreds of thousands of monomers and thus simulate aggregates in
a size range from several microns up to ≈0.1 mm in diameter.

2. Interaction model

To simulate the behavior of dust aggregates we use a soft-sphere
discrete element method (SSDEM) approach. The dust aggre-
gates are composed of hundreds of thousands of micron-sized
spherical grains (monomers). Our interaction model is based on
the work of Dominik & Tielens (1997) who combined earlier
theoretical work by Johnson et al. (1971); Dominik & Tielens
(1995, 1996) into a detailed micro-mechanical model describing
the interaction between two monomers. These monomers may
establish adhesive contacts when touching each other and ki-
netic energy is dissipated upon deformation of these contacts.
A few years later, Wada et al. (2007) presented a different ap-
proach when deriving nearly the same forces and torques from
corresponding potentials.

When trying to reproduce the results of laboratory experi-
ments performed by Güttler et al. (2009) on the compression
of porous dust cakes, Seizinger et al. (2012) observed that the
behavior predicted by the model of Dominik & Tielens (1997)
was too soft. Since the samples used by Güttler et al. (2009) had
been composed of micron-sized, spherical, monodisperse sili-
cate grains their results constituted a perfect opportunity to cali-
brate the model. Introducing two free parameters mr and ms that
modify the strength of the rolling and sliding interaction between
two monomers, Seizinger et al. (2012) were able to obtain excel-
lent agreement between the laboratory results and the computer
simulations.

In this work we use the modified interaction model presented
by Seizinger et al. (2012) with mr = 8 and ms = 2.5. The material
parameters are listed in Table 1.

3. Sample generation

In this work we examine the conditions under which bounc-
ing occurs. Apart from the external parameters describing the
physics of collisions such as the impact parameter or velocity,
we study the influence of the internal structure of the aggre-
gate. Examples of such aggregates that have been generated by
different methods are shown in Fig. 1.

To study the influence of the aggregate size, we use aggre-
gates with diameters in the range of 30 to 100 µm. Unfortunately,
simulations with larger aggregates are infeasible because of
the required computational cost, at least for a wider range of
parameters.

Typically, the volume filling factor φ and the average coordi-
nation number nc are used to classify aggregates. In general, the
filling factor is given by

φ =
NVp

VA
, (1)

where N denotes the number of monomers, Vp is the volume of
a monomer, and VA is the total volume occupied by the aggre-
gate. As we use spherical aggregates, VA can be calculated eas-
ily from the outer radius of the aggregate. For irregular-shaped
aggregates there are different ways to define VA. For example
Kozasa et al. (1992) determine the size of a porous aggregate
based on its radius of gyration, whereas Ossenkopf (1993) uses
the geometric cross section. It is important to keep this ambigu-
ity in mind when comparing the porosities of fluffy aggregates
to results presented by other papers.

In molecular dynamics simulations, the coordination number
of a monomer denotes the number of the neighbors it interacts
with. Thus, the average coordination number nc is obtained by
averaging the number of contacts of each particle.

In this work we use three different types of aggregates:
Hexagonal lattice aggregates featuring a regular grid struc-
ture, aggregates produced by slowly compacting a porous dust
cake, and aggregates generated by successively adding sin-
gle monomers from randomly chosen directions. These choices
were motivated by the fact that hexagonal lattice aggregates
are easy to build and allow for comparison with earlier work
by Wada et al. (2011), whereas the static compaction resem-
bles the generation of samples used in laboratory results. The
aggregates of the third type are generated algorithmically, but
their structure remains comparable to the static-compaction type
(see Sect. 3.4). Because the aggregates within the protoplane-
tary nebula grow through successive collisions one might ex-
pect that their internal structure lies somewhere in between the
static-compression and the ballistic-aggregation cases.

3.1. Hexagonal lattice (CPE)

Hexagonal-lattice type aggregates, also referred to as hexago-
nal close packing with extraction (CPE), can be generated very
easily. First, a hexagonal close-packing aggregate is generated
which features a volume filling factor φ ≈ 0.74 and a coordi-
nation number nc ≈ 12 (because of surface effects nc equals 12
only for aggregates of infinite size). In the second step, a suit-
able number of randomly selected monomers will be removed
to achieve the desired volume filling factor. As a result, a small
number of monomers on the surface may become disconnected
from the main aggregate and will be removed as well.

Wada et al. (2011) have already studied the bouncing behav-
ior of these aggregates and found that bouncing will occur if the
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Fig. 1. Examples of the different types of aggregates used in this work: a) hexagonal lattice φ = 0.59, nc = 9.93; b) ballistic aggregation with
migration φ = 0.40, nc = 3.98; and c) static compaction φ = 0.49, nc = 3.50. All depicted spheres have a diameter of 60 µm.

average coordination number is greater than 6. Schräpler et al.
(2012) analyzed the relation between the coefficient of restitu-
tion and the collision velocity in experiments and simulations us-
ing CPE aggregates. Their results agreed well with a theoretical
model by Thornton & Ning (1998).

3.2. Ballistic aggregation with migration (BAM)

The second type of aggregates was originally suggested by Shen
et al. (2008) and also studied in the work of Wada et al. (2011).
To generate a larger aggregate, single monomers are succes-
sively shot in from random directions onto the existing aggre-
gate. When the monomer hits the aggregate it will either re-
main at the position where the first contact was established or it
will migrate to a position close by where it establishes contacts
with two or three monomers. Compared to Shen et al. (2008),
we use three different methods to select the final position of the
migrating particle:

1. select the position closest to the spot where the monomer im-
pacts on the aggregate (referred to as “shortest migration”);

2. select the position randomly from all available possibilities
(referred to as “random migration”);

3. select the position which is closest to the center of mass
(referred to as “center migration”).

For a given coordination number, the resulting aggregates show
a different filling factor depending on which selection mecha-
nism is employed (see Fig. 2). The first method leads to the most
porous aggregates since the monomers typically migrate to po-
sitions farther outward compared to the case of random migra-
tion. The resulting aggregates will become even more compact
if monomers migrate to the most inward position available.

Note that we do not claim that random and center migra-
tion are realistic growth processes that accurately describe the
growth of dust aggregates in protoplanetary discs. Yet, they con-
stitute a computationally very cheap approach to generate larger
aggregates that do not suffer from the artificial lattice structure
like the CPE aggregates described above. Compared to the static-
compaction aggregates they offer the additional advantage of be-
ing perfectly relaxated. Since all monomers are at equilibrium
distance from each other, there are no attractive or repulsive
forces that could lead to a breakup of the aggregate.
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Fig. 2. The relation between the volume filling factor φ and the aver-
age coordination number nc. All aggregates are spherical and have a
diameter of 60 µm.

3.3. Static compaction (SC)

The last type of aggregates used for our studies is the most com-
putationally expensive. To generate a spherical aggregate of a
certain diameter we start with a sufficiently large, cuboid-shaped
dust cake generated by random ballistic deposition (RBD). Since
RBD aggregates feature an initial volume filling factor of φ =
0.15, we first have to compact the aggregate until we reach the
desired filling factor. For this purpose, the aggregate is put into
a box with walls that can move toward each other. According
to Seizinger et al. (2012) this compaction must be very slow to
prevent inhomogeneities.

Even if the cake is compacted homogeneously for filling fac-
tors above ≈0.45, it will become elastically charged and expand
when the compacting walls are removed. Therefore, the dust
cake needs to be relaxated before removing the walls of the com-
paction box. For this purpose, we disturb the aggregate by mod-
ifying the position of the monomers randomly by a very small
amount. We keep the disturbed aggregate in a box of fixed size
and wait until the kinetic energy induced by the disturbance is
damped away by the inelastic monomer interaction. To eliminate
kinetic energy below the threshold where the inelastic regime
is entered, we additionally enforce a viscous damping mecha-
nism. For this purpose, the velocities and angular velocities of
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the monomers are multiplied by a factor of 1-κ in each time
step, where κ denotes a damping coefficient. In this work we
use κ = 0.0001.

It turns out that a maximum disturbance of a factor of 0.001
to the radius of a monomer is sufficient to stabilize the aggregate
without altering its internal structure. Higher values may alter
the coordination number significantly which could potentially
change the collisional behavior of the aggregates and is therefore
unwanted. For filling factors above φ = 0.58−0.59 this method
no longer works because the compaction is too close to the ran-
dom closest packing (φ ≈ 0.63) and no stable configuration can
be reached without rearranging the monomers significantly.

After the aggregate has been relaxated the compaction box
is removed and a spherical aggregate will be cut out of the com-
pacted cake. As this procedure is computationally very expen-
sive, it takes several days to generate larger (50 µm in diameter
and above) aggregates of this type.

3.4. Comparison

Comparing the relation between φ and nc of the different types
of aggregates described above shows very interesting features.
As we can see in Fig. 2, the relation depends considerably on
the preparation method. The different BAM generation methods
have been described in Sect. 3.2.

From the work presented in this section two important con-
clusions can be drawn:

1. the coordination number nc is not sufficient to describe the
properties of an aggregate. Especially, there is no unambigu-
ous relation φ(nc) between filling factor and coordination
number;

2. hexagonal lattice (CPE) aggregates have a distinct rela-
tion φ(nc) compared to the other two methods that produce
aggregates with less artificial structures.

In laboratory experiments with aggregates composed of micron-
sized dust grains, it is typically only possible to determine
the filling factor but not the coordination number. Thus, one
has to be very careful when comparing results from numeri-
cal simulations of CPE aggregates with results from laboratory
experiments.

4. Results

In this section we present our results from various simulations
in which we study the influence of the collision velocity, impact
parameter, and aggregate size on the bouncing behavior. All sim-
ulations were performed on NVIDIA GPUs (GTX460, GTX570,
Tesla C2070). Depending on the aggregate size and filling factor,
each simulation took between less than an hour and half a day.

4.1. Growth factor

In the following bouncing maps the “growth factor” γ that is in-
spired by the four-population model suggested by Geretshauser
et al. (2011) is depicted. It is defined by

γ =
mlargest

mtot
, (2)

where mlargest is the mass of the largest fragment and mtot the total
mass of the colliding aggregates. For perfect sticking we obtain
γ = 1, for total destruction γ → 0. In collisions of aggregates of
equal size, a value γ = 0.5 indicates bouncing. However, during

Fig. 3. Schematic view of the possible alignment of two CPE aggre-
gates. In the upper case the aggregates are oriented with respect to their
lattice structure. In the lower case the orientation is arbitrary.

the transition from perfect sticking to fragmentation γ may also
become 0.5. To distinguish between the two cases we consider
the mass ratio γ2 of the second largest fragment. In the bouncing
case γ = γ2 = 0.5 whereas in the fragmentation case the mass of
the second largest fragment is much lower than 0.5 of the total
mass as there are a lot of other smaller fragments.

Thus, in the bouncing maps presented in this work the green
areas indicate sticking, the upper left yellow areas bouncing, and
the color gradient from green to yellow to red on the right marks
the transition from sticking to fragmentation.

Note that γ = γ2 = 0.5 only applies in the case of “perfect
bouncing”. In our simulations we often observe the loss of a few
monomers (typically less than 100), which is negligible com-
pared to the total number of monomers of 5 × 104 to 5 × 105.
Thus, we also count collisions as bouncing events if γ and γ2 are
slightly smaller than 0.5.

4.2. Hexagonal lattice

The outcome of head-on collisions of CPE aggregates has al-
ready been studied by Wada et al. (2011) who observed bouncing
if the coordination number was greater than 6. However, their ag-
gregates were much smaller (≈104 monomers). Since hexagonal-
lattice aggregates feature a regular lattice structure, their ori-
entation is likely to influence the collision behavior. Thus, we
first examine the effect of the orientation by comparing the case
where the aggregates are aligned to their lattice structure (see
upper part of Fig. 3) with a random orientation (lower part of
Fig. 3). As we can see in Fig. 4, the orientation of the aggre-
gates is important especially for the transition from sticking to
bouncing with increasing filling factor. Looking at the left panel
of Fig. 4 and comparing the filling factor with the coordination
number in Fig. 2 we can reproduce the nc ≥ 6-criterion proposed
by Wada et al. (2011) for the aligned case. On the other hand, the
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Fig. 4. Growth factor γ (Eq. (2)) of the collision of two CPE aggregates with a diameter of 60 µm. Sticking occurs in the green area, whereas the
yellow area in the upper left indicates bouncing. Left: orientation aligned to the lattice structure of the aggregates. Right: non-aligned orientation.
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Fig. 5. Growth factor of the collision of two CPE aggregates of different size averaged over three different orientations. Left: aggregates of a
diameter of 30 µm. Right: aggregates of a diameter of 60 µm.

bouncing map differs significantly for a non-aligned orientation
(see right panel of Fig. 4).

In order to mitigate the effect of the orientation we averaged
over three different orientations to investigate the size depen-
dency of our results. Each map was generated using 12 different
filling factors and 28 velocities. Thus, 3 × 336 = 1008 simu-
lations had to be performed in total. Concerning bouncing, we
could not observe a clear difference between aggregates with a
diameter of 30 and 60 µm (see Fig. 5).

However, the velocity vs→ f at which the transition from
sticking to fragmentation occurs changes significantly. For the
small aggregates we get vs→ f ≈ 4 ms−1 (left panel of Fig. 5).
For the bigger aggregates we observe that vs→f depends on the
filling factor. For φ < 0.43 we find that vs→ f ≈ 10 ms−1, whereas
for φ > 0.43 vs→ f ≈ 5 ms−1 (right panel of Fig. 5). This can
be explained by the reduced capability of compact aggregates
to dissipate kinetic energy by restructuring. Taking into account
Fig. 2, we see that the transition occurs when the average coor-
dination number nc exceeds a value of 6. A monomer with six
or more contacts is fixated tightly and thus the aggregate can no
longer change its internal structure as easily.

In summary, it can be said that for hexagonal lattice aggre-
gates we regularly observe bouncing collisions for filling factors
above 0.5 and for collision velocities up to roughly 0.2 ms−1.

4.3. Ballistic aggregation with migration

Wada et al. (2011) found that bouncing may occur if nc ≥ 6 in-
dependent of the type of aggregate they used. In Fig. 6 we show

the outcome of collisions between two roughly 75 µm-sized
BAM aggregates generated using the shortest migration method
described in Sect. 3.2. The corresponding filling factor is be-
tween 0.36 and 0.39, however, we observed only two bounc-
ing collisions. Since nc = 6 is the maximum value that can be
achieved by two time migration, we could not investigate what
happens at higher coordination numbers.

We repeated the shortest-migration setup described above,
but this time for center migration case and we obtained similar
results as for the shortest-migration case shown in Fig. 6. We
observe hardly any bouncing events even for aggregates with
nc = 6 (which corresponds to a filling factor of 0.49−0.5). This
indicates that the bouncing behavior of BAM aggregates de-
pends more on the filling factor than on the coordination number.

To achieve higher filling factors we switched to the center
migration method (see Sect. 3.2). The corresponding bouncing
maps are shown in Fig. 7. It is striking that the bouncing regime
is much smaller compared to the CPE aggregates. As before,
the transition from sticking to fragmentation occurs at higher
velocities for larger aggregates.

4.4. Static compaction

The bouncing behavior of the aggregates generated by static
compaction is quite similar to the bouncing behavior of BAM ag-
gregates (see Fig. 8). Again, the bouncing regime is considerably
smaller compared to the case of hexagonal lattice aggregates and
bouncing is observed only in some cases for high filling factors
above 0.5 and collision velocities below 0.1 ms−1.
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Fig. 6. Growth factor of the collision of two BAM aggregates gener-
ated using the shortest migration method. For three different aggregates
of a diameter of roughly 75 µm only two collisions at 1 cms−1 lead to
bouncing.

As in the case of the other aggregate types, the transi-
tion velocity vs→f from sticking to fragmentation increases with
increasing aggregate size. For the the small aggregates with
d = 30 µm we observe vs→f ≈ 4 ms−1, whereas for d = 60 µm
the transition velocity goes up to vs→f ≈ 12 ms−1.

4.5. Size dependency

To further examine the influence of the aggregate size we per-
formed collisions of 100 µm-sized CPE and BAM aggregates
(using the center migration method because it yields the BAM
aggregates with the highest filling factors). For the CPE aggre-
gates we observe slightly more bouncing for filling factors be-
tween 0.4 to 0.5 (see left panel of Fig. 9). However, for BAM ag-
gregates there is no noticeable difference compared to the 60 µm
aggregates (see right panel of Fig. 9).

Depending on the filling factor, the 100 µm aggregates con-
sist of up to 350 000 monomers. In order to analyze the size de-
pendency it would be desirable to simulate collisions of even
larger aggregates. Unfortunately, this is rendered impossible by
the lack of available computing power. Simulating a single col-
lision of two 100 µm-sized aggregates took 10 to 20 h (owing to
the different filling factors) on a GPU. Doubling the size would
require computing times on the order of weeks for a single col-
lision. For each orientation shown in Fig. 9, 48 collisions were
performed.

4.6. Impact parameter

As a last step we examine the influence of the impact param-
eter b = 0.5. For the collisions, we used the same orientation
as for the results shown in the right panel of Fig. 4. Contrary
to our expectations, we do not observe a significant influence
of the impact parameter on the bouncing behavior of CPE ag-
gregates (see Fig. 10). However, fragmentation sets in at con-
siderably lower velocities of vs→f ≈ 3 ms−1. In a head on colli-
sion the entire aggregate can dissipate the kinetic impact energy
by internal restructuring which helps to prevent fragmentation.
This does not apply to offset collisions where it is easier to tear
away the outer layers without major restructuring of the core
of the aggregates. However, comparing the growth map of the

collisions between aggregates with a diameter of 30 and 60 µm
we do not observe any significant increase of velocity vs→f where
the transition from sticking to fragmentation occurs (see left and
right panels of Fig. 10). As already pointed out by Wada et al.
(2009) the increase of vs→f for larger aggregates is limited to the
case of head-on collisions.

In contrast, for BAM aggregates we do observe bouncing
in a larger regime compared to the case of head-on collisions
(see Fig. 11). Again, the same samples and orientation as for the
head-on collisions (right panel of Fig. 7) were used.

5. Requirements for bouncing

Compared to the aggregates generated by BAM or static com-
paction, the bouncing regime of CPE aggregates is significantly
larger. A likely explanation for this discrepancy is given by the
different structure of the aggregates. To gain a deeper insight
into the physical processes leading to sticking or bouncing, it is
worthwhile to have a closer look at a single collision.

Two aggregates can bounce off each other only if there is
enough elastic energy left to break the contact area. Thus, a
significant amount of the kinetic impact energy must be stored
temporarily without being dissipated. If the colliding aggregates
penetrate each other too deeply, the impact energy is dissipated
upon internal restructuring in the area where the contact is es-
tablished. In this case inelastic sliding and rolling constitute the
main dissipation channels (Wada et al. 2011). Thus, the ratio of
elastic to dissipated energy of colliding aggregates is the key pa-
rameter that determines whether sticking or bouncing will occur.

Being able to track the evolution of the different types of
energies over time is the key advantage of the model presented
by Wada et al. (2007). To address the different behavior of BAM
and CPE aggregates we compare a bouncing collision of two
CPE aggregates with a sticking collision of BAM aggregates.
Both aggregates are 60 µm in diameter and have a filling factor
φ ≈ 0.59. The time evolution of different types of energies and
potentials for these collisions is shown in Fig. 12.

As expected, when sticking occurs most of the kinetic en-
ergy is dissipated by inelastic sliding and rolling (right panel of
Fig. 12). Only a small percentage of the impact energy is stored
in the elastic regime of the normal Unormal and sliding potential
Uslide (since the elastic energy stored in the rolling and twisting
potentials is negligible they are not shown in Fig. 12).

We observe an entirely different situation when bouncing
occurs. As shown in the left panel of Fig. 12, only about one
third of the impact energy is dissipated, while roughly half of
the kinetic energy is temporarily converted into potential energy.
This coincides well with our predictions above. The potential en-
ergy that is stored mainly in the normal and sliding interaction
is converted back into kinetic energy and allows the colliding
aggregates to separate again.

We can conclude that owing to their lattice structure,
CPE aggregates can convert significantly more impact energy
into elastic energy than BAM aggregates an. In a compact
CPE aggregate the monomers are located in densely packed lay-
ers. When the outer monomer of such a layer hits the other ag-
gregate it is pushed inwards and will compress the layer. In this
way, kinetic energy is converted into potential energy without
the occurrence of inelastic restructuring. This mechanism works
well in the presence of a regular grid structure which is the case
for CPE aggregates. However, the monomers of BAM aggre-
gates are not arranged in any regular pattern. Thus, they are not
likely to bounce unless they are very compact in which case
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Fig. 7. Growth factor of the collision of two BAM aggregates of different size generated using the center migration method. Left: diameter of
30 µm. Right: diameter of 60 µm.
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Fig. 8. Growth factor of the collision of two static-compaction aggregates of different size. Left: diameter of 30 µm. Right: diameter of 60 µm.
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Fig. 9. Growth factor of the collision of two aggregates with a diameter of 100 µm for three different orientations. The plot on the bottom right of
both panels shows the values averaged over the three orientations. Left: CPE aggregtes. Right: BAM aggregates (center migration).

energy dissipation by internal restructuring is hindered because
the monomers are locked in their position.

It also offers an explanation for the lower impact velocity
of BAM aggregates at which we observe the transition from
bouncing to sticking. At impact velocities above 0.1 ms−1, the
kinetic impact energy is sufficient to restructure the monomers
in the contact area that had been locked at lower impact veloc-
ities. Since the lattice structure of CPE aggregates offers higher

resistivity against restructuring, their transition velocity from
bouncing to sticking is roughly 0.3 ms−1.

6. Conclusions

From the analysis of the statistical properties of the different
samples presented in Sect. 3 we clearly see that the method of
preparation plays a crucial role when studying the collisional
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Fig. 10. Growth factor of the collision of two CPE aggregates with an impact parameter b = 0.5. Left: aggregates with a diameter of 30 µm. Right:
aggregates with a diameter of 60 µm.
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Fig. 11. Growth factor of the offset collisions of two 60 µm-sized BAM aggregates. Left: impact parameter b = 0.5. Right: impact parameter
b = 0.75.
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behavior of microscopic dust aggregates. As the relation be-
tween the volume filling factor and the average coordination
number strongly depends on the method of preparation, one must
be careful when comparing results obtained from computer sim-
ulations with results obtained from laboratory work. In most lab-
oratory experiments, only the volume filling factor can be mea-
sured, while the equally important coordination number remains
unknown. Since the more compact aggregates used in laboratory
experiments are typically produced by mechanical compression,

we expect that their microscopic structure resembles the static
compaction aggregates much more closely than the hexagonal
lattice type aggregates.

For computer simulations, generating large, compact aggre-
gates by static compaction is infeasible because of the additional
computational effort. We suggest using BAM aggregates as an
alternative. Their statistical properties are close to the aggregates
produced by static compaction, yet they can be generated di-
rectly. Additionally, one does not run into problems caused by
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elastic charging as the generation procedure ensures that BAM
aggregates are perfectly relaxated. At least in the various colli-
sion simulations performed in this work, BAM and static com-
paction aggregates show very similar behavior.

Based on the outcome of the simulations presented in this
work, we can conclude that bouncing collisions of dust aggre-
gates in the size regime below 0.1 mm are rare. Unless the aggre-
gates feature a regular lattice structure, which is not likely to be
the case for the aggregates in a protoplanetary disk, bouncing re-
quires filling factors greater than 0.5 and collision velocities be-
low 0.1 ms−1. Even if these prerequisites are met, bouncing does
not occur very frequently. Additionally, laboratory experiments
on dust growth show that the maximum filling factor that is
achieved during the growth process is much lower than φ = 0.5
(e.g., Teiser et al. 2011). Therefore, the influence of bouncing
on the growth process is limited in the sub-mm size regime.

Hence, from a microscopic view it remains unclear how cm-
sized aggregates with filling factors considerably below 0.5 are
able to bounce off each other. The idea of a compacted outer
layer (also referred to as a hard shell) has been put forward as a
possible explanation. Using SPH simulations, Geretshauser et al.
(in prep.) observed that a hard shell can indeed lead to bouncing
collisions between aggregates with a porous core. Wada et al.
(2011) obtained similar results when performing molecular dy-
namics simulations of collisions of CPE aggregates featuring a
hard sphere. Langkowski et al. (2008) found that molding an
aggregate significantly alters the outcome of a collision exper-
iment. However, Kothe et al. (2013) analyzed aggregates used
in their collision experiments with X-ray computer tomography
imaging and could not find any compacted outer layers.

In Sect. 4.6 we have shown that offset collisions result
in bouncing somewhat more often than head-on collisions do.
Depending on the experimental setup, head-on collisions will be
rare, and in a setup featuring free collision with many particles
head-on collisions will be rare as well (e.g., Weidling et al. 2012;
Beitz et al. 2012). Thus, the impact parameter helps to resolve
some of the discrepancies between numerical simulations and
laboratory experiments.

Taking into account the different aggregate types we can only
partially confirm the nc ≥ 6 criterion for bouncing proposed by
Wada et al. (2011). It agrees well with our results from collisions
of CPE aggregates. However, for BAM aggregates generated by
the shortest migration method we observe very little bouncing at
nc = 6 (see Sect. 4.3 and Fig. 6). Likewise, for static-compaction
aggregates or BAM aggregates generated by the random or cen-
ter migration method there are a few bouncing events where nc
is considerably lower than 6. A volume filling factor of φ ≈ 0.5
appears to constitute a lower limit for bouncing. At the present
time we do not have an explanation for what determines the ex-
act value of the critical filling factor for the onset of bouncing.
We have shown that it depends on the amount of energy that
can be stored in the normal potential. The energy deposition is a
continuous process, and it is to be expected that below a certain
density sticking ensues. Numerically, we determined this value
to be φ ≈ 0.5 in the sub-mm size regime.

Our simulations give insight into the fragmentation thresh-
old as well. For small aggregates (30 µm) the fragmentation
velocity is around 4 m/s. Upon increasing the projectile size the
fragmentation threshold increases to about 10 m/s for the largest
particle sizes we considered (60 µm), and this is independent
of the sample generation method. This value is in very good
agreement with the findings of SPH simulation for much
larger objects (Geretshauser et al. 2011). The shift to a larger

fragmentation velocity is caused by the ability of larger particles
to dissipate more kinetic energy. Upon increasing the filling fac-
tor, the fragmentation threshold decreases because the aggre-
gates become much stiffer and cannot be deformed so easily.
However, as shown in Sect. 4.6, this effect only applies to the
case of head-on collisions.

With respect to the growth of small dust agglomerates in the
protoplanetary nebula, our results indicate that for more realistic
aggregates (BAM-type) bouncing only occurs for very small col-
lision velocities (<0.1 m/s) and large filling factors >0.5. Thus,
the bouncing barrier may not be such a strong handicap in the
growth phase of dust agglomerates, at least in the size range
of ≈100 µm. For larger, m-sized particles SPH results indicate
bouncing up to 1 m/s.
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ABSTRACT

Context. Within the sequential accretion scenario of planet formation, planets are built up through a sequence of sticking collisions.
The outcome of collisions between porous dust aggregates is very important for the growth from very small dust particles to planetes-
imals. In this work we determine the necessary material properties of dust aggregates as a function of porosity.
Aims. Continuum models such as SPH that are capable of simulating collisions of macroscopic dust aggregates require a set of
material parameters. Some of them, such as the tensile and shear strength, are difficult to obtain from laboratory experiments. The aim
of this work is to determine these parameters from ab initio molecular dynamics simulations.
Methods. We simulated the behavior of porous dust aggregates using a detailed micro-physical model of the interaction of spherical
grains that includes adhesion forces, rolling, twisting, and sliding. Using different methods of preparing the samples, we studied the
strength behavior of our samples with varying porosity and coordination number of the material.
Results. For the tensile strength, we can reproduce data from laboratory experiments very well. For the shear strength, there are no
experimental data available. The results from our simulations differ significantly from previous theoretical models, which indicates
that the latter might not be sufficient to describe porous dust aggregates.
Conclusions. We have provided the functional behavior of tensile and shear strength of porous dust aggregates as a function of the
porosity, which can be directly applied to continuum simulations of these objects in planet formation scenarios.

Key words. Planets and satellites: formation – Methods: numerical

1. Introduction

The formation of planetesimals, which are kilometer-sized ob-
jects that are massive enough for gravity to come into play, con-
stitutes a key step in the core accretion scenario for planet for-
mation proposed by Pollack et al. (1996). However, the earlier
growth from mm to km sized bodies has not yet been fully un-
derstood. Understanding the interplay between porosity, impact
velocity, and the size and structure of colliding aggregates in the
meter-size regime is crucial to unraveling the process of plan-
etesimal formation. Obviously, this size regime renders labora-
tory experiments impossible. Thus, for years to come astrophysi-
cists will have to rely on computer simulations to obtain the nec-
essary insight into this complex process.

Molecular dynamics simulations featuring detailed micro-
mechanical interactions have been employed to study collisions
of sub-mm sized dust and ice aggregates (e.g., Dominik & Tie-
lens, 1997; Wada et al., 2007; Ringl et al., 2012). Owing to the
high computational demand, a different approach is necessary
for the mm to meter size regime. In this regime, SPH simu-
lations have often been utilized to model preplanetesimal col-
lisions (e.g., Sirono, 2004; Schäfer et al., 2007; Geretshauser
et al., 2011). Smoothed particle hydrodynamics (SPH) consti-
tutes a continuum approach that is able to simulate the colli-
sional behavior of macroscopic aggregates including physical
processes such as compaction or fragmentation. As a continuum
approach, SPH requires various material parameters such as the

compressive, tensile, and shear strength, so that a proper calibra-
tion is necessary (Geretshauser et al., 2010). Typically, the cal-
ibration process is based on comparison with results from labo-
ratory experiments (Güttler et al., 2009). However, not all mate-
rial parameters have been obtained in this way. For instance. the
shear strength has only been based on theoretical models and
estimations so far.

Only a few laboratory experiments have been performed
to investigate the mechanical properties of porous dust aggre-
gates. Blum & Schräpler (2004) measured the tensile strength
of highly porous dust aggregates generated by random ballis-
tic deposition. Since they used monodisperse, spherical silica
grains, their experiments are comparable to our simulations. It
has been shown both theoretically (Bertini et al., 2009) and ex-
perimentally (Blum et al., 2006) that the mechanical properties
depend on the shape and size distribution of the grains. Recently,
Meisner et al. (2012) presented results from various experiments
on the mechanical properties of irregularly shaped quartz aggre-
gates.

Determining material parameters directly from molecular
dynamics simulations of porous dust aggregates constitutes a
tempting alternative. Paszun & Dominik (2008) presented the
first attempt to obtain the compressive strength from ab initio
simulations. A few years later, Seizinger et al. (2012) studied the
compressive strength in greater detail and especially revealed the
differences between static and dynamic compaction processes.
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Table 1. Material parameters.

Physical property Silicate

Particle radius r (in µm) 0.6
Density ρ (in g cm−3) 2.65
Surface energy γ (in mJ m−2) 20
Young’s modulus E (in GPa) 54
Poisson number ν 0.17
Critical rolling length ξcrit (in nm) 2

The aim of the present work is to extend this approach to
determine the tensile and shear strength of porous aggregates.
Together with the compressive strength we then can provide con-
tinuum simulations (such as SPH) with a complete parameter set
describing the transition from elastic to plastic deformation.

2. Interaction model

We simulated the behavior of porous dust aggregates with a
molecular dynamics approach. In this work we use cuboidal
shaped aggregates with an edge length of 30 to 60 µm. Depend-
ing on its volume filling factor, such an aggregate consists of up
to 6 · 104 micron-sized spherical grains (monomers).

The interaction between individual monomers is based on the
work of Dominik & Tielens (1997). Based on earlier theoretical
work by Johnson et al. (1971); Dominik & Tielens (1995, 1996),
they developed a detailed micromechanical model of the interac-
tion of two microscopic spherical grains. When two monomers
touch each other, surface forces allow for the creation of an adhe-
sive contact. Upon deformation of these contacts caused by the
relative motion of the monomers, kinetic energy is dissipated.
This approach is favorable to our purpose because the process
of internal restructuring of the aggregate is modeled far more
realistically than in simpler hard-sphere models.

Later, Wada et al. (2007) derived almost the same interac-
tion laws from corresponding potentials. Seizinger et al. (2012)
calibrated the interaction model by comparison with laboratory
experiments on the compression of porous dust aggregates (Güt-
tler et al., 2009). They observed that the original model of Do-
minik & Tielens (1997) was too soft. To increase the strength
of the aggregates, Seizinger et al. (2012) introduced the rolling
and sliding modifiers mr and ms that modify the strength of the
corresponding type of interaction. By increasing the rolling in-
teraction by a factor of 8 and the sliding interaction by a factor of
2.5, they achieved excellent agreement between numerical sim-
ulations and laboratory results.

In this work we use the modified interaction model presented
by Seizinger et al. (2012) with mr = 8 and ms = 2.5 unless stated
otherwise. The material parameters are listed in Table 1.

3. Sample generation

In this section we briefly summarize our sample-generation
methods. Here we use cuboidal-shaped dust aggregates (also re-
ferred to as dust cakes) of different porosities. In principle, we
may employ different methods to generate these samples. As
shown in in Fig. 1 the relation between the volume filling factor
and the average coordination number nc depends on the selected
generation method (Seizinger & Kley, 2013).
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Fig. 1. The relation between the volume filling factor φ and the average
coordination number nc. Figure taken from Seizinger & Kley (2013).

The volume filling factor φ is given by

φ =
NVp

V
, (1)

where N denotes the number of monomers, Vp is the volume of
an individual monomer, and V is the total volume occupied by
the sample. The coordination number, nc, denotes the number
of contacts a monomer has established with its neighbors. The
mean nc of the sample is calculated by averaging the number of
contacts of each monomer.

3.1. Static compaction

Static compaction constitutes a method that very closely resem-
bles the generation process of dust cakes in laboratory experi-
ments. Initially, a dust cake is built by random ballistic depo-
sition (RBD) where single monomers are successively dropped
onto the existing sample. They come to rest right at the spot
where they hit the existing sample. This growth process results
in fractal, highly porous aggregates with a volume filling factor
of φ = 0.15 (Watson et al., 1997).

In the second step, the RBD cake is put into a box and com-
pacted until the desired filling factor is reached. However, the
compaction must occur slowly enough to avoid inhomogeneities
(Seizinger et al., 2012). For the material/monomer size used in
this work, a typical speed of the compacting wall is 1 cm s−1.
The simulation time needed to compact an aggregate is propor-
tional to the desired size and filling factor. Since the number of
monomers increases with the size and compactness of the final
dust cake, the computational effort per integration step rises as
well. Thus, generating samples by static compaction can become
a computationally expensive, time-consuming procedure.

Elastic loading of dust cakes compressed to filling fac-
tors above ≈ 0.45 constitutes another setback of this method
(Seizinger & Kley, 2013). Because of the elastic energy stored
in the contacts between monomers the aggregate will start to
expand once the confining walls of the compaction box are re-
moved. This effect will alter the results of a measurement of the
tensile or shear strength significantly.

Up to a filling factor of ≈ 0.58 dust cakes may be stabilized
in the following way. After slightly disturbing the positions of
monomers, the aggregate is kept in a box until the energy in-
duced by the disturbance is damped away (Seizinger & Kley,
2013).
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Fig. 2. Example of the tension required to pull the plates apart from
each other for two cubical samples of different porosity. As the pull
distance increases the required force decreases because cracks form in
the sample.

3.2. Ballistic aggregation and migration

The generation procedure of ballistic aggregation and migration
(BAM) has been proposed by Shen et al. (2008). A larger aggre-
gate is generated by successively shooting in single monomers
from random directions onto the existing aggregate.

In Seizinger & Kley (2013) we employed three different
methods to select the final position of a monomer hitting the
aggregate:

1. Select the position closest to the spot, where the monomer
impacts the aggregate (referred to as “shortest migration”).

2. Select the position randomly from all available possibilities
(referred to as “random migration”).

3. Select the position that is closest to the center of mass (re-
ferred to as “center migration”).

The volume filling factor of the generated aggregate depends on
the selection mechanism. For a given coordination number, ag-
gregates generated with the “shortest migration” feature the low-
est filling factor, whereas the “center migration” method leads to
the most compact aggregates.

The relation between the filling factor and the coordination
number is displayed in Fig. 1, for the different preparation meth-
ods. For comparison we show the results for the hexagonal close
packing as well, see Seizinger & Kley (2013) for more details.
After generating a sufficiently large aggregate, a cuboidal shaped
dust cake of the desired size is sliced out to be used for the sub-
sequent numerical experiments.

4. Tensile strength

4.1. Setup

In principle, the procedure for determining the tensile strength
of a given sample is simple. After attaching two plates at the top
and bottom of the cubic aggregate, the plates are pulled apart
at constant speed. During this process the pulling force exerted
on these plates is measured. At first, the force will increase with
the distance between the plates. If a certain distance is exceeded,
cracks will form. Thus, the strength of the sample is reduced
and the force required to pull the two plates apart decreases. An
example showing a typical relation between the pull distance and

tension is shown in Fig. 2. It is very similar to experimental data
(see Blum & Schräpler, 2004, Fig. 4).

The force is determined by summing up the individual inter-
action forces of all monomers that are in contact with the wall. In
the case of the tensile strength, only the component in the direc-
tion of the motion of the wall (which is equivalent to the normal
vector of the wall) is taken into account. To allow easier compar-
ison between different sized samples, we use their base area to
normalize the values and plot the corresponding tension instead
of the force.

In accordance with Blum et al. (2006), we define the maxi-
mum tension that is measured during a run as the tensile strength
of the sample. The displacement at which force/pressure peaks
depends on the porosity of the sample. In a sample with a high
filling factor, monomers are fixed tightly, which hampers inter-
nal restructuring. In contrast, in a fluffy sample individual chains
of monomers can be unfolded, and thus the material can be
stretched out significantly before the formation of cracks sets in.

To model this setup in our simulations, the sample is put
into a box of flat walls. Before slowly moving the top and bot-
tom walls away from each other, we must ensure that enough
monomers are in contact with these walls. For this purpose the
top and bottom walls are slowly pushed inwards a short distance.
For samples with filling factors below φ = 0.2, we use a value
of one monomer radius, whereas for more compact samples, we
decrease the distance to 0.5 − 0.1 monomer radii.

Another problem arises when pulling the two plates away
from each other. The critical force Fc required to break a contact
between two monomers is given by Fc = 3πγR, where γ denotes
the surface energy and R the reduced radius of the two parti-
cles (Johnson et al., 1971). The wall is modeled as a particle of
infinite radius, which means that the reduced radius of a particle-
wall contact equals twice the reduced radius of a particle-particle
contact (Seizinger et al., 2012). Thus, contacts between two par-
ticles can be broken more easily than particle-wall contacts. As
a result, the monomers that are in contact with one of the plates
tend to get ripped off the remaining sample (see left panel of
Fig. 3).

To counter this effect we artificially increase the strength of
the adhesion between two monomers depending on the distance
to the plates. To achieve this “gluing effect” the force/potential
of the normal interaction that is responsible for the adhesion is
multiplied by a gluing factor κ. To avoid discontinuities in the
particle interaction, κ is interpolated linearly depending on the
distance to the closest plate. Above a threshold of eight particle
radii κ is set to 1 and thus the default JKR interaction is used. As
shown in the righthand panel of Fig 3, this mechanism leads to
the rupture somewhere in the middle of the sample rather than
just tearing off the upper- or lowermost layer of monomers. Be-
cause the first cracks will form where the aggregate is weakest,
the exact location is random owing to the inhomogeneous struc-
ture of the aggregate.

We tested different maximum values of κ and found that a
value of 2 is sufficient for our purpose. For κ < 1.5, samples
do not break in the center anymore. On the other hand, higher
values do not alter the measured tensile strength significantly
(see Fig. 4).

4.2. Results

Apart from the wall-gluing factor κ, there are several other pa-
rameters whose influence has to be studied. To determine the
influence of the rolling and sliding interaction, we performed a
series of simulations using mr = ms = 1, which is equivalent to
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Fig. 3. Outcome of a typical pull experiment on a cubical sample agglomerate. Left: Since the adhesion between particle-wall contacts is stronger
than between particles, the uppermost layer of particles is ripped off when pulling the plates away from each other. Right: Adhesion between
particles that are close to one of the plates has been artificially increased. The red dotted line indicates where the additional gluing effect sets in.
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Fig. 4. Tensile strength for different wall glue factors κ and normal
interaction modifiers mn using the model from Seizinger et al. (2012)
(mr = 8, ms = 2.5). The dotted lines represent linear fits for filling fac-
tors below 0.5. For comparison, we also performed simulations using
the model employed by Wada et al. (2007) (mr = ms = 1). All samples
are BAM cakes with an edge length of 50 × 50 × 30 µm.

the model of Wada et al. (2007). In this and all of the following
simulations, we used a wall-gluing factor of κ = 2. Apparently,
internal restructuring that is governed by rolling and sliding does
not play a major role when determining the tensile strength (see
the purple squares in Fig. 4 showing results for the model from
Wada et al. (2007)).

Contacts between the monomers have to be broken while
the sample aggregate is torn apart. Therefore, we expect that the
measured tensile strength depends on the number of contacts that
have to be broken, as well as on the critical force Fc that is neces-
sary to break a contact between individual monomers. To check
this hypothesis, we alter the strength of the normal force by mul-

tiplying it by the normal force modifier mn. Indeed, when dou-
bling the strength of the normal interaction (and thus Fc) by set-
ting mn = 2, we observe a steeper increase in the tensile strength
with the filling factor (blue asterisks in Fig. 4). When determin-
ing a linear fit for filling factors below 0.5 to the κ = 3,mn = 1
and κ = 3,mn = 2 simulations we get slopes of 7.9 kPa and
15.3 kPa, respectively. Their ratio of 15.3/7.9 = 1.94 is very
close to the value of the normal interaction modifier mn = 2.
This strongly suggests that the pull-off force Fc is critical for the
measured value of the tensile strength.

Independent of κ, mn, or the rolling and sliding interaction,
there is a striking drop in the tensile strength for filling factors
above 0.5. To unravel its cause we first used a different type of
sample. Much to our surprise, the critical filling factor at which
the tensile strength drops is different for each type of aggregate
and close to the maximum filling factor that may be achieved by
a given generation method (see Fig. 5). Apparently, the micro-
mechanical behavior is not governed by the volume filling factor
alone.

Therefore we take the average coordination number nc into
account. From the relation between the filling factor and the co-
ordination number of the different sample types (see Fig. 1), we
find that the drop in the measured tensile strength of BAM aggre-
gates coincides with a value of nc around ≈ 4.5 (see Fig. 6). This
points to the influence of the coordination number on the micro-
mechanical properties of the sample aggregates. If the average
coordination number is low, the majority of monomers may re-
act to an external stress by rearranging themselves. Thus, a large
number of monomers participate in absorbing the external stress,
and the aggregate exhibits rather ductile behavior. As the coordi-
nation number increases, monomers are fixated in their positions
more tightly. For compact aggregates the monomers cannot re-
arrange themselves freely any longer, which means that fewer
monomers have to absorb the applied strain. Therefore, the ag-
gregates become brittle.
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Fig. 5. Comparison of the relation between the filling factor φ and the
tensile strength of different sample types. Most noticeably, the measured
tensile strength always drops when a certain type-specific filling factor
is exceeded.
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The effect of brittleness can clearly be seen in the case of the
hexagonal lattice aggregates. Because of their regular, crystal-
like structure (see Seizinger & Kley, 2013, Fig. 1a), their ca-
pability of internal restructuring is very limited. Thus, contacts
break very easily when external strain is applied. As a result, the
measured tensile strength is considerably lower than for BAM or
static compaction aggregates.

Additionally, the pressure exerted on the sample when slowly
pressing on the top and bottom walls suffices to disrupt very
compact aggregates. Moving the top and bottom walls inwards
by a distance of 0.5 to 0.15 particle radii is necessary to estab-
lish a firm contact between the walls and the sample. For a BAM
(center migration) aggregate with φ = 0.59, for example, the
average coordination number decreased from 5.94 to 4.95 after
moving the top wall inwards by a distance of only 0.1 monomer
radii. This means that the strength of the sample is lowered dur-
ing the preparation process. This raises the question of whether
the transition from ductile to brittle behavior or the disturbance
when affixing the plates is the dominant effect.
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Fig. 7. The dissipated energy (solid line) and the total number of broken
contacts (dotted line) of BAM and static compaction (SC) aggregates
while pulling the plates apart. The size of both samples is 50 × 50 ×
30 µm, and their initial filling factor is φ = 0.28. The critical force Fc
and critical distance δc at which a contact breaks are used to normalize
the energies. For comparison, the corresponding tension (dashed-dotted
line) is also plotted.

Recently, Kataoka et al. (2013) presented a different ap-
proach to determining the compressive strength of highly porous
(φ < 0.1) dust aggregates by using periodic boundary condi-
tions. A similar approach might work for the tensile strength as
well and would avoid the problem of attaching the plates to a
highly compact sample without lowering its strength. Luckily,
measuring the tensile strength of hexagonal lattice aggregates
also allows us to circumvent this problem. Because of their reg-
ular grid structure, the contact between the wall and all particles
of the top or bottom layer is established without compacting the
sample. Nevertheless, we observe a significant drop in the ten-
sile strength for nc → 6 (see Fig. 6). This observation allows us
to conclude that the disruption caused by affixing the plates only
plays a secondary role.

To explain the discrepancy between BAM and static com-
paction aggregates as shown in Fig. 5, the process of pulling the
plates apart is analyzed more closely. Comparing the dissipated
energy of the different types of aggregates, we clearly see that
tearing the static compaction aggregate apart requires more en-
ergy (Fig. 7). Thus, a higher value of the tensile strength is mea-
sured. Tracking the number of contacts that have been broken
since the start of the simulation provides us with a hint at an
explanation of this observation: Compared to the BAM aggre-
gate, fewer than half as many contacts break while pulling the
static compaction aggregate apart, although more kinetic energy
is dissipated.

This observation might be surprising at first sight, yet it illus-
trates the importance of the internal structure for the outcome of
the measurements. In reaction to the applied strain, the internal
structure of the aggregates changes, where inelastic rolling ac-
counts for ≈ 80% and the breaking of contacts for only ≈ 3% of
the total dissipated energy for both aggregate types. In the case
of the static compaction aggregate, the final number of broken
contacts is reached much more quickly after pulling the sample
roughly 7.5 µm apart. Likewise, the peak of the measured ten-
sion is reached earlier. At this point, a lot more energy has been
dissipated by internal restructuring (mainly by inelastic rolling)
than for the BAM aggregate.
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Fig. 8. Tensile strength measurements for BAM (center migration) ag-
gregates of different size. The error bars have been determined by aver-
aging the results of six runs with different samples.

However, for the BAM aggregates, the total number of bro-
ken contacts increases much faster. This means that the internal
structure of this type of aggregate allows for less restructuring
before contacts start to break. Since roughly 97% of the dissi-
pated energy is required for restructuring rather than breaking
the contacts, we measure a lower tensile strength for BAM ag-
gregates.

We think that the reason behind this observation lies in the
fact that the tensile strength test is the reversal of the compres-
sion process by which the static compaction aggregates have
been generated. While being slowly compacted to the desired
filling factor, enough time had been given to the fractal chains
of the initial RBD aggregates to rearrange themselves. As a re-
sult, the monomers of the static compaction aggregates adopt a
structure that is favorable to withstand an external load.

While pulling the plates apart, the total number of broken
contacts (Fig. 7) sometimes decreases. This happens when the
connection between two already stretched out parts of the sample
breaks and both parts “snap back”.

We also checked whether there are any preferred directions
resulting from the generation process. For this reason we rotated
cubic static compaction samples by 90◦ before determining the
tensile strength. Reassuringly, we measured the same values (not
shown in this work) and may rule out that the direction of the
compaction induces any preferred direction in the structure of
the sample.

As a last step we varied the geometry of the samples to check
that the size influences the results. As seen in Fig. 8, the results
do not vary significantly if we alter the size of the samples. In
Fig. 9 we compare our results with laboratory experiments per-
formed by Blum & Schräpler (2004) and Blum et al. (2006).
Considering that their samples have been produced by static
compaction, our results show good agreement with their data for
filling factors below φ = 0.5. Because of the drop in the tensile
strength for nc → 6 explained in the previous paragraphs, we
cannot compare our simulations to laboratory experiments for
higher filling factors. Earlier compression simulations have al-
ready indicated that our physical model may no longer be valid
for highly compact aggregates (Seizinger et al., 2012). Luckily,
the filling factor regime relevant to the growth processes of plan-
etesimals is below 0.5 (e.g., Teiser et al., 2011).
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To determine the fitting curve depicted in Fig. 9, only data
points for filling factors below 0.5 have been taken into ac-
count. Because of the significant difference between the static
compaction and BAM aggregates, we determined two fit curves
TSC(φ) and TBAM(φ), respectively. We obtain

TSC(φ) = 13.4 φ1.62 kPa, (2)

and

TBAM(φ) = 11.2 φ1.88 kPa. (3)

Based on their generation process, the laboratory samples
should resemble the static compaction cakes. Indeed, for φ ≈
0.2, our simulations agree very well with laboratory experi-
ments (Blum & Schräpler, 2004; Blum et al., 2006). However,
for higher filling factors, the laboratory results lie somewhere
between the static compaction and BAM results. In private con-
versation Jürgen Blum (Braunschweig) pointed out that creating
more compact samples in the lab sometimes proved to be a dif-
ficult task. Thus, we also determined a fit T (φ) to the combined
results of the static compaction and BAM aggregates. Using the
combined data points from both aggregate types shown in Fig. 9
for a single fit T (φ), we find, for values of φ < 0.5,

T (φ) = 12.6 φ1.77 kPa. (4)

4.3. Influence of the monomer size

Most other numerical simulations dealing with silicates have
been performed with monomers with a diameter of 1.2 and
1.5 µm because these sizes have been used in laboratory exper-
iments with spherical silicate grains. Out of curiosity we varied
the size of the monomers. In general, it can be said that according
to JKR-theory, the adhesion forces increase as grains get smaller.
Indeed, we find that the tensile strength depends closely on the
size of the monomers (see Fig. 10). Our interaction model has
not been calibrated for monomer radii other than rp = 0.6 µm.
Therefore the rolling and sliding modifiers mr and ms may not
have the correct values to properly describe restructuring pro-
cesses. However, in the case of the tensile strength, this problem
does not arise, as we have already seen that it is mainly governed
by the normal interaction (see Fig. 4).

Article number, page 6 of 9

60



Seizinger et al.: Tensile & shear strength of porous dust agglomerates

 0

 1000

 2000

 3000

 4000

 5000

 0.15  0.2  0.25  0.3  0.35  0.4  0.45  0.5

T
e
n

s
ile

 S
tr

e
n
g
th

 [
P

a
]

Filling factor φ

rp = 0.3 µm
rp = 0.6 µm
rp = 1.2 µm

Fig. 10. Tensile strength for aggregates composed of differently sizes of
monomers. The default monomer radius is rp = 0.6 µm, which is also
used in the corresponding laboratory experiments.

From Fig. 4 we see that the tensile strength scales linearly
with the normal interaction. Altering the monomer size by a fac-
tor of 2 for the transition from 0.6 µm to 1.2 µm sized monomers,
the change in the measured tensile strength differs from 2. At
first glance this may seem odd since the critical pull-off force Fc
depends linearly on the monomer radius. However, the depen-
dence of the normal force acting upon the monomers before they
are separated on the monomer radius is nonlinear (see Seizinger
et al., 2012, Eqs. 2 and 3). Nevertheless, these simulations con-
firm the importance of the pull-off force Fc that has already been
shown in Fig. 4.

The results clearly demonstrate the effect of the stickiness
of the single monomers on the tensile strength. For future work
it would be interesting to perform simulations with aggregates
composed of monomers of different sizes.

5. Shear strength

5.1. Setup

The shear strength of a porous aggregate is determined in a simi-
lar way to the tensile strength. As before, two plates are attached
to the top and bottom of the sample. During the shearing motion
of the plates, the force acting on them is tracked. However, for
the shear strength, the direction of motion is perpendicular to the
normal of the wall, i.e. tangential to a cuboid surface. During the
simulation the vertical positions of the top and bottom, walls re-
main fixed to keep the filling factor constant. This means, similar
to the “fixed walls” used in the work of Seizinger et al. (2012),
that the normal component of the force acting upon the walls is
ignored. As before, the initial base area of the sample is used to
normalize the force.

The setup closely resembles the tensile strength setup. A firm
contact between the sample and the plates is achieved in the same
way as described in Sect. 4.1. To prevent the monomers that are
in contact with the moving wall from being torn away from the
sample, an additional “gluing effect” is applied to particles that
are close to one of the plates. A snapshot taken during a typical
simulation is depicted in Fig. 11.

While the top plate is slowly moving, shearing sets in. With
increasing pulling distance, cracks will form and reduce the
strength of the sample. Thus, we expect a similar shape to the
one for the tensile strength if we plot the tension acting on the

Fig. 11. A snapshot taken during a shear strength test using an aggregate
with an edge length of 30 × 30 × 40 µm
. The upper plate is slowly moving to the right. Adhesion be-
tween particles that are close to one of the plates has been artifi-
cially increased.
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Fig. 12. Example of the tension (force per area) acting on the upper
plate during the shearing motion.

moving plate with respect to the displacement. Indeed, the exam-
ple shear strength curve shown in Fig. 12 resembles the curves
shown in Fig. 2. Similar to the tensile strength case, we define
the shear strength as the maximum tension that is measured dur-
ing the simulation. Again, the higher the porosity of a sample,
the larger the necessary displacement at which the force peaks.

5.2. Results

Owing to the computational demand of the simulations, the size
of our samples is limited to values below 0.1 mm. To study
the dependency of our results on the sample size, we prepared
both BAM and static compaction aggregates with different edge
lengths. For each data point, six different samples with equal sta-
tistical properties have been generated.
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Fig. 13. Comparison of the relation between the filling factor φ and
shear strength of different sample types and sizes. The error bars have
been determined by averaging the results from six different samples.
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results from BAM and static compaction aggregates with an edge length
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Some of the results are shown in Fig. 13. As we can see, the
results of the different sample sizes do not alter significantly. In
order to check whether the length of the sample in the direction
of the shearing motion is sufficient we also performed simula-
tions for sample sizes of 80× 40× 50 µm and 120× 40× 50 µm.
Owing to the huge number of particles, these simulations took
several weeks. Therefore we restricted the values of the filling
factor to φ = 0.33 and φ = 0.49. The deviation to the values ob-
tained from the smaller 40×40×50 µm aggregates was ≈ 8−10%
for φ = 0.33 and ≈ 2 − 3% for φ = 0.49. Thus, we may draw the
conclusion that the samples are in fact sufficiently large. With
the exception of the most compact samples (φ = 0.59), the error
bars obtained by averaging the results from the six samples are
very small.

Interestingly, we do not observe a significant difference be-
tween the static compaction and BAM aggregates as in the case
of the tensile strength. As explained in Sect. 4.2, owing to their
generation process, the internal structure of the static compaction
aggregates is more favorable to counteracting external load-
ing/tension. However, this does not apply to shearing motion that
results in different kinds of deformation compared to the tensile
strength test. Therefore, the two types of samples exhibit similar
values for the shear strength.

To provide SPH simulations with a model for the shear
strength that is easy to implement, we describe the dependency
of shear strength S on the filling factor φ with a power law
S (φ) = aφb. Using the results from BAM and static compaction
aggregates of 40 × 40 × 50 µm edge length, we obtained (see
Fig. 13)

S (φ) = 21.7φ2.65 kPa. (5)

5.3. Comparison with the SPH continuum model

One objective of the present investigations has been to compare
the resulting strengths with those adopted in the SPH simulations
by Geretshauser et al. (2010). To model shear failure, Sirono
(2004) introduced a von Mises yielding criterion in his SPH sim-
ulations. The required shear strength is in principle equivalent
to the shear strength obtained in our calculations. Güttler et al.
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Fig. 14. Comparison of the fit curves for the compressive Σ, tensile T ,
and shear strength S derived in this work, and the corresponding func-
tions ΣSPH, TSPH, and S SPH adopted in the SPH code by Geretshauser
et al. (2010). The compressive strength Σ(φ) has already been deter-
mined in earlier work (Seizinger et al., 2012).

(2009) calibrated their SPH model in an extensive process by
comparing simulation results with laboratory experiments. They
find a new representation for the dynamic compressive strength,

ΣSPH(φ) = 13
(
φ2 − φ1

φ2 − φ − 1
)0.58·ln 10

kPa (6)

with φ1 = 0.12 and φ2 = 0.58, and they chose the tensile strength
according to Blum & Schräpler (2004),

TSPH(φ) = 102.8+1.48 φ Pa. (7)

For the shear strength, no experimental data have been avail-
able. Therefore the shear strength was adopted following Sirono
(2004) according to

S SPH =
√

ΣSPHTSPH. (8)

In Fig. 14 the fit curves of tensile strength T (φ), Eq. (4), and
shear strength S (φ), Eq. (5), are compared to the corresponding
values of the SPH model, TSPH(φ), Eq. (7), and S SPH(φ), Eq. (8).
As can be seen, the tensile strength curves match rather well.
This emphasizes that the present molecular dynamics method
is well suited to modeling highly porous aggregates. The shear
strength curves, however, differ by nearly one order of magni-
tude. This indicates that the approach of Sirono (Eq. 8) for the
SPH shear strength, which is not based directly on laboratory
experiments, might be inappropriate. But during the calibration
process it was found already that the SPH simulation results for
the chosen reference problems only depend weakly on the exact
values of the shear strength (Güttler et al., 2009).

6. Conclusions

This work supports the observation of Seizinger & Kley (2013)
that the sample generation method influences its mechanical be-
havior significantly. Whereas the bouncing behavior of micro-
scopic dust aggregates differs little for BAM and static com-
paction aggregates, they do behave differently when external
strain is applied (see Fig. 5). It is important to keep this in mind
when comparing numerical simulations to laboratory results.
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Observing the transition from ductile to brittle behavior for
coordination numbers of ≈ 6 is very interesting. It certainly in-
fluences the outcome of collisions as well. For brittle aggregates,
fragmentation will play a significantly larger role.

In this work we determined simple power laws to describe
the relation between the tensile strength (see Eq. 4) or shear
strength (see Eq. 5) and the porosity. In combination with earlier
work on the the compressive strength (Seizinger et al., 2012), it
provides a complete description when the inelastic regime is en-
tered upon deformation of porous dust aggregates. Since the dis-
sipation of the kinetic impact energy is critical, this knowledge is
crucial for continuum simulations of collisions of macroscopic
porous aggregates.

Comparing with a special SPH model, we find that our ten-
sile strength agrees well with the tensile strength adopted in
the SPH code. The same holds for the compressive strength
as found in earlier work (Seizinger et al., 2012). However, the
shear strength differs significantly. Future analysis has to show
whether our improved relation for the shear strength will have a
fundamental impact on the SPH simulation results, or whether
the shear strength only alters details in the simulations, as might
be indicated by previous work.
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ABSTRACT

Aims. The aim of this work is to gain a deeper insight into how much different aggregate types are affected by erosion. Especially,
it is important to study the influence of the velocity of the impacting projectiles. We also want to provide models for dust growth in
protoplanetary disks with simple recipes to account for erosion effects.
Methods. To study the erosion of dust aggregates we employed a molecular dynamics approach that features a detailed micro-physical
model of the interaction of spherical grains. For the first time, the model has been extended by introducing a new visco-elastic
damping force which requires a proper calibration. Afterwards, different sample generation methods were used to cover a wide range
of aggregate types.
Results. The visco-elastic damping force introduced in this work turns out to be crucial to reproduce results obtained from laboratory
experiments. After proper calibration, we find that erosion occurs for impact velocities of 5 ms−1 and above. Though fractal aggregates
as formed during the first growth phase are most susceptible to erosion, we observe erosion of aggregates with rather compact surfaces
as well.
Conclusions. We find that bombarding a larger target aggregate with small projectiles results in erosion for impact velocities as low as
a few ms−1. More compact aggregates suffer less from erosion. With increasing projectile size the transition from accretion to erosion
is shifted to higher velocities. This allows larger bodies to grow through high velocity collisions with smaller aggregates.

Key words. Planets and satellites: formation – Protoplanetary disks – Methods: numerical

1. Introduction

In the past years, both laboratory experiments and numerical
simulations have been able to shed light on many aspects of
the growth processes leading to the formation of planetesimals.
Nevertheless, various questions regarding the growth from mi-
croscopic dust grains to kilometer-sized bodies remain unan-
swered.

One of these open questions concerns the presence of small
dust grains in protoplanetary disks. From observations, we know
that sub-mm sized grains are present (e.g. Williams & Cieza,
2011). Yet, theoretical growth models predict a rapid deple-
tion of small grains by sticking (Dullemond & Dominik, 2005).
Replenishing the amount of small grains during the evolution
of the disk may reconcile these predictions with observations.
Destructive collisions of larger bodies are likely to come to
mind as a source of small particles. But other effects such as
photophoresis may contribute to the production of small grains
as well (Wurm & Krauss, 2006; Kelling & Wurm, 2011; de
Beule et al., 2013). Alternatively, it has been proposed that elec-
tric charging hinders the growth of larger bodies by suppress-
ing coagulation of sub-mm sized grains (e.g. Okuzumi, 2009;
Okuzumi et al., 2011).

In this work, we perform simulations to study the erosion
of different aggregates types. To model high velocity impacts
more accurately, we extend the molecular dynamics approach
of Seizinger et al. (2012) by a new viscoelastic damping mech-
anism recently presented by Krijt et al. (2013). This work is
supposed to provide the necessary data for a better treatment
of erosion in the existing models for dust growth in protoplan-

etary disks (e.g. Ormel et al., 2007; Zsom & Dullemond, 2008;
Birnstiel et al., 2010; Windmark et al., 2012; Dra̧żkowska et al.,
2013). Thus, we study the erosion efficiency for different aggre-
gates with properties that are typically encountered during the
growth process in protoplanetary disks.

In the beginning, dust growth is driven primarily by
Brownian motion because micron-sized aggregates couple very
well to the surrounding gas in the disk. Owing to the low rel-
ative velocities most frequent are hit & stick collisions without
any restructuring. Such collisions result in the growth of very
fluffy, fractal aggregates (e.g. Blum et al., 1996; Kempf et al.,
1999). As these fractal aggregates are typical for the size regime
of mm and below we study the erosion of fractal aggregates.

As the aggregates grow larger, their relative velocities in-
crease and the hit & stick regime is left. Depending on the colli-
sion velocity compaction and fragmentation will set in (Blum &
Wurm, 2000). As of today, the further evolution of dust aggre-
gates is hotly debated. The impact of various processes such as
compaction, fragmentation, bouncing, fragmentation with mass
transfer, or reaccretion in aggregate collisions at different veloc-
ities and with different porosities has been studied in numerous
laboratory experiments. For a helpful summary we refer to Blum
& Wurm (2008) and Güttler et al. (2010).

Unfortunately, owing to the available computing power it is
not possible to study any possible aggregate type at any given
size. Instead, we restrict our study to a few aggregate types
that may serve as prototypes. For this purpose we chose aggre-
gates generated by particle-cluster aggregation (PCA) and sev-
eral ballistic-aggregation-and-migration (BAM) aggregates. The
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Fig. 1. The four types of particle interaction: Compression/Adhesion
(a), Rolling (b), Sliding (c), and Twisting (d). Figure taken from
Seizinger et al. (2012).

results obtained for these aggregate types are supposed to give an
estimate on the erosion efficiencies expected for the more com-
pact aggregates formed during the growth process in a proto-
planetary disk.

2. Interaction model

2.1. Established model

In our simulations, aggregates are composed of thousands of
equal sized, spherical grains (also referred to as monomers).
Monomers interact with each other only if they are in contact.
Energy is dissipated upon deformation of these contacts caused
by the relative motion of the grains. Long range forces such as
electromagnetic forces or gravity are not taken into account.

We use nearly the same interaction model as proposed by
Dominik & Tielens (1997). To model the interaction of two
spherical grains they distinguish between four types of motions
(see Fig.1). The equations describing these types of motions are
mostly based on earlier theoretical work (Johnson et al., 1971;
Dominik & Tielens, 1995, 1996). For rolling, sliding, and twist-
ing, the interaction remains elastic as long as the displacement
from the equilibrium state remains small. If a certain threshold
is exceeded, the motion enters the inelastic regime and energy
is being dissipated. Apart from one minor difference Wada et al.
(2007) derived the same equations from corresponding poten-
tials. This brings the advantage of being able to track how much
energy is dissipated by which type of motion.

However, compared to laboratory experiments on the com-
pression of porous dust aggregates performed by Güttler et al.
(2009) the behavior predicted by the model of Dominik &
Tielens (1997) was too soft. To overcome this discrepancy,
Seizinger et al. (2012) modified the rolling and sliding interac-
tion. They observed much better agreement between simulations
and laboratory results by increasing the rolling interaction by a
factor of 8 and the sliding interaction by a factor of 2.5.

In this work, we employ the modified interaction model pro-
posed by Seizinger et al. (2012) with mr = 8 and ms = 2.5. The
material parameters are listed in Tab. 1.

2.2. Visco-elastic damping

The critical sticking velocity vcrit at which the transition from
sticking to bouncing occurs constitutes an important value when
comparing the collisional behavior predicted by a theoretical in-
teraction model with laboratory results. For micron sized silicate
grains JKR theory predicts vcrit ≈ 0.1 ms−1. However, in labora-

Table 1. Material parameters.

Physical property Silicate

Particle Radius r (in µm) 0.6
Density ρ (in g cm−3) 2.65
Surface Energy γ (in mJ m−2) 20
Young’s Modulus E (in GPa) 54
Poisson Number ν 0.17
Critical Rolling Length ξcrit (in nm) 2
Viscous damping time Tvis (in s) 1.25 · 10−11

tory experiments on the stickiness of such grains a considerably
higher sticking velocity of the order of 1 ms−1 has been measured
(Poppe et al., 2000).

As an attempt to overcome this discrepancy Paszun &
Dominik (2008) proposed surface asperities as a possible damp-
ing mechanism. Upon collision of two monomers small asper-
ities on their surfaces get flattened. The corresponding plastic
deformation would lead to the additional dissipation of kinetic
energy. The damping was applied by artificially lowering the
relative velocity of two monomers in the integration step where
they collided with each other. However, when performing simu-
lations with higher collisions velocities (> ms−1) Seizinger et al.
(2012) found that this damping mechanism introduced numeri-
cal instability.

In this work, we instead use the new damping force derived
by Krijt et al. (2013), who show that for viscoelastic materials,
the dissipative stresses in the contact area can be integrated to
yield a damping force

FD =
2TvisE?

ν2 a vrel, (1)

where a denotes the current contact radius and vrel the relative
normal velocity of the two monomers. The Poisson number ν
and the reduced Young’s modulus E? = E/(2(1 − ν2)) are mate-
rial constants. The viscoelastic timescale Tvis is not well-known,
but values around 10−12 − 10−11 s allowed Krijt et al. (2013) to
reproduce collision experiments with single microspheres very
well.

The damping force given in Eq. 1 replaces the weak damping
introduced by Seizinger et al. (2012) to prevent aggregates from
being heated up artificially (Paszun & Dominik, 2008).

3. Erosion of RBD cakes

3.1. Calibration

In the first step, we calibrate our extended interaction model
using the results of laboratory experiments performed by
(Schräpler & Blum, 2011). In their work, they shot a volley of
single monomers on a sample dust cake (from now on referred
to as projectiles and target). The samples have been generated
by random ballistic deposition (RBD) and had a high porosity
(Blum & Schräpler, 2004). The velocity of the incoming pro-
jectiles was 15, 30, 45, and 60 ms−1. After shooting a certain
number of projectiles at the target the current weight of the tar-
get was measured. By repeating this procedure they determined
the evolution of the mass loss with respect to the total projectile
mass exposure (see Schräpler & Blum, 2011, Fig. 4).

In our simulations, we try to follow this procedure as closely
as possible. We start by generating a target via random ballis-
tic deposition. Owing to the computational demand imposed by
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Fig. 2. Erosion efficiency for different velocities of the incoming pro-
jectiles. The errorbars have been determined by using 6 randomly gen-
erated targets with equal properties. At velocities below 30 ms−1 the
results we obtain when setting Tvis = 1.25 · 10−11 s (red crosses) agree
well with laboratory experiments by Schräpler & Blum (2011) (purple
squares). At higher velocities our micromechanical interaction model is
probably no longer applicable as plastic deformation of the monomers
will play a larger role. For comparison, we show results obtained by
increasing the strength of normal damping mechanism introduced in
Seizinger et al. (2012) by a factor of 500 (blue crosses).

high numbers of particles we limit the base area of the target to
100× 100 µm. Initially, the target has a height of ≈ 70 µm and is
composed of 105 monomers. Then, a barrage of 100 randomly
distributed monomers is shot at the target. The mass loss ∆m
of the target is given by the number of monomers ∆N that are
knocked out by the incoming projectiles. Dividing the number
of eroded monomers by the number of projectiles we obtain the
erosion efficiency ε

ε =
∆N
Np

, (2)

where Np denotes the total number of monomers of the incom-
ing projectiles and ∆N = Ntarget,before − Ntarget,after the change of
the number of monomers of the target aggregate. Thus, for ε > 0
the target has been eroded whereas for ε < 0 some of the pro-
jectile mass has been accreted onto the target. The values can
be compared directly with the results from Schräpler & Blum
(2011).

In Fig. 2, the erosion efficiency obtained from our simula-
tions is compared to laboratory results (Schräpler & Blum, 2011,
Fig. 5). By choosing Tvis = 1.25 · 10−11 s we get an erosion ef-
ficiency of 1.89 ± 0.45 for v = 15 ms−1. This is in excellent
agreement with the value of 1.9 ± 1.3 obtained from laboratory
experiments (Schräpler & Blum, 2011). If we perform the sim-
ulations without the additional visco-elastic damping force we
find ε = 83.16 ± 1.68 for v = 15 ms−1. This demonstrates im-
pressively why a proper treatment of such damping effects is
crucial in the high velocity regime.

Finding a value for Tvis that fitted the whole velocity range
well was not possible. We believe that the discrepancy at col-
lision velocities ≈ 30 ms−1 and above is caused by the plas-
tic deformation of single monomers. A plastic yield velocity of
30 ms−1 implies a material yield strength of ≈ 3 GPa (Thornton
& Ning, 1998), which is well within the range of 0.1 − 11 GPa
given by Paszun & Dominik (2008). In this velocity regime our
physical model may therefore not provide a good description
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Fig. 3. Erosion efficiency with respect to the cumulative mass of the pro-
jectiles that have been shot at the target. Like in the laboratory experi-
ments the trajectory of the incoming projectiles is perpendicular to the
surface of the target. The target aggregate becomes passivated quickly
which leads to a significant drop of the erosion efficiency.

anymore. Thus, we put our focus on the data points for lower
impact velocities, which are also more relevant in the context of
the collisions of smaller aggregates in protoplanetary disks (e.g.
Brauer et al., 2008).

For comparison, we also show results from simulations with-
out the new damping force given in Eq. 1. Instead, we greatly
increased the strength of the normal damping force by setting
κ = 5·10−4 gs−1 (see Seizinger et al., 2012, Sect. 2.1.4). This cor-
responds to an increase of κ by a factor of 500. For v = 15 ms−1

this results in a drop of the erosion efficiency drops from 83.16
to 0.85. This means that we can also get much closer to the lab-
oratory results by greatly increasing the strength of the normal
damping (see blue crosses in Fig. 2). Nevertheless, we prefer the
viscoelastic damping force proposed by Krijt et al. (2013) be-
cause its derivation is based on physical deliberations, whereas
the weak normal damping had been introduced for numerical
reasons only.

3.2. Passivation

The experiments by Schräpler & Blum (2011) show a decline
of the erosion efficiency to very low values after shooting in a
sufficiently large number of projectiles. Successive impacts re-
structure the upper layers of the target in such a way that fur-
ther projectiles are less likely to knock out monomers. To check
if we can reproduce this effect we bombard the same target re-
peatedly with 100 monomers. For each barrage we measure the
erosion efficiency independently. Indeed, we observe a similar
passivation effect (see Fig. 3). An example of how the structure
of the samples changes after a bombardment with 1000 pro-
jectiles at v = 30 ms−1 is depicted in Fig. 4. As shown in the
right panel of Fig. 4 the bombardment leads to the formation
of deep holes and pillar like structures. Compared to the initial
density in a RBD aggregate the monomer density in these pil-
lars is increased. Similar restructuring processes have also been
observed in the laboratory experiments (see Schräpler & Blum,
2011, Fig. 6).

So far, the trajectories of all projectiles have been perpen-
dicular to the surface of the target. This leads to the question
whether the pillar-shaped features will also emerge when projec-
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Fig. 4. Top-down view on a target aggregate before and after an impact sequence. Following the bombardment with a sufficient number of high
speed projectiles the shape of the target aggregate changes significantly. Left: Initially, the RBD sample features a very homogeneous structure.
Right: After shooting 1000 projectiles at the sample with v = 30 ms−1 the homogeneous structure has been destroyed. Deep holes and more
compact pillars have formed.
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Fig. 5. Erosion efficiency with respect to the cumulative mass of the pro-
jectiles. Because the projectiles are coming in from random directions,
this time a larger cake with a base area of 150 × 150 µm and a height of
≈ 70 µm is used. Each data point depicts the average erosion efficiency
after shooting in a bunch of 100 monomers. The random distribution of
impact angles greatly reduces the passivation effect. At the end of the
simulations roughly a quarter of the aggregate mass has been eroded.

tiles impact under different angles. While shooting in monomers
from random directions is complicated in laboratory experi-
ments it does not pose any problem in numerical simulations.
Apart from the impact direction we use the same setup as be-
fore.

Indeed, after randomizing the impact angles the passivation
effect seems to vanish (see Fig. 5). One might argue that there is
small decline of the erosion efficiency, which indicates that the
simulations had not fully converged yet. However, at the end of
the simulations 25 % of the initial target mass have already been

eroded. As shown later in Sect. 4.2, no passivation is observed
when shooting projectiles at an aggregate from random direc-
tions. Therefore we may conclude that it originates from the
specific setup of the laboratory experiments. This is a relevant
result because in the context of planet formation projectiles will
hit from random directions. Thus, at least on the microscopic
scale, passivation does not play an important role.

However, in Fig. 5 we notice a strong decrease of the erosion
efficiency between the first and the second barrage of projec-
tiles. Presumably, this is caused by chopping off the uppermost
fractal chains of the initial target cake. As a results of the RBD
generation process the uppermost part of the aggregate is less
homogeneous than the parts below. Fractal, very fluffy chains of
monomers stick out. They can be sandblasted away very easily
by tangential hits. The first barrage of projectiles is sufficient to
erode this upper layer.

Compared to the calibration simulations (see Fig. 2) we ob-
tain higher values for the erosion efficiency when the projectiles
impact from random directions. For v = 15 ms−1 the erosion ef-
ficiency roughly doubles from εcalibration = 1.9 to εrandom ≈ 4.
The rise of the erosion efficiency is no surprise: In the calibra-
tion setup projectiles hit the surface of the target under an angle
of 90◦. Their kinetic energy suffices to knock a few monomers
out at the impact location. The majority of these monomers is
pushed deeper into the sample where they may be recaptured be-
cause their excess kinetic energy is dissipated by subsequent col-
lisions with other monomers of the target. Since this recapturing
mechanism is less effective for tangential impacts we measure a
higher erosion efficiency when shooting in projectiles from ran-
dom directions.

4. Erosion of aggregates

In this section we extend our studies to a variety of more re-
alistic aggregates. The setup for the calibration simulation is
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somewhat artificial compared to the processes in a protoplane-
tary disk. However, bombarding a free floating aggregate with
single projectiles at a well defined impact velocity in laboratory
experiments is not possible at the present time. Thus, we employ
numerical simulation to address this question.

4.1. Sample generation

The target aggregates used in this work have been generated by a
variety of methods. The aggregates generated by particle-cluster
aggregation and random ballistic deposition are spherical and
homogeneous. In contrast, the fractal aggregates have a non-
spherical shape and are highly inhomogeneous. Examples of all
three types are shown in Fig. 6.

Particle-cluster aggregation (PCA) constitutes an easy way
to generate larger aggregates. The aggregate grows by adding
single monomers from random directions. The monomers stick
at the location where the first contact with the existing aggregate
is established. Thus, the resulting aggregate will be rather fluffy
with a volume filling factor of φ ≈ 0.19 (see left panel of Fig. 6).
This procedure is similar to random ballistic deposition except
that particles are coming from random directions rather than a
specific side.

The second aggregate type is ballistic aggregation and mi-
gration (BAM) which has been suggested by Shen et al. (2008).
As in the case of PCA monomers approaching from random di-
rections are successively added to the aggregate. However, the
final position of a monomer is determined in such a way that
contact to two or three existing monomers is established at the
same time resulting in more compact aggregates. For a more de-
tailed description of the generation process we refer to Seizinger
& Kley (2013, Sect. 3.2). In this work, we use two-times mi-
gration (BAM2), which means that after migrating once to es-
tablish contact with a second monomer, the migration process
is repeated to get in contact with a third monomer. This proce-
dure generates compact aggregates with a coordination number
nc = 6. An example of such an aggregate is shown in the center
of Fig. 6.

The two aggregate types described above both share the
disadvantage that their structure is somewhat artificial. Thus,
we also use aggregates which have been obtained from a joint
project where two different numerical techniques have been
combined to simulate the growth of dust aggregates (Seizinger
et al., in prep.). Starting with aggregates consisting of a sin-
gle monomer, we followed the evolution of a swarm of repre-
sentative aggregates using the approach presented by Zsom &
Dullemond (2008). On the microscopic scale, every collision
between two representative aggregates has been simulated us-
ing molecular dynamics. That way, the changes of the aggre-
gate structure during the growth process could be resolved in
great detail. The growth of sub-mm sized aggregates is primarily
driven by Brownian motion which results in very porous aggre-
gates (e.g. Kempf et al., 1999). An example is depicted in the
right panel of Fig. 6.

As already mentioned in Sect.1 these aggregates have been
chosen as prototypes reflecting different stages in the evolution
of dust aggregates. When dealing with dust aggregates of dif-
ferent porosities/structure the following equations may serve as
easily implementable recipes to account for erosion.
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this velocity we observe the transition from accretion to erosion.

4.2. Results

Using the sample aggregates described in Sect. 4.1 we determine
the erosion efficiency in the following way:

First, a given number of single monomers (from now on re-
ferred to as projectiles) is randomly distributed around the tar-
get in such a way, that their trajectories will hit the target with
an impact parameter b between 0 and 1. The impact parame-
ter is chosen such that the number of impacts per cross section
area are constant. To avoid projectiles interfering with each other
we restrict the total number of incoming projectiles to 20. A
lower number of projectiles is used when increasing their size
in Sect. 4.3. The erosion efficiency is calculated in the same way
as described in Sect. 3.1.

We perform simulations for impact velocities from 1 ms−1 to
15 ms−1. Note that the velocity range has been chosen to com-
pare our results to the calibration experiments. Even in turbulent
disks impact velocities of 15 ms−1 are quite high for mm-sized
aggregates (e.g. Brauer et al., 2008).

For each velocity, we perform 5 simulations with a different
initial distribution of the projectiles and average over the results.
As the fractal aggregates have a inhomogeneous density, we use
5 different aggregates of similar size / structure.

The results are shown in Fig. 7. For low velocities the ero-
sion efficiency approaches a value of −1 which corresponds to
accretion rather than erosion. For both, the compact BAM2 and
the rather porous PCA aggregate, the transition from accretion to
erosion occurs at an impact velocity of v ≈ 2 ms−1. As one would
expect we observe a lower erosion efficiency for the “hardened”
BAM2 aggregates. For v = 15 ms−1 the erosion efficiency mea-
sured for any of the target aggregates is well above the corre-
sponding value of 1.9 obtained from the calibration simulations.
As already explained in the last paragraph of Sect. 3.2, this is
expected when the target is bombarded from random directions.

To derive simple recipes for the dependency of the erosion
efficiency ε on the impact velocity v we determined fit curves
for the different aggregate types. Based on the results shown in
Fig. 7 we chose a linear fit. We find

εBAM2(v) = 0.35v − 0.92, (3)

εPCA(v) = 0.60v − 1.56, (4)

5
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Fig. 6. Sample aggregates used in this work. Left: PCA aggregate (nc = 2) with 8 · 104 monomers and a diameter of 100 µm. Center: BAM
aggregate consisting of 1.5 ·105 monomers with nc = 6 and a diameter of 100 µm. Right: Fractal aggregate (nc ≈ 2) consisting of 6 ·104 monomers
and a maximum diameter of ≈ 280 µm.

εfrac(v) = 0.92v − 1.75, (5)

where v is given in ms−1. Note that these fits should be applied
with care for velocities below 1 ms−1. Negative values of ε(v)
correspond to accretion, where ε = −1 means that all incoming
projectiles have been accreted onto the target. Obviously, values
below −1 do not represent any physical process and are just an
artifact of the fitting process. As accretion is dominating for low
velocities, it applies

lim
v→0

ε(v) = −1. (6)

It is important to note that the erosion efficiency for the frac-
tal aggregates has been determined in a different way than ex-
plained in Sect. 3.1. As the impact velocities of the projectiles
increase, sometimes whole “fractal arms” are chopped off the
main aggregate. However, this process resembles fragmentation
rather than erosion. Thus, we only count the monomers of frag-
ments that consist of fewer than 10 monomers when determining
the erosion efficiency. In case of the more compact aggregates
fragments consisting of more than two to three monomers are
very rarely to be found. Thus, the both methods to determine the
erosion efficiency return the same values.

We were curious whether we could reproduce the passivation
effect we observed in our calibration simulations for aggregates.
For this purpose we repeatedly shot 50 projectiles at the PCA
aggregate (left panel of Fig. 6). After every barrage the erosion
efficiency was measured and the fragments were removed. We
choose the PCA aggregate because its structure is very similar to
the RBD samples used for the calibration. However, no decline
of the erosion efficiency was observed (see Fig. 8). Initially, the
average coordination number of the PCA aggregate is 2. As a
result of the bombardment monomers are pushed inwards which
leads to an increase of the average coordination number of the
aggregate. This supports the assumption that the “holes and pil-
lars” shown in Fig. 4 play a key role for the accretion of incom-
ing projectiles.

4.3. Influence of the projectile size

So far, the projectiles consisted of only a single monomer.
However, aggregates of different sizes will be present in a pro-
toplanetary disk. Thus, we extend our study to larger projectiles
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Fig. 8. Evolution of the erosion efficiency with an increasing amount of
the deposited mass. The target was a PCA aggregate with a diameter of
100 µm. Each data point corresponds to the average erosion efficiency
measured after shooting in 100 monomers. Contrary to the calibration
setup no passivation effect is observed.

which are generated by particle-cluster aggregation. The size of
the projectile aggregates lies between two and a few thousand
monomers, which means that their mass remains at least an or-
der of magnitude below the target mass.

In the following simulations the PCA aggregates with the
properties specified in Fig. 6 serve as targets. As shown in Fig. 9
the projectile size heavily influences the outcome of our simula-
tions. For increasing size of the projectiles the erosion efficiency
drops. At first glance, this may seem counterintuitive. The key
to understand this observation lies in the, compared to the tar-
get, low mass of projectile. While the kinetic energy of a single
monomer suffices to knock a few monomers out of the target ag-
gregate, it is vastly below the energy threshold required to dis-
rupt the entire aggregate. When the first monomers of the pro-
jectile hit the target monomers are knocked out. However, sub-
sequent parts of the incoming projectile may push these eroded
monomers back toward the target where they may get reaccreted.
For small projectiles there is a higher probability for eroded
monomers to escape from the target aggregate.
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Fig. 10. Depending on the size of the projectiles the outcome changes from erosion to fragmentation. In both cases the impact velocity was 15 ms−1.
Left: Erosion after shooting in 25 projectiles each consisting of 4 monomers. Right: Fragmentation after shooting in 4 projectiles each consisting
of 4096.
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In the context of planet formation the growth of larger bodies
is a key issue. Therefore we are especially interested in the ve-
locity vA→E at which the transition from accretion to erosion oc-
curs. For this purpose we first determine linear fits ε(v) = av + b
for the results as depicted in Fig. 9. Then, vA→E can be calculated
via vA→E = −(b/a). To examine the influence of the porosity of
the target, we used rather fluffy PCA aggregates (see Fig. 9) as
well as compact BAM2 aggregates (not shown) as targets.

Independent of the porosity of the target, we find that
vA→E increases significantly with growing projectile mass (see
Fig. 11). For projectiles consisting of only a single monomer
we find vA→E = 2.6 ms−1 and vA→E = 2.64 ms−1 for PCA and
BAM2 targets, respectively. Indeed, this is equivalent to the crit-
ical sticking velocity of two spherical grains predicted using the
theory of Krijt et al. (2013). For smaller projectiles between 1
and 256 monomer masses, we determined a fit for the transition

velocity

vA→E,PCA(N) = 0.89N0.37 + 1.71, (7)

and

vA→E,BAM2(N) = 3.34N0.24 − 0.74, (8)

where N denotes the number of monomers of the projectile (see
dashed curve in Fig. 11).

For larger projectiles the measured threshold velocities vA→E
do not follow the fits given in Eqs. 7 and 8 anymore. This can be
explained by the transition from the erosion to the fragmentation
regime. In the erosion regime the vast majority of fragments is
tiny (below 10 monomers) whereas in the fragmentation regime
the impact energy of the projectiles is sufficient to shatter the
target into larger fragments (see Fig. 10). From the mass mT of
the target we can estimate the mass ratio, where the collision
outcome is dominated by fragmentation. For the data shown in
Fig. 11, the critical projectile mass is between 256 − 512 mP and
mPCA = 8 · 104 mP, mBAM2 = 1.5 · 105 mP, where mP denotes
the mass of a single monomer. Thus, the fragmentation regime
is entered when the projectile mass exceeds roughly 0.5 % of the
target mass.

Though the exact values differ, the evolution of vA→E
for PCA and BAM2 targets is qualitatively very similar (see
Fig. 11). Concerning the formation of larger bodies this is a pos-
itive result because it indicates that, regardless of the porosity of
the target, growth is possible at velocities that are considerably
above the sticking velocity of two individual dust grains.

In laboratory experiments, mass growth was found at ve-
locities of about 50 ms−1 (Teiser & Wurm, 2009). Recently,
Meisner et al. (2013) studied high velocity impacts of SiO2 dust
aggregates and found that growth is possible at velocities of
≈ 70 ms−1. These velocities are considerably higher than our
results. However, the size regime is completely different: The
size of the projectiles used by Meisner et al. (2013) is compa-
rable to the size of our target aggregates. Since the maximum
value for vA→E is limited by the onset of fragmentation we ex-
pect to observe accretion at higher velocities when using cm-
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to decimeter-sized target aggregates. Unfortunately, numerical
simulations of aggregates of mm size and above are infeasible
with the currently available computing power.

5. Conclusions

Let us briefly summarize the key results of this work. First of
all, in Sect. 3.1 we have shown that the JKR description of the
repulsion and adhesion between two microscopic silicate grains
fails to reproduce the erosion efficiency measured in laboratory
experiments by a factor of about 20. By extending the interac-
tion model by a visco-elastic damping force we obtain very good
agreement between numerical simulations and laboratory exper-
iments for collision velocities below 30 ms−1. Thus, it is crucial
to take this additional damping force into account for any further
simulations of dust aggregates in the velocity regime of ms−1.

Secondly, we found that the passivation effect observed in
laboratory experiments originates from the artificial setup (see
Sect. 3.2). In the context of dust growth in a protoplanetary disk
passivation against erosion does not play an important role.

In Sect. 4.2 we studied how much different types of aggre-
gates are affected by erosion. Especially the fluffy, fractal ag-
gregates that form during the Brownian motion driven growth
phase are prone to erosion. Despite their rather compact sur-
face we find that even the BAM2 aggregates suffer from ero-
sion, though less than the fractal or PCA aggregates. We provide
simple recipes to quantify the erosion efficiency for the different
aggregate types.

We also examine the influence of the projectile size. Indeed,
it turns out that the transition from accretion to erosion is
shifted to higher velocities as the projectiles become larger (see
Sect. 4.3). The possibility of accretion at impact velocities of
20 ms−1 and above helps the growth of larger bodies.

At this point it is hard to judge how these results influence the
growth process in protoplanetary disks. For a single impact, we
have shown that the erosion efficiency depends on the impact ve-
locity, the structure of the target aggregate as well as the size of
the projectile. The prevalence of such impacts is determined by
the abundance of small projectiles and the turbulence. As already
mentioned in Sect. 1, the amount of small grains will be depleted

rapidly by collisional growth to larger aggregates (Dullemond &
Dominik, 2005). In this work, we have shown that erosion (es-
pecially as long as the target aggregates are fluffy and fractal)
will produce a steady stream of small dust grains. Therefore it
could help to replenish the pool of small grains. The final out-
come of this complex interplay of different effects will have to
determined by future simulations of the collisional evolution of
dust aggregates in protoplanetary disks.
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Güttler, C., Krause, M., Geretshauser, R. J., Speith, R., & Blum, J. 2009, ApJ,

701, 130
Johnson, K. L., Kendall, K., & Roberts, A. D. 1971, Royal Society of London

Proceedings Series A, 324, 301
Kelling, T. & Wurm, G. 2011, ApJ, 733, 120
Kempf, S., Pfalzner, S., & Henning, T. K. 1999, Icarus, 141, 388
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Windmark, F., Birnstiel, T., Güttler, C., et al. 2012, A&A, 540, A73
Wurm, G. & Krauss, O. 2006, Physical Review Letters, 96, 134301
Zsom, A. & Dullemond, C. P. 2008, A&A, 489, 931

8

72



4 Summary & Outlook

In this chapter I will give a brief overview of the results obtained within the scope
of this thesis and discuss their implications.

4.1 Implications for the interaction model

The key result of Seizinger et al. (2012) is that the compression behavior predicted
by the interaction model used in earlier works (Dominik and Tielens, 1997; Wada
et al., 2007) is too soft. Using a similar setup as Güttler et al. (2009), porous dust
aggregates could be compressed much more easily in numerical simulations. To
overcome this discrepancy Seizinger et al. (2012) introduced two new parameters
mr and ms that modify the strength of the rolling and sliding interaction. Excellent
agreement with the laboratory experiments was obtained for mr = 8 and ms = 2.5.
Increasing the strength of the rolling and sliding interaction raises the stiffness of
the material. When comparing videos of experiments and visualizations of earlier
numerical simulations it has been suspected that the behavior predicted by the latter
is too soft.

A second major modification of the original interaction model was proposed by
Krijt et al. (2013). Based on theoretical considerations and comparison with nu-
merous laboratory experiments they proposed to extend the JKR interaction model
(Johnson et al., 1971) by adding a visco-elastic damping force. Recently, Seizinger
et al. (2013a) have shown that this extension of the interaction model is essential
to reproduce results from high velocity erosion experiments (Schräpler and Blum,
2011). Without this additional damping mechanism the erosion efficiency deter-
mined in the numerical simulations exceeded the one measured in the laboratory
experiments by a factor of 40.

In summary, it can be said that in the wake of this thesis two major improvements
have been applied to the interaction model: the stiffness of the interaction has been
increased significantly and much more kinetic energy is dissipated by the visco-elastic
damping force. These changes heavily affect simulations of other relevant processes
such as the compaction of fluffy aggregates or high velocity impacts.

4.2 Implications for MD simulations

The implications discussed in Sect. 4.1 are primarily important for MD simulations
that are based on the same micro-mechanical interaction model. But some conclu-
sions affecting MD simulations of porous aggregates in general may be drawn as
well.
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When studying the bouncing behavior, the first aggregates generated via hexag-
onal close packing with extraction (CPE). This aggregate type has already been
used in earlier works (e.g Wada et al., 2011). Because the author of this thesis
suspected that the artificial lattice structure would tremendously influence the out-
come of simulations, different methods to generate more realistic aggregates have
been investigated. Indeed, it turned out that the regular lattice structure of CPE
aggregates results in a significantly higher bouncing probability compared to more
realistic aggregate structures (Seizinger and Kley, 2013). Likewise, Seizinger et al.
(2013b) have shown that the reaction of porous dust aggregates to external strain
depends heavily on the microscopic structure.

These results underline the importance of the method employed to generate sam-
ple aggregates for MD simulations. Within this thesis, it has become clear that
the behavior of CPE aggregates is very different to aggregates generated via static
compaction (SC). Though static compaction is the method of choice for the gener-
ation of compact aggregates with a realistic internal structure, the computational
demand of the compaction process limits its applicability. Thus, Seizinger and Kley
(2013) also studied ballistic aggregation and migration (BAM) aggregates (Shen
et al., 2008) which can be generated quickly. Although the tensile strength of BAM
and SC aggregates differs by factor of up to 2 (Seizinger et al., 2013b), their collision
behavior is very similar (Seizinger and Kley, 2013). Thus, BAM aggregates are very
useful when studying collisions of more compact, homogeneous aggregates.

Generating inhomogeneous, fractal aggregates is more difficult. As part of an
upcoming paper (Seizinger et al.), the author will present a simple algorithm that
allows the fast generation of aggregates with properties similar to those grown by
successive collisions in a protoplanetary disk.

4.3 Implications for SPH simulations

When calibrating SPH simulations with laboratory results, differences between the
quasi-static (slow) and dynamic (fast) compaction were taken into consideration
(Güttler et al., 2009). Indeed, Seizinger et al. (2012) found that the compressive
strength depends on how fast the compression occurs. Compared to the quasi-static
case it becomes easier to compress porous aggregates until a critical compression
velocity of ≈ 0.9 ms−1 is reached. At higher compression velocities porous aggregates
become harder to compress. This is a critical result, because collisions of macroscopic
bodies occur in this velocity regime. Seizinger et al. (2012) provide SPH simulations
with simple recipes for the compressive strength of porous dust aggregates spanning
a wide range of compression velocities.

Equally important are the tensile and shear strength. The tensile strength could
be measured in laboratory experiments (Blum and Schräpler, 2004; Blum et al.,
2006). However, measuring the shear strength of a highly porous dust aggregate
has not been possible so far. Until now, SPH simulations had to rely on theoretical
estimations (e.g. Sirono, 2004). After successfully calibrating our interaction model
as explained in Sect. 4.1, Seizinger et al. (2013b) determined the shear strength of
porous aggregates. Interestingly, they obtained a relation for the shear strength that
differs by almost one order of magnitude from Sirono (2004). This indicates that
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4.4 Implications for the growth of larger bodies

the approach of Sirono (2004) might not be applicable to porous aggregates.
As a results of this thesis, the compressive, tensile, and shear strength relations are

now available, as well as a proper description of the transition from the quasi-static
to the dynamic compaction regime. In future work, it will be very interesting to see
how these refined material properties will alter the outcome of SPH simulations.

4.4 Implications for the growth of larger bodies

The frequency of bouncing collisions has a tremendous impact on growth of larger
bodies. According to Seizinger and Kley (2013) sub-mm sized particles do not
bounce off each other unless their filling factor is larger than ≈ 0.5. Yet, laboratory
experiments indicate that the volume filling factor remains below 0.5 during the
growth to cm-sized aggregates (Teiser et al., 2011). Thus, bouncing does not hamper
the growth of mm-sized aggregates.

Laboratory experiments show that collisional growth of dust aggregates is possible
at velocities of about 50 ms−1 (Teiser and Wurm, 2009). In molecular dynamic sim-
ulations fragmentation typically sets in at much lower velocities of a few ms−1 (e.g.
Paszun and Dominik, 2009; Seizinger and Kley, 2013). Growth at higher velocities
could be observed when using icy particles that are much more sticky (Wada et al.,
2009).

Within this thesis, it has been shown that the mass ratio of the colliding aggregates
plays an important role. In Seizinger et al. (2013a) the author determined the
threshold velocity at which the transition from accretion to erosion occurs. With
growing projectile masses the threshold velocity increases until the impact energy of
the projectile suffices to shatter the target aggregate. This means that high velocity
collisions may still result in net growth and helps to bridge the gap between MD
simulations and laboratory results.

For the first time, Seizinger et al. (2013a) studied the erosion of larger bodies
with numerical simulations. As expected, they found that fluffy, fractal aggregates
are most vulnerable to erosion. However, even compact aggregates suffer from ero-
sion. The erosion effect quickly diminishes as the projectiles grow larger. Seizinger
et al. (2013a) determined simple equations that provide other simulations with the
possibility to account for the effects of erosion.

4.5 Outlook

Regarding the growth of dust aggregates several aspects are still poorly understood.
The structure of aggregates that form during very first growth phase has been stud-
ied in detail, both numerically and experimentally (Kempf et al., 1999; Blum et al.,
2000). Since this growth phase is dominated by Brownian motion collisions are
purely hit & stick. As the aggregates grow larger collision velocities will increase
which leads to restructuring. Studying how the aggregate structure changes is part
of an ongoing project with Andras Zsom (Seizinger et al.).

This is closely linked with the porosity evolution of larger aggregates. Apart from
the impact velocity, the porosity is the key variable that determines the outcome
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of a collision. Therefore it is critical to study in detail how the porosity changes as
aggregates collide with each other.

In this thesis, only aggregates composed of silicate grains have been studied. Given
the necessary material parameters, the numerical method used in this thesis can
simulate all kinds of materials. For instance, the collisional behavior of ice aggregates
has been studied in earlier works (e.g. Wada et al., 2008). However, when modeling
silicate aggregates Seizinger et al. (2012) and Seizinger et al. (2013a) demonstrated
the necessity of proper calibration of the interaction model. The restriction of this
thesis to silicate aggregates stems from the lack of laboratory experiments that allow
for the calibration of the model for other materials. Recently, the first experiments
with micron-sized ice grains have been performed (Gundlach et al., 2011). Within
the near future suitable calibration experiments for ice will likely be available. Future
work will cover the collisional behavior and mechanical properties of icy bodies. It
will be very interesting to study the behavior of aggregates that are composed of a
mixture of dust and ice.
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R. J. Geretshauser, R. Speith, C. Güttler, M. Krause, and J. Blum. Numerical
simulations of highly porous dust aggregates in the low-velocity collision regime.
Implementation and calibration of a smooth particle hydrodynamics code. As-
tronomy & Astrophysics, 513:A58, apr 2010. doi: 10.1051/0004-6361/200913596.

R. J. Geretshauser, R. Speith, and W. Kley. Collisions of inhomogeneous pre-
planetesimals. Astronomy & Astrophysics, 536:A104, dec 2011. doi: 10.1051/
0004-6361/201117645.

P. Goldreich and W. R. Ward. The Formation of Planetesimals. Astrophysical
Journal, 183:1051–1062, aug 1973. doi: 10.1086/152291.

P. Goldreich, Y. Lithwick, and R. Sari. Planet Formation by Coagulation: A Focus
on Uranus and Neptune. Annual Review of Astronomy and Astrophysics, 42:
549–601, sep 2004. doi: 10.1146/annurev.astro.42.053102.134004.

R. Greenberg, W. K. Hartmann, C. R. Chapman, and J. F. Wacker. Planetesimals
to planets - Numerical simulation of collisional evolution. Icarus, 35:1–26, jul
1978. doi: 10.1016/0019-1035(78)90057-X.

B. Gundlach, S. Kilias, E. Beitz, and J. Blum. Micrometer-sized ice particles for
planetary-science experiments - I. Preparation, critical rolling friction force, and

80



Bibliography

specific surface energy. Icarus, 214:717–723, aug 2011. doi: 10.1016/j.icarus.2011.
05.005.
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