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A self does not amount to much, but no self is an island; each exists in a fabric of

relations [...].

Jean-François Lyotard



Abstract

Due to the enormous accumulation of experimental data and the increasing need for

combining heterogeneous data sources, the field of systems biology yields novel and

very interesting problems in data analysis.

The development of high-throughput technologies has opened the possibility to

study the behavior of many cellular components simultaneously. Therefore, there is

an increasing interest and effort in not only understanding the functions of single

isolated components, but also revealing the interactions and functional relationships

between different components. Often, the outcome of large-scale measurements is

conveniently represented in a structured form; prominent examples are protein-

protein interaction networks, coexpression networks for genes, and bipartite graphs

of associations between experimental conditions and regulated genes. This thesis

presents different methods that aim at finding interesting patterns in such data.

The main contributions are as follows.

First, an exact enumerative approach to dense cluster detection is proposed.

Given a weighted interaction network and a default weight for missing edges, the

density of a node set is defined as the average pairwise interaction weight. The

described method finds all patterns that satisfy a user-defined minimum density

threshold. Conceptually, this task is a generalization of clique search; however, the

standard techniques to solve that problem are not appropriate for the generalized

question. Fortunately, an efficient enumeration strategy can be achieved by adopting

the reverse search paradigm. Remarkably, the same algorithmic framework is appli-

cable to discover cluster patterns in other types of structured data, like asymmetric

binary relations and multipartite graphs, as well as hypergraphs, n-ary relations,

and tensors.

Second, our approach integrates additional constraints in order to focus the

search on clusters that are relevant for the specific application at hand. For example,

if each node in a network has an annotation profile attached to it, we can identify

dense clusters where the nodes share a common subprofile. The principal idea is

that the user provides the datasets of interest and defines desired properties of
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patterns with respect to them, and the method yields all solutions that match these

criteria. This allows to jointly explore network data and background information in

a systematic way.

Third, we devise dense cluster detection approaches that sacrifice completeness

of the solution set in favor of efficiency. Here, two different directions are pur-

sued. On the one hand, we use the search strategy of the enumeration methods

and introduce heuristic pruning rules to speed up the procedure. On the other

hand, we propose generalizations of agglomerative hierarchical clustering for bipar-

tite data. They detect dense clusters by successive “greedy” merging of instance

sets. Consequently, this strategy and the complete enumeration approach can be

seen as opposite extremes of dense cluster detection algorithms for structured data.

However, both methods are very transparent with respect to the properties of the

discovered set of patterns and thereby facilitate the interpretation of results.

The presented algorithmic approaches are illustrated with a number of real-

world applications in systems biology. They involve multiple types of genomic

datasets and relate to different representative organisms, primarily yeast, human,

and the plant A. thaliana. One scenario is protein complex prediction from experi-

mental interaction data, with optional constraints from background data; the latter

allow to discover context-dependent variants of complexes. Another application is

the joint analysis of multiple biological networks that describe different kinds of

relationships between genes, in our case transcriptional coregulation under different

cellular conditions. Beyond that, we consider the detection of bicluster patterns

from gene expression measurements. Finally, we show a small-scale case study on

discovering associations between genomic sequence variation and transcription of

genes.



Zusammenfassung

Aufgrund der enormen Fülle an experimentellen Daten und des steigenden Bedarfs

an Methoden, die heterogene Datenquellen integrieren, stellt die Systembiologie-

Forschung das Gebiet der Datenanalyse vor neue und sehr interessante Aufgaben.

Die Entwicklung von Hochdurchsatz-Messmethoden hat die Möglichkeit eröff-

net, das Verhalten zahlreicher zellulärer Komponenten gleichzeitig zu analysieren.

Neben der Aufklärung der Funktion einzelner isolierter Komponenten gilt daher auch

den Interaktionen und funktionellen Beziehungen zwischen verschiedenen Kompo-

nenten wachsendes Interesse. Zur zusammenfassenden Darstellung von experimen-

tellen Daten großen Maßstabs sind Graphstrukturen oftmals sehr geeignet, beispiels-

weise Interaktionsnetzwerke für Proteine, Coexpressionsnetzwerke für Gene und bi-

partite Graphen von Assoziationen zwischen experimentellen Bedingungen und re-

gulierten Genen. Diese Arbeit stellt verschiedene Methoden vor, die darauf abzielen,

interessante Muster in solchen Daten zu finden. Die wesentlichen Beiträge sind im

Folgenden zusammengefasst.

Zunächst wird ein exakter enumerativer Ansatz zum Auffinden von dichten

Clustern vorgeschlagen. Für ein gegebenes gewichtetes Interaktionsnetzwerk und

ein Standardgewicht für fehlende Kanten definieren wir die Dichte einer Knoten-

menge als das durchschnittliche paarweise Interaktionsgewicht. Die beschriebene

Methode zählt alle Muster auf, die einen benutzerdefinierten Dichte-Schwellwert

überschreiten. Konzeptionell kann man dieses Problem als eine Verallgemeinerung

der Cliquen-Suche betrachten; entsprechende Standardtechniken eignen sich aller-

dings nicht zur Lösung der allgemeineren Fragestellung. Jedoch kann man durch

Anwendung des Paradigmas der reversen Suche eine effiziente Enumerationsstrate-

gie erhalten. Bemerkenswerterweise lässt sich dasselbe algorithmische Framework

auch zur Clustersuche in anderen Formen strukturierter Daten anwenden; Beispiele

dafür sind asymmetrische binäre Relationen und multipartite Graphen sowie Hy-

pergraphen, n-äre Relationen und Tensoren.

Zum zweiten integriert unser Ansatz zusätzliche Constraints, um die Suche auf

Clusterstrukturen zu beschränken, die für die spezifische vorliegende Anwendung



viii

relevant sind. Falls zum Beispiel jeder Knoten eines Netzwerks mit einem Annota-

tionsprofil versehen ist, können wir dichte Cluster identifizieren, deren Knoten hin-

sichtlich eines Teilprofils übereinstimmen. Die grundsätzliche Idee dabei ist, dass

der Benutzer die Datensätze von Interesse vorgibt und gewünschte Mustereigen-

schaften in Bezug auf die einzelnen Datensätze festlegt; die Methode liefert dann alle

Lösungen, die diese Kriterien erfüllen. Dieser Ansatz ermöglicht es dem Benutzer,

Netzwerkdaten und Hintergrundinformation gemeinsam und auf systematische Art

und Weise zu untersuchen.

Drittens werden Methoden zum Auffinden von dichten Clustern ausgearbeitet,

die zugunsten der Effizienz auf die Vollständigkeit der Lösungsmenge verzichten.

Hierbei werden zwei unterschiedliche Richtungen verfolgt. Einerseits verwenden wir

die enumerative Strategie und führen zusätzlich heuristische Pruningregeln ein, um

die Suche zu beschleunigen. Andererseits schlagen wir Verallgemeinerungen des

agglomerativen hierarchischen Clusterings in bipartiten Daten vor, welche durch

fortgesetztes “greedy” Verschmelzen von Instanzmengen dichte Muster entdecken.

Letzterer Ansatz und die vollständige Musteraufzählung stellen gewissermaßen ent-

gegengesetzte Extreme für Algorithmen zur Clustersuche dar. Jedoch sind beide Me-

thoden äußerst transparent im Hinblick auf die Eigenschaften der zurückgegebenen

Mustermenge und erleichtern somit die Interpretation der Ergebnisse.

Die vorgestellten algorithmischen Ansätze werden anhand einer Reihe von prak-

tischen Anwendungen aus dem Bereich der Systembiologie illustriert. Diese be-

inhalten unterschiedliche Arten von genomischen Datensätzen und beziehen sich auf

verschiedene repräsentative Organismen, in erster Linie auf Hefe, Mensch und die

Pflanze A. thaliana. Ein Szenario ist die Vorhersage von Proteinkomplexen auf der

Basis von experimentellen Interaktionsdaten, mit optionalen Constraints bezüglich

verschiedener Arten von Hintergrundinformation; letztere ermöglichen die Entde-

ckung kontextabhängiger Komplexvarianten. Eine weitere Anwendung ist die ge-

meinsame Analyse mehrerer biologischer Netzwerke, welche unterschiedliche Arten

von Beziehungen zwischen Genen beschreiben, in unserem Fall transkriptionelle Co-

regulation unter verschiedenen zellulären Bedingungen. Darüber hinaus betrachten

wir die Suche nach Bicluster-Mustern in Genexpressionsdaten. Schließlich zeigen

wir eine kleine Fallstudie, die Assoziationen zwischen der Variation genomischer

Sequenzen und der Transkription von Genen untersucht.
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Part I

Introduction





1 Motivation for Structured Data Mining

Due to the enormous advances in high-throughput measurement techniques and

the accumulation of functional annotation for genes and their products, computer-

assisted data analysis has become crucial in molecular systems biology studies. In

this chapter, we introduce basic concepts of data mining in systems biology and

outline the contents of this thesis.

1.1 Data Mining

Data mining is a discipline that comprises various kinds of methods for the auto-

mated extraction of patterns from a data collection [54, 78, 79, 84]. By that, it

contributes to gaining novel insights about concepts and principles underlying the

observations, a process that is commonly referred to as knowledge discovery [58].

Traditionally, one distinguishes two main subfields of data mining:

• Descriptive methods aim at revealing inherent properties of the data by search-

ing for underlying distributions, similarity relationships between data objects,

dependencies between variables, or characteristic patterns. Many approaches

build global models of the whole data space, whereas others discover local

patterns that describe only parts of the data. The most prominent descriptive

data mining tasks are cluster analysis (i.e., identification of groups in the data)

and frequent pattern mining.

• Predictive methods focus on the task of predicting the values of specific target

variables, which are typically discrete labels or continuous values. In the former

case, we obtain a classification problem, in the latter case a regression problem.

The target values are available for a subset of data instances, and the goal is

to exploit this information to make predictions for other data instances. As

the methods know the desired outcome for the given training examples, this

field is also called supervised learning.
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Beyond that, many additional aspects play a role in data mining. For instance,

visualization of high-dimensional datasets is an important tool for exploratory data

analysis. Furthermore, retrieval settings become increasingly popular; there, the

basic task is to find objects in a database that are similar to a given query object

(e.g., a text document or an image). Other interesting data mining applications are

outlier detection and the analysis of dynamic (i.e., time-dependent) behavior. Today,

activities regarding data acquisition, storage, and analysis are crucial in almost

every field and influence scientific, economic, and sociological decision processes.

Therefore, data mining technology has to face widening and constantly changing

demands and has to deal with more and more complex data types as well as with

ever-growing databases. One area where this development can be clearly observed

is molecular systems biology.

1.2 Systems Biology

We first give a very brief introduction to molecular biology. For more information,

we refer to standard textbooks on that topic (e.g., [7, 138, 147]). Living organisms

consist of cells. The genetic information of a cell is stored on large DNA molecules,

which are called chromosomes. Before a cell divides, the DNA is replicated so

that each daughter cell obtains a copy of the full genetic information. Genes are

DNA segments that encode basic functional units of the cell; they essentially can be

represented as a sequence of four different types of nucleotides, the building blocks

of a DNA molecule. According to the central dogma of molecular biology (Francis

Crick, 1958), the information flow from DNA to functional molecules consists of the

following steps:

• DNA is transcribed into RNA, which also consists of four nucleotides. In

eucaryotic cells, the primary RNA transcript is further processed and the re-

sulting messenger RNA (mRNA) is transported from the nucleus to the cy-

toplasm; by a process called alternative splicing, one gene transcript may be

transformed into different types of mRNAs; in prokaryotic cells, which do not

have a nucleus, the primary RNA transcript directly acts as mRNA.

• The mRNA is translated into a protein. The amino acid sequence of the protein

is uniquely determined by the mRNA sequence. One mRNA molecule can be

used multiple times as a template for protein synthesis. Proteins are the main

macromolecules to carry out cellular functions; they act for instance as enzymes
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for metabolic reactions, as transporter or signal transduction molecule, or as

regulator of the gene transcription process.

There are many possibilities to control the availability of proteins in the cell. First

of all, each substep in the described process of information transfer is regulated sep-

arately, starting from the transcription initiation – via mRNA synthesis, processing,

export, localization, and degradation – to the initiation of translation and protein

degradation. Beyond that, the activity of proteins can be tuned by their subcellular

localization and by post-translational modifications.

Yet, a living cell is much more than the sum of its proteins. Proteins (and

other functional molecules) are involved in a complex network of inter-relation-

ships, and most cellular processes depend on functional modules rather than isolated

components [83]. The field of systems biology aims at understanding how properties

of living systems emerge from the functional interplay of molecules [6, 146]. This

may refer to different levels of biological organization, ranging from the analysis

of protein complexes in a single cell to the characterization of cell ensembles and

tissues, or even models regarding the behavior of a whole organism, e.g., with respect

to certain diseases and therapies.

1.3 Challenges

Systems biology is a highly interdisciplinary field. The biological problems under

study can also involve aspects from chemistry, physics, mathematical modeling, and

data analysis. Here, we point out some of the major data mining challenges that

arise in systems biology [87]:

• Large-scale and high-throughput experiments produce enormous amounts of

data; public data repositories grow rapidly.

• Measurements are noisy, and the number of samples is much smaller than

the number of genes or proteins, rendering many tools of classical statistics

inapplicable.

• Integrative analysis of heterogeneous datasets is very often required. Poten-

tially relevant types of information are for instance genomic sequences and their

variation (e.g., single nucleotide polymorphisms (SNPs) or copy number vari-

ations), transcriptomic and proteomic measurements, functional annotation,
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metabolic pathway information, and interactomics data, also across multiple

species.

• Structured and relational data representations become more and more preva-

lent, therefore methods dealing with data embeddings in Euclidean space are

not sufficient anymore.

• Interpretability of data mining results is crucial for the generation of biological

hypotheses, which then can be tested experimentally.

This work focuses on unsupervised methods for structured data analysis and data

integration, also touching aspects of interpretability and scalability.

1.4 Outline of the Thesis

Graph-structured data are ubiquitous. For instance, graphs offer a convenient way to

represent pairwise similarity relationships between objects. Beyond that, graph rep-

resentations can formalize a multitude of associative relationships, such as physical

interaction, spatial proximity, coocurrence, communication, and regulation. One of

the central topics in unsupervised data mining with graphs is the detection of groups

of related objects, also called clusters. This thesis presents an enumerative mining

approach to find clusters of densely interacting nodes in large graphs. The search

is based on an explicitly defined density threshold for solution patterns and allows

to integrate additional constraints, also properties with respect to external data

sources. Beside ordinary graphs, we look at asymmetric and multi-partite struc-

tures as well as higher-order associations involving more than two objects at the

same time. Furthermore, to deal with large bipartite datasets, the exact enumera-

tive pattern mining approach is complemented with a hierarchical cluster detection

approach. Although the proposed methods are suitable for general use, we mainly

show applications in systems biology. The remaining content of this thesis is orga-

nized as follows.

• Chapter 2 introduces the major systems biology data types that will be used in

our experiments, in particular protein interactions, gene expression measure-

ments, and Gene Ontology annotation.

• Chapter 3 describes structured data representations, ranging from graphs and

networks to multi-relational and higher-order settings.
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• Chapter 4 gives a survey of related work on analyzing structured and relational

data. This includes graph mining, optimal subgraph search, graph clustering,

integrative and constrained clustering, biclustering, itemset mining as well as

relational data mining and higher-order data analysis. Biological applications

are mentioned where appropriate.

Part II deals with the enumerative density-based cluster detection approach for

structured data. It is based on a general algorithmic framework called reverse search.

• Chapter 5 considers the basic case where the data are represented as a weighted

interaction network. After explaining the enumeration algorithm, various ex-

tensions are discussed.

• Chapter 6 addresses the generalization of the method to multi-way associa-

tion data. Again, several variants of the basic scheme are proposed, and the

behavior of the algorithm is demonstrated in empirical studies.

Part III presents agglomerative hierarchical clustering strategies for structured

data.

• Chapter 7 first reviews the classical agglomerative hierarchical clustering, which

can also be used for cluster detection in networks. Then it describes a gener-

alized approach performing direct hierarchical biclustering of bipartite data.

• Chapter 8 discusses several extensions including higher-order analysis.

Part IV shows results from systems biology applications using the described meth-

ods. All of the studies aim at uncovering functional relationships between different

molecular components of a biological cell, based on experimental data and compu-

tational analysis.

• Chapter 9 treats the problem of protein complex prediction from protein in-

teraction networks.

• Chapter 10 considers the joint analysis of multiple coexpression networks.

• Chapter 11 handles an example of bicluster analysis in gene expression data.

• Chapter 12 illustrates the use of bicluster detection in the context of SNP

association studies.
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Part V concludes the thesis.

• Chapter 13 summarizes the different parts.

• Chapter 14 discusses merits and limitations of the proposed approaches and

gives some hints for future work.



2 Common Systems Biology Resources

In this chapter, we give some background information on the major systems biology

resources used in this work, including protein interaction and gene expression data

as well as Gene Ontology annotation. Additional data types will be introduced in

the experimental sections (Part IV) where appropriate.

2.1 Protein Interaction Data

Proteins specifically interact with each other in cellular processes. The linear amino

acid chain of a protein folds into a particular three-dimensional structure consisting

of one or several domains, and several proteins with identical or different amino acid

sequences can physically aggregate to build so-called complexes. In the last decade,

a number of experimental techniques to identify such protein interactions have been

developed [194], some of which are suitable for high-throughput application.

The yeast two-hybrid method (Y2H) is very popular for large-scale in-vivo inter-

action measurements. The principal idea of the approach is to split a transcription

activator (most often Gal4) into its two domains, the DNA-binding domain (BD)

and the activation domain (AD). In order to activate transcription, both domains

must be physically associated; either of them alone is not sufficient for activation.

The BD and AD sequences are fused with a protein-coding gene, respectively, and

then inserted into separate plasmids, which are transfected into yeast cells. If the

expressed proteins interact with each other, they bring the BD and AD domains in

close proximity and thereby activate the transcription of a specific reporter gene;

many experimental systems use for that a gene encoding an enzyme that turns a

certain substrate into a dye. To analyze the entire interactome of an organism,

one can either systematically test all pairs of proteins (by mating two yeast strains

containing the corresponding plasmids) or screen particular strains agains undefined

libraries, which are sequenced in case of success. Problems of the Y2H method are

false positives arising from unspecific interactions as well as potential disruption or

changes of protein folding by the fusion constructs. Also, the processes of protein
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folding and post-translational modification in yeast can differ from other organisms.

Another well-established method is TAP-MS, tandem affinity purification with

subsequent mass spectrometry analysis. It investigates protein interactions in vitro

and is based on a sensitive multi-step purification process that preserves protein

complexes, which are characterized using polyacrylamide gel electrophoresis and

mass spectrometry. First, a gene of interest is fused with the so-called TAP-tag and

expressed, e.g., in yeast; then, cellular extracts are analyzed for complexes containing

the protein of interest; the purification is greatly facilitated by the specific structure

of the expressed TAP-tag, which is composed as follows:

(Target protein) – CBP – TEV site – Protein A

Protein A binds tightly to an IgG matrix, which is used in the first purification step.

After washing away unbound proteins, the TEV (tobacco etch virus) protease cleaves

the tag at the TEV site; the eluted material is exposed to calmodulin-coated beads,

which bind CBP (calmodulin binding peptide), together with the target protein and

the potentially associated protein complex. To identify the complex components, the

purified material is separated by SDS polyacrylamide gel electrophoresis and further

analyzed by mass spectrometry. In contrast to Y2H, TAP-MS has the advantage

that it looks directly at protein complexes, i.e., higher-order interactions. However,

being an in-vitro technique, it might miss transient interactions. As in the Y2H

method, the tag construct might interfere with protein folding or complex formation,

thereby producing false negatives as well as false positives. The quality of protein

interaction predictions from high-throughput experiments is considerably improved

by taking evidence from multiple data sources into account.

Other approaches that are suitable for high-throughput usage are protein mi-

croarrays and phage display. Beyond that, indirect methods can be used to screen

for potential protein interactions, e.g., gene expression measurements, which are

described in the next section. For a more detailed characterization of specific pro-

tein interactions, various experimental methods are available, for instance chemical

cross-linking, calorimetry, ultracentrifugation, fluorescence resonance energy trans-

fer (FRET), surface plasmon resonance, and atomic force microscopy; to reach an

atomic-level resolution of protein structures and protein complexes, X-ray crystal-

lography or NMR spectroscopy is required, both of which are extremely laborious.

Experimentally determined pairwise interactions and complexes of proteins

are stored in huge public databases. The most widely used data repositories are

DIP [230], BIND [15], MPact/MIPS [76], MINT [35], IntAct [85], BioGRID [26],
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and HPRD [174]. Also, computational prediction of protein interactions becomes

an important source of information; the STRING database [102] exploits for in-

stance homology relationships to transfer protein interactions across species and

currently covers more than two million proteins from 630 organisms. In addition,

interactions can be predicted de novo based on genomic context, phylogenetic pro-

files, domain fusion, and sequence coevolution [195]. So far, protein interactions are

most commonly represented as static networks. However, it is widely recognized

that interaction and complex formation in the living cell are context-specific and

highly dynamic [8, 118].

2.2 Gene Expression Data

A very popular tool to study the function of genes is gene expression analysis [70, 147,

202], often referred to as transcriptomics. The experimental part essentially consists

in measurements of the mRNA abundance for all genes under varying conditions.

This can be achieved by several different techniques, among which microarray tech-

nologies constitute the most common approach. They are based on the principle of

hybridization, which works as follows. A set of gene probes is immobilized on a solid

surface (the “chip”). Each probe is a single DNA strand that is complementary to

the mRNA of a certain gene (or to some part of the mRNA); here, complementarity

means that the two nucleic acid strands can pair with each other by hydrogen bonds

between corresponding nucleotides; DNA that is generated as a complementary copy

of mRNA is called cDNA. Then, an mRNA sample is taken from a cell population

of interest and the mRNA molecules or corresponding cDNA molecules are labeled

with a fluorescent dye. The labeled sample is put onto the array for hybridization,

and fluorescence of bound material is detected with a laser. Each spot of the mi-

croarray contains many identical probes, so the intensity of the signal at the spot

depends on the amount of a particular mRNA in the sample.

There exist two main types of microarrays: cDNA microarrays and oligonu-

cleotide arrays. For cDNA microarrays, preamplified cDNAs are attached to the

chip; the hybridization experiment is done with a pair of differently labeled sam-

ples, which competitively bind to the probes; this results in ratio data that describe

the differential expression between the two samples. In contrast, oligonucleotide ar-

rays (e.g., Affymetrix) can be used to measure intensity values for a single sample;

the probes are short sequences of about 25 nucleotides length, which are synthesized

directly on the slide.
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Each microarray experiment yields measurements for thousands of genes si-

multaneously. A set of measurements taken under different conditions or cellular

perturbations can be used to monitor changes in the transcriptional behavior of

genes; the comparison of the resulting expression profiles can reveal relationships

between conditions as well as relationships between genes. The outcome of a partic-

ular study is typically represented in the form of a data matrix, with genes as rows

and conditions as columns; the matrix cells contain condition-specific expression

levels of specific genes, which are often given relative to a reference sample. This is

the starting point for data analysis methods, with the aim to reach conclusions for

specific biological questions. Inferring gene relationships from the data is non-trivial

and complicated by the fact that the number of genes typically exceeds by far the

number of samples. In addition, special care has to be taken with respect to data

normalization in order to achieve comparability between different experiments and

genes [93, 228].

Beside using hybridization-based microarrays, gene expression can be quantified

by sequencing approaches like SAGE (serial analysis of gene expression) and the

recently introduced and rapidly developing RNA-Seq methods, which are based on

next-generation sequencing technologies [223].

2.3 Gene Ontology

Functional genomics studies do not have to start from scratch. Over the past

decades, a multitude of genes have been functionally characterized; with the ad-

vent of the World Wide Web, this information is made conveniently accessible to

the whole research community. In an effort to systematize functional annotation

of genes, also across multiple species, different categorization schemes have been

developed. Nowadays, very popular resources are Gene Ontology (GO) [13] and

Functional Catalogue (FunCat) [183], both of which provide hierarchical classifica-

tion systems to describe the function of genes and proteins. Another very frequently

used database is the Kyoto Encyclopedia of Genes and Genomes (KEGG) [164],

which contains biochemical pathway descriptions.

These sources of information can either be used to evaluate methods for data-

driven prediction of functional gene groups or they can be exploited to restrict the

analysis and focus on new biological findings. In this work, we often use GO to assess

the biological significance of predicted gene clusters; therefore, we briefly introduce

its main concepts. The notion of function is quite vague and can have many different
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meanings, depending on the context. For this reason, GO offers three independent

ontologies:

• Biological process describes the cellular function by a defined biological objec-

tive, for instance “translation”.

• Molecular function refers to the biochemical activity of gene products, without

considering in which biological context the corresponding reaction takes place.

A prominent example are enzyme classes.

• Cellular component specifies in which compartment or location of an eukaryotic

cell the active gene product can be found.

Each ontology consists of a hierarchy of defined terms; a single term may have

multiple parent terms, so the hierarchical structure is technically not a tree, but a

directed acyclic graph (see next chapter). Each term comprises a set of genes, which

can be further divided into functional subcategories represented by own terms. The

other way round, a specific gene is assigned to multiple terms from different hierarchy

levels; terms at the bottom of the hierarchy are more specialized than terms at the

top. The terms provide a unifying framework for functional classification of genes

across different organisms.

One common usage of GO is functional enrichment analysis for computationally

predicted gene sets. Given a predicted gene set S, the enrichment with respect to a

GO term corresponding to a gene set T is typically computed using a p-value based

on the hypergeometric distribution [179]:

1−
|S∩T |−1∑

i=0

[(
|T |
i

)(
n− |T |
|S| − i

)/(
n

|S|

)]
(2.1)

Here, n is the total number of genes, and |S∩T | denotes the number of genes in the

overlap. The expression corresponds to the probability of obtaining by chance an

overlap of at least that size. Very low values indicate that S is significantly enriched

with genes that share a certain function.





3 Structured Data Representations and

Formalisms

Biological data are often represented in an abstract form as networks or relations.

Here, we describe common structural representations and some basic properties.

3.1 Graphs and Networks

A graph or network consists of a set of nodes (vertices) with pairwise connections

called edges [44, 161]. Figure 3.1 (a) shows an example graph with four nodes. If

the edges are labeled with weights (as in the example), we say that the graph is

weighted, and unweighted otherwise. Nodes that are connected by an edge are called

adjacent (“neighboring”). An induced subgraph is defined as the restricted graph

we obtain by considering a specific subset of nodes and the edges connecting them

with each other. The size of a subgraph corresponds to the number of its nodes; to

explicitly indicate the size of a subgraph, often the notation “k-node subgraph” is

used. The number of edges connecting a node-induced subgraph with the remainder

of the graph (or, in weighted graphs, the sum of the corresponding edge weights)

are referred to as the cut. A graph can alternatively be represented in form of

an adjacency matrix for node pairs that contains 0-entries for missing edges (see

Figure 3.1 (b)). Here, the matrix is symmetric because the edges are undirected. In

the case of directed edges, there can be different weights for forward and backward

connections.

A tree is a special type of a directed graph where the nodes are organized in a

hierarchy such that there is one node at the top (the root node) and each other node

has a unique parent node and an arbitrary number of child nodes;1 see Figure 3.2 for

an example. Parent and child nodes are connected by edges that are oriented along

the hierarchy, typically pointing from parents to children. Nodes without children

1This definition of tree refers to the typical usage in data mining; in graph theory, the concept is more
general.
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(a) Graph representation (b) Matrix representation

1

2

 0.1 

4

 0.9 

3

 1.0 

 0.5  0.9 

1 2 3 4
1 0 0.1 1.0 0.9
2 0.1 0 0.5 0
3 1.0 0.5 0 0.9
4 0.9 0 0.9 0

Figure 3.1: A weighted graph with four nodes.

are called leaf nodes. A path is a sequence of nodes such that subsequent nodes are

connected by an edge; the length of a path is defined as the corresponding number

of edges. Any non-root node in the tree is reachable by a specific path from the

root. By definition, trees are acyclic, that means, there does not exist a path that

starts and ends with the same node.

An edge that connects a node with itself is called loop. Throughout this thesis,

we only consider simple graphs, which have the following properties: a) they do not

contain loops; b) there cannot be more than one edge pointing from one particular

node to another specific node. Both nodes and edges can carry labels, which are

either discrete categories or numerical weights. In most parts of this work, we will

consider undirected graphs with edge weights; furthermore, we will assume that each

node is labeled with a unique identifier (such as a gene or protein name). If the node

set can be split into disjoint subsets such that edges exist only between subsets and

not within them, we say that the graph is multipartite. The case of two partitions

occurs quite frequently; such graphs are called bipartite.

If there exists a path between each pair of nodes, the graph is said to be con-

nected. Otherwise, it consists of several connected components, which can be de-

termined by graph traversal algorithms starting from specific nodes. Two common

traversal strategies are depth-first search and breadth-first search. In breadth-first

search, first the neighbors of the current node are visited, and then each of them

is further investigated (in the same way, but ignoring already visited nodes). In

contrast, depth-first search recursively explores all descendants of the first neighbor

before going to the next neighbor. Performing a depth-first search through the tree

shown in Figure 3.2, starting from the root node, would yield the nodes in their

numbered order.
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1

2 5 6

3 4 7

Figure 3.2: A tree structure.

(a) Graph relation (b) Node annotation relation

First Second Weight
entity entity

1 2 0.1
2 1 0.1
1 3 1.0
3 1 1.0
1 4 0.9
4 1 0.9
2 3 0.5
3 2 0.5
3 4 0.9
4 3 0.9

Entity Description Expression Cancer-
in colon related

1 Protein1 3.5 Yes
2 Protein2 1.1 No
3 Protein3 2.7 Yes
4 Protein4 3.8 Unknown

Figure 3.3: Example relations; (a) is an equivalent representation of the graph in Figure 3.1 (a).

3.2 Relations

Graphs can be viewed as special cases of relational data [51, 54]. Mathematically, a

relation R is a subset of the cartesian product of a set of domains D1, . . . , Dk:

R ⊂ D1 × . . .×Dk (3.1)

The domain tuple (D1, . . . , Dk) is called relation schema. According to the above

definition, a relation R consists of a set of k-tuple observations (d1, . . . , dk), di ∈ Di

for i = 1, . . . , k, which can be conveniently represented in a table with k columns

(also called attributes). The minimal set of attributes that is needed to uniquely

identify any possible tuple is called the key of the relation schema. Figure 3.3 (a)

shows an example of a relation; the key of the corresponding schema consists of the

first two attributes. In this case, both attribute domains correspond to the same

entity set (i.e., a set of distinct objects or instances, here represented by numeric



18 3 Structured Data Representations and Formalisms

identifiers), and the third attribute domain is the set of real numbers from 0 to

1. The relation is equivalent to the graph in Figure 3.1 (a). However, the tabular

representation immediately allows to describe more general types of data.

For instance, by adding more columns, one could consider higher-order relations,

where each observation tuple associates not only two different entities (nodes), but

n of them. Again, the tuples can contain additional information, such as a weight of

the association or discrete labels, although most higher-order relational data mining

approaches do not consider this case [31, 100, 103]. We refer to this kind of table

as an n-ary relation, emphasizing the number of key attributes rather than the

total number of columns in the table. From a graph-theoretic perspective, an n-ary

relation corresponds to a hypergraph where each edge involves n different nodes. In

analogy to the matrix representation of graphs shown in Figure 3.1, the adjacency

structure of this hypergraph can be represented as an n-dimensional array, also

known as tensor. In the absence of edge weights, the array is binary-valued, i.e.,

entries representing observed tuples of the relation are marked with 1’s, and all other

entries are 0. More details about n-ary relations will be given in Section 4.7 and

Chapter 6.

Moreover, multiple relations can be regarded simultaneously in data analy-

ses, provided that they share some set of attributes. This is illustrated with a

table in Figure 3.3 (b), which yields auxiliary information for the entities in Fig-

ure 3.3 (a). Another very common scenario are star-structured arrangements of

relation schemata [60, 148, 205], where one central entity type connects relations

that otherwise have disjoint attribute sets; essentially, this yields a multipartite

graph of relationships between entities of different types.
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Structured Data

Unsupervised data mining in the context of structural and relational data is a very

broad and active field of research. In this chapter, we review central approaches

that are related to our work. This includes mining for interesting subgraph pat-

terns (Section 4.1), search for optimal subgraphs (Section 4.2), and graph clustering

(Section 4.3). Furthermore, we describe the tasks of integrative cluster detection

(Section 4.4) and biclustering (Section 4.5), both of which are heavily driven by

computational biology applications. Finally, we survey important topics in itemset

mining (Section 4.6) and relational data mining (Section 4.7).

4.1 Graph Mining

Graph mining refers to the search for subgraph patterns with predefined character-

istics, in a database of one or multiple graphs. In many cases, it is possible to design

algorithms that yield the complete set of solutions; such approaches are called enu-

merative. In the following presentation, we focus on the most common tasks. We

start with the classical problem of frequent subgraph mining [78, 133, 225, 233, 234].

Definition 1 (Frequent Subgraph Mining from Multiple Graphs). Let D be a

database of labeled graphs G1, . . . , Gl. Find all connected subgraphs that occur in

at least m graphs, where m is a positive integer referred to as the minimum support

threshold.

Regarding the generation of subgraph patterns, there exist two main strategies:

depth-first search [233] and breadth-first or level-wise search [133]. As the same

node label may appear multiple times in each graph of the database (e.g., atom

names in a database of molecule graphs [129]), these methods generally have to

deal with the problem of subgraph isomorphism. In biological networks considering

gene or protein relationships, the node labels within a graph are typically unique.
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However, as the graphs are large, the frequency criterion is typically combined with

other criteria like interaction density or cut thresholds, in order to restrict the size

of the output [91, 236].

Other mining approaches search for substructure patterns in a single graph.

While a subgraph frequency criterion can be applied to graphs with non-unique

node labeling [106, 134], a popular analysis tool for uniquely labeled graphs is clique

finding [5]:

Definition 2 (Clique). Given a graph G with node set V , a clique is defined as a

subset of nodes U ⊂ V that induces a complete subgraph, i.e., all pairs of nodes are

connected by an edge. A clique is maximal if it is not contained in any other clique.

Only for specific classes of graphs (e.g., chordal graphs), all maximal cliques can

be discovered in polynomial time; in general, clique search is NP-complete [25, 110,

168]. Nevertheless, it is frequently used in practical applications [166, 198]. Also, less

strict pattern definitions have been considered, e.g., quasi-cliques [104, 145, 172, 242]

and pseudo-cliques [214], which will be discussed in more detail in Chapter 5. They

correspond to dense subgraphs rather than complete subgraphs.

4.2 Optimal Subgraph Search

In addition to subgraph enumeration algorithms, there exist multiple approaches

to search for (approximately) optimal subgraphs. With respect to the criterion of

subgraph density, a number of problems have been studied. First of all, it has

been shown that finding a k-node subgraph with the maximum number of edges is

NP-hard [11]. Tight approximation bounds have been derived for a simple greedy

optimization scheme [12]; the same approximation scheme has been used for directed

graphs [34]. Equivalently, the problem of finding a k-node subgraph with the maxi-

mum average number of edges per node is NP-hard [59, 114]. On the other hand, a

subgraph with the maximum average number of edges per node (i.e., without a size

constraint) can be found in polynomial time by flow-based techniques [59, 65].

Moreover, local search approaches have been used to discover dense subgraphs

around seed cliques [16, 55]. Recently, linear integer programming has been suc-

cessfully applied for finding connected subgraphs with the maximum sum of node

weights, an NP-complete problem [49]. Yet another concept of a subgraph pattern

is the so-called connection subgraph or reliable subgraph [56, 86, 126]. There, the
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aim is to maximize the connectivity between a set of given nodes while removing a

large portion of the graph.

4.3 Graph Clustering

Graph clustering is the task of assigning the nodes of a graph into distinct groups

(“clusters”) such that there are many edges within a group and few edges between

different groups. This topic has been studied extensively, see [186] for a review.

One seminal work in this area is the Kernighan-Lin algorithm [113], which is a

heuristic strategy to divide a graph into components with fixed maximum size. If

neither the (maximum) size nor the number of partitions is known beforehand, a

popular choice are hierarchical clustering methods, which yield a hierarchy of clusters

instead of a single partitioning. Hierarchical methods can be divided into two classes:

agglomerative and divisive. Agglomerative strategies build the hierarchy bottom-

up, starting from single-node clusters and iteratively merging the “closest” pair into

a common cluster, e.g., see [41, 90, 180, 231]. For that purpose, one has to define a

distance measure between the nodes in a graph; a simple choice would be the length

of the shortest path [180]; another possibility are diffusion kernels [125].

Divisive hierarchical strategies, in contrast, work in a top-down manner, start-

ing with the entire graph and iteratively dividing it into smaller parts. An obvious

splitting criterion are graph cuts [82]. Girvan and Newman [71] use the so-called

edge betweenness measure, which is the number of node pairs with the shortest path

passing through a specific edge; edges bridging between clusters are expected to have

large betweenness values, so edges are removed from the graph in decreasing order

of betweenness; the same technique has also been applied to weighted graphs [37].

Luo et al. combine this method with an agglomerative approach [149]; furthermore,

some variants of the betweenness measure have been investigated [175]. As an alter-

native measure to assess bipartitionings of graphs, the modularity criterion has been

introduced [160]; it compares the actual number of edges within the two parts with

the expected connectivity in a random network. Finally, for the sake of efficiency,

divisive clustering has been integrated with graph coarsening procedures [111].

Other methods directly partition the graph into a set of clusters, without using

hierarchical decomposition steps. The most basic approach is to extract the con-

nected components [153]. An increasingly popular method is spectral clustering;

a tutorial on that topic can be found in [150]. Technically, it is based on eigen-

decomposition of graph Laplacians, and has interpretations related to graph cuts
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and random walks. Markov clustering [53, 173, 216] is also motivated by random

walks; it performs two alternating matrix operations; thus, in contrast to spectral

clustering, one does not fix the number of clusters beforehand, but has to choose

the parameters of the matrix operations. Furthermore, probabilistic latent variable

models have been used for graph clustering [189], which often also allow cluster

overlaps, i.e., the same node may belong to different clusters [39, 170].

4.4 Constrained Cluster Detection and Data Integration

In many bioinformatics applications, graph clustering and dense subgraph mining

methods are augmented by integrating multiple data sources, the most common

scenario being the combination of protein-protein interactions and gene expression

data. One straightforward strategy is to build a new network where protein interac-

tion links and coexpression links are simply pooled [170], or where the edge weights

are determined as a function of multiple data sources [80]. Tanay et al. [205] also

create one single network to analyze multiple genomic data at once; however, they

use a bipartite network where each edge corresponds to one data type only. In both

cases, edge weights of different datasets have to be normalized appropriately in order

to be comparable in the integrated setting.

In contrast to that, other approaches keep the data sources separate and define

individual constraints for each of them. Consequently, arbitrarily many datasets

can be jointly analyzed without the need to take care of appropriate scaling or

normalization. Within this class of approaches, there exist two main strategies to

deal with profile data like gene expression measurements. In the first case, global

similarity of profiles is considered. For that purpose, one possibility is to transform

the profile information into a gene similarity network, where the strength of a link

between two genes represents the profile similarity [172, 212, 213]; another approach

is to learn cluster-specific models of gene expression profiles [170, 189]. In the second

case, the cluster analysis is based on local profile similarities, i.e., context-specific

patterns can be revealed [92, 95, 235].

4.5 Bicluster Analysis

In addition to homogeneous interaction graphs like protein interaction networks, bi-

partite graphs occur very frequently in biological data analysis. Similarly as in the
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previous sections, one central problem arising in that context is dense subgraph de-

tection. A pattern of interest would then consist of a pair of node subsets, one from

each partition, such that each node is connected to a large fraction of nodes from the

other set. This can be seen as a special instance of the biclustering problem, which

is very prominent in gene expression analysis [139, 151, 176, 207], but has also appli-

cations in text mining [47] and collaborative filtering [89]: given a data matrix (e.g.,

the adjacency weights of a bipartite graph), the goal is to extract subsets of rows

that are similar with respect to subsets of columns; a particular pair of a row subset

and a column subset (defining a submatrix) is called bicluster. This framework,

which is also known as co-clustering or two-mode clustering [217], contrasts with

traditional clustering approaches, which cluster either the rows according to their

similarity across all columns, or the columns according to their similarity across all

rows [105].

A multitude of bicluster detection methods has been developed during the last

decade, and they can be grouped into similar categories as the subgraph discovery

approaches described in Sections 4.1 to 4.3. First of all, one basic idea is to partition

the bipartite graph that corresponds to the data matrix into distinct biclusters; using

spectral clustering [150], this essentially amounts to singular value decomposition

of the matrix, resulting in a set of block-diagonal patterns [47]. Kluger et al. [120]

also use singular value decomposition, but treat rows and columns separately in the

postprocessing, proposing a checkerboard structure of the matrix. Other approaches

allow for a more flexible arrangement of biclusters, including bicluster overlap, while

still optimizing a global objective function taking the whole matrix into account [135,

222, 227].

In contrast, enumerative approaches use local criteria based solely on individual

biclusters. Many of them are motivated by the (weighted) bipartite graph formalism

and refer to some density property of the subgraph. The widely used SAMBA

method [205, 206] finds around each node the k heaviest subgraphs under additional

connectivity restrictions. Sim and coauthors [196] fix the maximum number of

missing edges tolerated per node as well as minimum size constraints. In [232],

all maximal bicliques are detected and then further extended. Another work [22]

searches for all bicluster patterns that satisfy homogeneity constraints with respect

to the weight entries. Moreover, various other methods define specific bicluster

criteria and solve the problem in a non-exhaustive way, by greedy strategies or

approximation techniques, e.g., [28, 38, 88, 92, 127, 140, 151, 156, 239].
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A related field is subspace clustering (introduced in [3]), see [130] for a recent

review on that topic. Rather than looking at subgraph or submatrix patterns, these

approaches are motivated by spatial considerations; that is, the rows of the data

matrix are represented as data points in the feature space defined by the columns,

typically Euclidean space. The goal is to extract axis-parallel subspaces with clusters

in the form of dense clouds of data points; this resembles homogeneity criteria for

biclusters, but it usually allows more flexibility in the spatial appearance (shape) of

the clusters. Furthermore, the concept has been generalized to cluster detection in

arbitrarily oriented subspaces. There also exist subspace clustering approaches for

categorical data, e.g., [241]. These can be seen as variants of relational data mining,

which will be discussed in Section 4.7. The next section describes a fundamental

subtype of relational data mining.

4.6 Itemset Mining

For binary-valued data matrices, the simplest bicluster pattern of interest is a subma-

trix that purely consists of 1-entries. Such patterns can be exhaustively enumerated

using itemset mining. This approach has been developed in the context of market

basket analysis [4]. There, the data represent a set of transactions, where each trans-

action consists in a list of products (called items) that were purchased together. The

task of frequent itemset mining is to find all sets of items that cooccur in more than

m transactions. The frequent itemsets can be used to derive association rules of the

following kind: “if a customer bought products A and B, he or she will also buy

product C.” This information can, for instance, assist in improving shop layouts.

Itemset mining has also been applied in the biological domain, e.g., gene expression

analysis [45, 167].

The principal algorithmic idea behind itemset mining methods is based on the

observation that any subset of a frequent itemset is frequent as well. The originally

proposed Apriori algorithm [4] implements this in a level-wise search strategy, where

the frequent sets on one level determine the candidate sets on the next level. Since

then, there has been quite active research on improving the efficiency by introduc-

ing additional pruning rules and investigating alternative strategies to traverse the

search space [215].
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4.7 Relational Data Mining and Higher-Order Analysis

Itemset mining is only suitable for analyzing binary relations like the transaction-

item association data described in the previous section. A natural extension is to

consider higher-order relations, which involve more than two (key) attributes. For

example, one could consider relations between purchased items, regions, and weeks

of customer transactions. The generalized mining task can be formulated as follows

[31, 32, 100, 103]:

Definition 3 (Relational Set Mining). Given an n-ary relation R ⊂ D1× . . .×Dn,

find all n-set patterns (S1, . . . , Sn) such that Si ⊂ Di for all i = 1, . . . , n and S1 ×
. . .× Sn ⊂ R.

Generalizing the frequency criterion from itemset mining (see previous section),

one can specify minimum size thresholds for S1, . . . , Sn. In the above definition, all

domains Di are assumed to be finite (i.e., categorical); their cardinality is denoted

by |Di|. An equivalent representation for such data is a |D1| × . . . × |Dn| array

A (also called data cube or tensor), where A(d1, . . . , dn) = 1 if (d1, . . . , dn) ∈ R,

and A(d1, . . . , dn) = 0 otherwise (di ∈ {1, . . . , |Di|}, i = 1, . . . , n). Then, an n-set

corresponds to a subarray that contains only 1-entries.

More generally, one can drop the constraint of binary values and consider ten-

sors with arbitrary weight entries. Such higher-order datasets occur in different

application fields like sales analysis [31], web mining [2, 100, 123], neuroscience [20],

and computational biology [1, 18, 103, 243]. Therefore, methods that deal with

multi-way arrays receive increasing attention in the data mining community. One

of the most prominent topics is tensor decomposition (see [122] for a review), which

can serve as a basis for clustering or anomaly detection [124]; furthermore, decom-

position approaches can assist in analyzing dynamic changes in tensors [203].

The goal of tensor clustering is to partition each dimension of the tensor into

a predefined number of clusters such that the resulting multi-way clusters are as

homogeneous as possible [17]. This can be approximated by combining the results

from clustering individual dimensions separately [101]. Zhao and Zaki [243] also

mine for homogeneous clusters, but instead of specifying the number of clusters, they

fix thresholds regarding the homogeneity of values along each dimension and detect

overlapping cluster patterns (in the three-way case). Relational models [112] focus

on binary-valued tensors, aiming at partitioning them into blocks that contain either

mostly ones or mostly zeros. Finally, there exist approaches that deal with multiple
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relations or tensors at the same time, searching for clusters (communities) [17, 143]

or association rules [51].



Part II
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Networks

This chapter presents an enumerative approach to identify cluster patterns in the

most basic type of structured data, namely graphs or networks. As described in

Section 3.1, a network consists of a set of nodes and a set of pairwise interactions

represented by edges. Here, we focus on undirected interactions, but allow for in-

teraction weights. In this context, a cluster is defined as a set of densely interacting

nodes. After motivating the concept of enumeration in cluster detection tasks [66],

we describe an algorithm to extract clusters from a given input network. It fol-

lows a general framework called reverse search, which has been introduced by Avis

and Fukuda [14]. Several extensions are proposed, in particular the integration of

constraints from other data sources, which are exploited using ideas from itemset

mining (Section 4.6). The most central technical results of this chapter are covered

in an earlier publication by the author [67].

5.1 Motivation

The problem of identifying clusters (also called modules or communities) in large

graphs has been extensively studied, see [186] for a survey. One fundamental ap-

proach is clique discovery, i.e., the enumeration of fully connected subgraphs from an

unweighted input graph (e.g., see [198]). As real-world datasets are usually incom-

plete, various methods relax this criterion by tolerating missing edges to a certain

extent [81, 166, 214, 242]. In our approach, we relax the search criterion even further

by explicitly considering edge weights. This allows for a more fine-tuned cluster anal-

ysis than a threshold-based preselection of edges [57, 166]. Edge weights naturally

arise in systems biology tasks. For instance, in the context of protein interaction

networks, they are often used to indicate the experimental evidence for a specific

interaction [99], which helps to reduce false positive predictions in the analysis.

Beside these enumerative approaches to cluster detection, there exist a number
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(a) Partitioning approach (b) Enumeration approach

Figure 5.1: Different cluster finding concepts: graph partitioning versus cluster enumeration. While
partitioning methods return one clustering of the graph, enumeration methods discover all clusters
that satisfy a certain density criterion.

of methods that employ local search techniques starting from a set of seed clus-

ters [16, 55]. Finally, the most commonly used class of methods is based on graph

partitioning [37, 160, 186, 216]. In contrast to the other approaches, which re-

spect explicit criteria regarding individual clusters, partitioning methods consider

global characteristics of the graph in order to divide it into a set of mutually exclu-

sive clusters.1 Figure 5.1 illustrates the conceptual difference between partitioning

and enumerative strategies. The partitioning approach is very suitable to obtain an

overview of the structure in the data; nodes are grouped into clusters, and by replac-

ing each cluster with a representative node, one can get a condensed representation

of the input graph. However, cluster overlaps cannot be captured, and true clusters

might be hidden by a large number of “satellite” nodes that are assigned to the same

partition. These problems are avoided by enumeration techniques, which directly

control the properties of clusters via user-defined parameters and do not miss any

solution that satisfies these properties; in particular, these methods naturally allow

for overlapping clusters. On the other hand, the number of solutions can get very

large; furthermore, it might be difficult to come up with universal requirements for

clusters, because the characteristics of true clusters can vary quite much. But this

kind of problem arises in any cluster detection approach: a specific choice of criteria

results in a certain trade-off between the reliability of predicted clusters and the

coverage of true clusters.

From a biological point of view, an enumerative cluster finding approach is

appealing because it naturally allows for cluster overlaps and a systematic consider-

ation of cluster constraints. For motivation, let us consider the problem of predicting

protein complexes from interaction networks. There are two typical overlap scenar-

1Some methods, e.g., Markov Clustering [216], allow marginal overlaps between different partitions.
However, this usually concerns only negligibly few nodes in total, compared with the overlaps produced
by enumerative methods.
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(a) Different complexes with shared component (b) Different variants of a complex
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Figure 5.2: Schematic view of typical overlap scenarios in protein complex analysis: (a) the same
protein can appear in different functional complexes, and (b) one complex can appear in different
variants that share the same core, but have different extensions.
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Figure 5.3: Integration of profile data. The combination of protein-protein interaction (PPI)
and external profile data for proteins across different conditions allows to focus on clusters with
consistent behavior of all nodes in a subset of conditions.

ios. First, it is a known fact that the same component may belong to different

functional complexes [83] (Figure 5.2 (a)). Second, one complex can appear in sev-

eral slightly different variants that share the same core part (Figure 5.2 (b)). In

particular, the composition of complexes can change in dependence of the organ-

ism, the cell type, the environmental conditions, and the developmental stage [63].

Therefore, it is promising to integrate additional data sources during the network

analysis, such as gene expression profiles, evolutionary conservation, subcellular lo-

calization, or phenotypic properties. This information helps to focus the search on

clusters that are biologically relevant. For illustration, let us consider binary-valued

profile data, indicating the state of each protein (e.g., present or absent) across mul-

tiple conditions. Then, dense modules are more likely to appear as a complex in

the living cell if all member proteins consistently have the same state in a subset of

conditions (see Figure 5.3). Moreover, context-specific changes can be revealed.

Our method allows to search for modules in the protein interaction network that
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have consistent profiles with respect to a subset of conditions. In contrast to previous

integrative network mining methods (Section 4.4), it systematically identifies all

modules satisfying a density criterion and optional consistency constraints. Before

we describe the algorithmic framework, we introduce some definitions to formalize

the problem of dense module enumeration.

5.2 Definitions

Let us consider an undirected weighted graph with node set V . For notational

convenience, we assume that V is a set of consecutive indices starting from 1, i.e.,

V = {1, . . . , I} , (5.1)

where I is a positive natural number. Further, we denote by |V | the size or car-

dinality of the node set, i.e., the number of nodes (here, |V | = I). The |V | × |V |
interaction weight matrix is written as

W = (wij)i,j∈V . (5.2)

It contains for each pair of nodes an entry, which corresponds to the weight of the

connecting edge, if existent, and has a default value of zero otherwise.2 In the

following, we assume that the weights are given relative to their maximum possible

value, so the normalized weights are bounded by 1:

wij ≤ 1 (5.3)

Negative weights are generally possible, but non-negative input matrices allow for

additional speed-up techniques during the search and facilitate the elimination of

redundant results (see Sections 5.3.4 and 5.4). Unweighted input graphs are trans-

lated into binary weight matrices with 1-entries for existing edges and 0-entries for

missing edges.

A cluster or module is defined as a non-empty subset of nodes U ⊂ V , |U | ≥ 1.

The induced subgraph corresponding to a specific module U is represented by the

following interaction matrix:

W |U = (wij)i,j∈U . (5.4)

2Other default values may be specified as well.
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The average pairwise interaction weight within a module is referred to as the module

density:

Definition 4 (Module Density). For a node set V with interaction weight matrix

W and a module U ⊂ V , the density of U with respect to W is defined as

ρW (U) =

∑
i,j∈U,i<j

wij

|U |(|U | − 1)/2
. (5.5)

Here, self-interactions of nodes are not taken into account.3 Because of the

weight normalization, the largest possible density value is 1, conveniently expressed

as 100%. For |U | ≤ 1, we define ρW (U) =100%.

Now we formulate the module mining problem we are interested in.

Definition 5 (Dense Module Enumeration). Given a graph with node set V and

interaction weight matrix W , and a minimum density threshold θ > 0, find all

modules U ⊂ V such that ρW (U) ≥ θ.

The next section introduces an exact method to solve this problem. For un-

weighted input graphs, the problem is equivalent to pseudo-clique enumeration [214]

(for θ < 100%) or clique search [110] (for θ = 100%).

5.3 Enumeration Algorithm

The problem of dense module enumeration can be solved efficiently by reverse search,

a general algorithmic framework that has been published by Avis and Fukuda [14].

In the following, we first describe the basic search strategy of the dense module

enumeration algorithm, which generalizes the unweighted graph approach described

in [214]. The section continues with details regarding the implementation and is

concluded with a complexity analysis.

5.3.1 Search Space

The heart of any enumeration algorithm is the definition of a search space structure

that allows for efficient traversal and pruning. A canonical search scheme for set

3However, they can be integrated in a similar way as node weights (see Section 5.6).
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(a) Example input graph (b) Corresponding weight matrix
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(e) Densities of example modules (f) Reverse search tree

Module Density
{1,2} 0.10
{1,2,3} 0.53
{1,2,4} 0.33
{1,3} 1.00
{1,3,4} 0.93

{}

{1} {2} {3} {4}

{1,2} {1,3} {1,4}{2,3} {2,4} {3,4}

{1,2,3} {1,2,4} {1,3,4} {2,3,4}

{1,2,3,4}

Figure 5.4: Motivating example for module enumeration strategy. While a lexicographical traver-
sal of the search space does not yield density guarantees, the module density is monotonically
decreasing along each path of the reverse search tree.

enumeration tasks is to start with the empty set and then iteratively form larger

sets by adding one element at a time. This defines a search space that is organized

in multiple levels, having the empty set as its root; each time one moves a level

downwards, the set obtains an additional member, i.e., the set cardinality increases

by 1. Figure 5.4 (c) illustrates the search space of node sets for the example input

graph with four nodes shown in Figure 5.4 (a). For an efficient search, it is crucial

to avoid recomputations, i.e., the same set should not be visited several times. This

is usually achieved by defining a tree structure that spans the original graph-shaped
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search space. In pattern mining approaches it is very common to use lexicographical

set enumeration trees [19, 184, 240]. That means, a predefined order on the elements

is exploited such that a set can only be extended by elements that are greater than

any of the current member elements (see Figure 5.4 (d) for an example).

As the size of the complete set enumeration tree is exponential in the number of

input elements, the practical applicability of a search procedure strongly depends on

the definition of effective pruning rules, which prevent the exploration of irrelevant

subtrees. To motivate our search algorithm for the dense module enumeration task,

let us first consider the special problem of clique finding. In that case, the pruning is

straightforward: if the current module is not a clique, we know that all supersets are

non-cliques as well. More generally, this property is described as downward closure

or anti-monotonicity [4]:

Definition 6 (Anti-monotonicity). A function f : 2V → R is anti-monotonic if

f(U ′) ≥ f(U) for all U ′ and U with U ′ ⊂ U ⊂ V .

Here, 2V denotes the power set of V , so the function f assigns a score to any

subset of nodes in the input graph. For clique search, we define f(U) = 1 if U

is a clique, and f(U) = 0 otherwise. If the current module has a score of 0, all

descendants will have that score; hence, we can prune the search tree as soon as the

clique criterion is violated.

While the lexicographical search tree can be used for clique search, it is not

suitable for solving the general dense module enumeration problem because the

density criterion is in general not anti-monotonic. For instance, while the density

decreases when we go from {1, 3} to {1, 3, 4}, it increases when stepping from {1, 2}
to {1, 2, 3} (see Figure 5.4 (e)). Thus, the lexicographical structure does not provide

guarantees regarding the maximum module density in subtrees, which makes it

impossible to define effective pruning rules. The key idea for our dense module

enumeration approach consists in the definition of a specific search tree where the

density is monotonically decreasing on each path from the root to a leaf. We call

this structure an anti-monotonic set enumeration tree.

Definition 7 (Anti-monotonic Set Enumeration Tree). A set enumeration tree is

anti-monotonic with respect to a function f : 2V → R if f(U ′) ≥ f(U) for all U ′

and U such that U ′ ⊂ U is the parent of U .

Note that in this definition, the anti-monotonicity depends on a specific parent-

child relationship between sets, whereas Definition 6 considers general subset-superset
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relations. Figure 5.4 (f) shows a search tree that is anti-monotonic with respect

to the module density (for the weighted example graph given in Figure 5.4 (a)).

Regarding the clique criterion, both this search tree and the lexicographical tree

(Figure 5.4 (d)) are anti-monotonic because the anti-monotonicity holds for any

subset-superset relation.

5.3.2 Reduction Scheme

Next, we explain how to construct a module search tree that enforces anti-mono-

tonicity of the module density. For that purpose, we need the definition of degree in

weighted graphs.

Definition 8 (Degree). Given a node u ∈ U ⊂ V , the (weighted) degree of u with

respect to the module U is defined as

degU(u) =
∑

j∈U,j 6=u

wuj . (5.6)

The degree obviously depends on the given weight matrix W . As W remains

fixed during the whole algorithm, we omit an explicit reference to W in the notation.

The following lemma states a fundamental property of the module density.

Lemma 1. Let v ∈ U be a node with minimum degree in U , i.e., for all u ∈ U :

degU(u) ≥ degU(v). Then, ρW (U \ {v}) ≥ ρW (U).

Proof. Using the formulae for module density and degree from Definition 4 and

Definition 8, respectively, we can rewrite the following expression:

ρW (U \ {v})− ρW (U)

=

∑
i,j∈U\{v},i<j

wij

(|U | − 1)(|U | − 2)/2
−

∑
i,j∈U,i<j

wij

|U |(|U | − 1)/2

=

( ∑
i,j∈U,i<j

wij

)
−
(∑

j∈U

wvj

)
(|U | − 1)(|U | − 2)/2

−

∑
i,j∈U,i<j

wij

|U |(|U | − 1)/2
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=

( ∑
i,j∈U,i<j

wij

)(
1− |U | − 2

|U |

)
− degU(v)

(|U | − 1)(|U | − 2)/2

=

(
1
2

∑
u∈U

degU(u)
) 2

|U |
− degU(v)

(|U | − 1)(|U | − 2)/2

=

1
|U |

∑
u∈U

degU(u)− degU(v)

(|U | − 1)(|U | − 2)/2

≥ 0

The inequality holds because of the assumption that v is a minimum degree

node in U . In summary, it follows that ρ(U \ {v}) ≥ ρ(U).

For unweighted graphs, this property is also known as “weak anti-monoton-

icity” and has for instance been exploited as auxiliary pruning criterion in graph

pattern mining [245]. Furthermore, iterative removal of minimum degree instances

has been used to approximate dense subgraphs [12].

In the context of dense module enumeration, the lemma yields the key for

defining an anti-monotonic search tree, similarly to the pseudo-clique enumeration

approach in [214]. Namely, we define the parent of a certain module as the module

that is obtained by removing a minimum degree node. If there exist several minimum

degree nodes, we apply an arbitrary predefined rule to select one among them, in

order to ensure the uniqueness of the parent. For that purpose, we exploit a specific

order on the nodes; as the nodes are represented by a set of indices (see Equation 5.1),

we here simply use the order of natural numbers. With this, we define the parent-

child relationship between modules as follows.

Definition 9 (Module Parent). Given a module U , let v ∈ U be the node with the

smallest index among the minimum degree nodes, i.e.,

∀u ∈ U \ {v} : [degU(v) < degU(u)] ∨ [degU(v) = degU(u) ∧ v < u] .

Then, U \ {v} is the parent of U .

As the parent is a subset of the original module, this parent construction rule
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is also called reduction scheme. It defines a tree structure on the search space of

modules, which has two important properties: anti-monotonicity and completeness

(module reachability). Lemma 1 implies that parents have at least the same den-

sity as their children, so the tree is guaranteed to be anti-monotonic. The second

property refers to the fact that the tree covers the whole search space: by iterative

application of the reduction scheme, any module is transformed into the empty set,

hence it is reachable on a path from the root.

5.3.3 Search Procedure

Given these properties, the enumeration procedure is quite straightforward. We

traverse the module tree by depth-first search, starting from the empty set and re-

cursively generating children on demand as long as the density threshold is satisfied.

However, there remains one difficulty: while the reduction scheme allows to go from

a child to its parent (i.e., bottom-up), it is not possible to directly derive the children

of a given module in a top-down search. Therefore, we have to generate all direct

supersets of the current module and check whether they belong to this parent or

not. This paradigm is known as reverse search principle [14]. For the sake of clar-

ity, we reformulate the conditions of the parent-child relationship from a top-down

perspective, i.e., as it is used during the search process.

Definition 10 (Module Child). Let U be a module and v ∈ V \ U . The extended

module U∗ := U ∪ {v} is a child of U if and only if

∀u ∈ U : [ degU∗(v) < degU∗(u) ] ∨ [ degU∗(v) = degU∗(u) ∧ v < u ] .

With this, the dense module enumeration method boils down to the simple

pseudocode shown in Algorithm 1. In the beginning, the module U is set to the

empty set. In each iteration of the algorithm, we build an extended module can-

didate with every node that is not yet contained in U . If it satisfies the density

criterion and is indeed a child of U , the search is continued recursively. The correct-

ness of this algorithm follows directly from the anti-monotonicity and completeness

properties discussed above; i.e., it finds all modules that satisfy the given density

threshold.

Aside from the presented algorithm, several variants of the search scheme are

conceivable. For instance, we can traverse the search tree in a breadth-first manner.

That means, we first visit all solutions of a certain cardinality n before we go to the

next level, which corresponds to cardinality n+1. In many applications, a depth-first
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Algorithm 1 Dense module enumeration (DME) for node set V , interaction weight matrix
W , and minimum density threshold θ. U represents the current module; in the initial
method call, U is the empty set.
1: DME (V,W, θ, U) :
2: for each v ∈ V \ U do
3: if ρW (U ∪ {v}) ≥ θ and U ∪ {v} is child of U then
4: DME (V,W, θ, U ∪ {v})
5: end if
6: end for
7: output U

traversal is preferable to the breadth-first search because it requires only the storage

of the current path through the search tree4, whereas the latter has to keep track of

all the solutions in the previous level. Another option is to perform a top-k search:

instead of defining a density threshold, one specifies the desired number of solutions,

k, and the method yields a set of k solutions with the largest density values. For

this, we maintain a module list that is sorted according to the density criterion.

In each step, the top module is expanded into its children, and the list is updated

accordingly. This approach is particularly useful in conjunction with minimum size

constraints (Section 5.7.3). Beyond that, it is possible to split the search into several

phases with step-wise decreasing density thresholds. This works as follows: in the

beginning, we set a stringent density threshold and perform the usual dense module

enumeration algorithm; now, if we keep track of the border in the search tree where

pruning has taken place, we can later resume the search at those sites to find modules

with respect to a lower density threshold. This stop-and-continue strategy can be

repeated as often as desired. Finally, one could in principle design search schemes

that start from the full set instead of the empty set, and iteratively build candidate

modules of reduced set size rather than letting the modules grow. However, we

do not further pursue this idea because in our application scenarios, the expected

module size is small in comparison with the total network size.

5.3.4 Implementation Details

The central step of a reverse search algorithm is the generation of children for the

current solution. Therefore, engineering of this process is important for the efficiency

of the method. Here, we describe some additional details for the implementation of

the dense module enumeration approach.

4In fact, it would even be sufficient to store the previous solution and the current candidate, as the
ancestor solutions and their next candidates can be recomputed.
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First of all, the density of a module candidate and the degree values of its nodes

can be calculated incrementally. For that purpose, we maintain an array d of length

|V | where we store the degree of each node with respect to the current module U ;

more precisely, it contains for the nodes in U the degree value with respect to U ,

and for all nodes v ∈ V \ U the degree value looking one potential extension step

ahead, i.e.,

dU(v) =

degU(v) if v ∈ U ,

degU∪{v}(v) if v ∈ V \ U .
(5.7)

In addition, we keep track of the total weight of the current module, which is equiv-

alent to the following expressions:

totalWeight(U) =
∑

i,j∈U,i<j

wij = ρW (U) |U |(|U | − 1)/2 = 1
2

∑
u∈U

degU(u) (5.8)

This allows to check in constant time whether the candidate U ∪ {v} satisfies the

density criterion:

ρW (U ∪ {v}) ≥ θ ⇐⇒ totalWeight(U) + dU(v) ≥ θ |U |(|U |+ 1)/2 (5.9)

For each successful candidate U ∪{v} we further investigate whether it actually is a

child of the module U . For this, we have to test the conditions given in Definition 10,

which requires O(|U |) operations (assuming constant access to the entries in W ):

we have to determine the values of degU∪{v}(u) = dU(u) + wuv for all u ∈ U and

compare them with degU∪{v}(v) = dU(v). In several cases, however, it is possible to

skip these computations and decide in constant time whether U ∪ {v} is a child or

not. The following two lemmata describe such speed-up rules.

Lemma 2. Given a module U with respect to the interaction weight matrix W , let

u∗ ∈ U be the previously added node. Let us consider a node v ∈ V \ U . If W is

non-negative, the following rule holds:

[dU(v) < dU(u∗)] ∨ [dU(v) = dU(u∗) ∧ v < u∗] =⇒ U ∪ {v} is a child of U

Proof. By definition, u∗ is the smallest among the minimum degree nodes in U . As

W contains only non-negative entries, we obtain for u ∈ U degU∪{v}(u) = dU(u) +

wuv ≥ dU(u) ≥ dU(u∗). Further, degU∪{v}(v) is equal to dU(v) by definition. In the

case of dU(v) < dU(u∗), it follows that degU∪{v}(v) = dU(v) < dU(u∗) ≤ degU∪{v}(u)

for u ∈ U , so v is the unique node with minimum degree in U ∪ {v}. In the second

case, an analogous derivation shows that v is the node with smallest index in the
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set of minimum degree nodes in U ∪ {v}.

Lemma 3. Given a (normalized) weight matrix W and a cluster U , let u∗ ∈ U be

the previously added node. For v ∈ V \ U , the following rule holds:

[dU(v) > dU(u∗) + 1] ∨ [dU(v) = dU(u∗) + 1 ∧ v > u∗]

=⇒ U ∪ {v} is not a child of U

Proof. By assumption, wij ≤ 1 for all i, j ∈ V , so degU∪{v}(u
∗) = dU(u∗) + wu∗v ≤

dU(u∗) + 1. If dU(v) > dU(u∗) + 1, it follows directly that degU∪{v}(v) = dU(v) >

degU∪{v}(u
∗), so v cannot be a minimum degree node. For the case that dU(v) =

dU(u∗) + 1 ∧ v > u∗, a similar argumentation shows that U ∪ {v} cannot be a

child.

In the case of binary-valued interaction matrices, further efficiency improve-

ments are possible (see [214]). In particular, it has been proposed to organize the

set of remaining candidate nodes (i.e., V \ U) into buckets, according to their (in-

teger) degree values with respect to the current module. This allows to process the

module candidates in the order of decreasing density, and buckets can be totally

ignored if the corresponding degree value is too low to satisfy the density thresh-

old. Similarly, we could maintain for weighted interaction matrices a priority queue

where the candidate nodes are sorted by decreasing degree. This can be particularly

useful in sparse data, where each module extension step requires only few updates

of the data structure. For simplicity, we stick in our analysis to the implementation

based on degree arrays.

Whenever a candidate U ∪ {v} turns out to be a true child, we have to update

the total weight and the degree array before we can search for its own children:

totalWeight(U ∪ {v}) = totalWeight(U) + dU(v)

dU∪{v}(j) = dU(j) + wvj for all j ∈ V , j 6= v

This requires O(1) and O(|V |) operations, respectively.

5.3.5 Complexity

In combinatorial enumeration problems, the output size (i.e., the number of solution

patterns) can be exponential in the input size. As an extreme example, a fully
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connected input graph with node set V contains 2|V | cliques; in other words, each

subset of nodes appears in the output. Therefore, rather than the total running time,

a conventional complexity measure for enumeration methods is the time between two

consecutive solution patterns, which is called delay [72, 73, 178]. In the following, we

show that the reverse search algorithm for dense module enumeration has polynomial

delay.

Using the degree array implementation described in the previous section, each

recursion step of Algorithm 1 needs O(|V | + |V \ U | · |U |) operations, for updat-

ing the degree array and generating the children of the current module U . In the

worst case, we perform for each candidate node a temporary update for the degree

values of the nodes in U and compare them to its own degree value. However, in

practice, the number of operations is typically much smaller because many candi-

dates already fail at the density check, and the rules from Lemma 2 and Lemma 3

often allow to circumvent the temporary update step. To estimate the delay to the

subsequent solution pattern, we consider a small modification of the algorithm: if

the recursion depth is odd, we output the module before the recursive calls, and

otherwise afterwards. Thereby, any three consecutive iterations of the code yield

at least one output.5 This computational trick is known as the odd-even output

method [158, 214]. For illustration, we show in Figure 5.5 an example execution

of the algorithm. Now, the delay has the same complexity as the execution of one

recursion step, i.e., O(|V | + |V \ U | · |U |), where U is the current solution. More

generally, let the Umax be the largest solution pattern; then, the delay is bounded

by O(|V | · |Umax|), so it is at most quadratic in the number of nodes in the network

(in practice |Umax| � |V |). We summarize our (worst-case) analysis in the following

theorem.

Theorem 1. The dense module enumeration problem can be solved by a reverse

search algorithm with polynomial delay. In particular, for an input graph with node

set V , the delay has a complexity of O(|V |2).

In contrast to that, straightforward branch-and-bound strategies might need

exponential time between two outputs because they have to solve an NP-complete

problem in each recursive step [214]. Moreover, it is worth mentioning that the

reverse search approach is directly compatible with distributed computation because

different branches of the search tree can be investigated in parallel. Finally, the

memory requirements of the recursive implementation are also polynomial in the

5Note that without this modification, the algorithm would output solutions only after having reached leaf
modules of the search tree (i.e., after a sequence of recursive calls).
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input size. For each recursive call, we store the current module U and the degree

array of length |V |. Hence, the space complexity depends on the maximum recursion

depth, |Umax|, and is given by O(|Umax| · |V |) plus the space needed for the input

matrix. Using a simple implementation with a full matrix representation, the total

space complexity of the algorithm amounts to O(|V |2), but improvements for sparse

settings are conceivable. Note that it is not necessary to keep all previous solutions

in memory.

5.3.6 Excursus: Reverse Search Applications

The technique of reverse search provides a feasible solution strategy for various

types of enumeration problems. To define a reverse search method for a particular

application, one has to specify

• a multi-level search space and

• a reduction scheme that guarantees anti-monotonicity and completeness.

The most prominent application field of reverse search are graph-related enumeration

problems. Beside the problem of dense module enumeration discussed above, the

framework can be used to enumerate all spanning trees and all connected modules of

a graph as well as to derive all topological orderings of a directed acyclic graph [14].

For instance, in the case of connected module enumeration, the search space is the

same as for dense module enumeration; one possible reduction scheme is to select the

node with the smallest index among all nodes that are not articulation points, where

an articulation point or cut vertex is a node that is essential for the connectivity of

the induced subgraph (i.e., removal of an articulation point produces a disconnected

module). Also, string problems can be solved using the reverse search paradigm,

e.g., enumeration of maximal motifs in a sequence [9, 10]. Finally, reverse search

is very useful in computational geometry applications. Example tasks are vertex

enumeration in a convex polyhedron, cell enumeration in a hyperplane arrangement,

and enumeration of triangulations of a set of points in the plane [14].

5.4 Output Representation

As enumerative approaches potentially return a large solution set, we discuss in this

section how to obtain a user-friendly representation of the dense module enumera-

tion output. In particular, direct submodules of other solutions can be efficiently
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Figure 5.5: Illustration of reverse search with the odd-even output method. Sequence of traversal
steps for a subtree of the example in Figure 5.4. The boxes indicate the module that is currently
investigated. The green, solid boxes correspond to solution modules; the red, dashed boxes cor-
respond to candidates that are pruned. For that, we assume a minimum density threshold of 0.9.
Note that each solution module gives rise to a new recursive call. The numbered lines indicate the
levels of recursion depth. After three recursive calls, two of which are completely executed ({1, 3}
and ({1, 3, 4}), the output contains three solution patterns.
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eliminated, and the remaining modules are ranked according to their statistical sig-

nificance.

5.4.1 Locally Maximal Modules and Leaf Modules

Usually, the user is not so much interested in modules that are subsets of other

module solutions; rather, the most comprehensive modules are most relevant for

further analyses. Therefore, the concept of maximality is widely used in pattern

mining approaches [5, 19, 74, 77, 141]. In the context of dense module mining, it

can be formulated as follows.

Definition 11 (Maximal Dense Module). A dense module is called maximal if it is

not contained in any other dense module.

A straightforward approach to obtain the set of maximal solutions would be

to go for each newly detected module through all previous solutions, checking for

inclusions. However, the structure of our reverse search algorithm allows us to reduce

the number of solutions in the output in a meaningful way without any additional

costs. We simply set a flag that indicates whether there exists a direct supermodule

(i.e., a module with one additional node) that also satisfies the minimum density

threshold (see Algorithm 2). If that is the case, we do not output the current module,

otherwise we do. This yields us the set of all locally maximal dense modules.

Definition 12 (Locally Maximal Dense Module). A dense module U is called locally

maximal if for all v ∈ V \U , U∪{v} does not satisfy the minimum density threshold.

As this definition looks only one step ahead, a module with this property can in

principle violate the (stricter) maximality criterion. However, in practice the local

maximality criterion successfully eliminates most non-maximal modules. If the den-

sity threshold θ is equal to 1, a locally maximal module is always maximal. Looking

several extension steps ahead is in our search procedure only possible with respect

to the own descendants. Alternatively to listing locally maximal modules, we could

report all modules that do not have any dense descendants, i.e., all leaf nodes of the

pruned search tree. A pseudocode for this is shown in Algorithm 3. It is easy to

see that the set of leaf modules includes the set of locally maximal modules: by the

definition of local maximality, any local maximal module cannot have descendants

that are solutions. The other way round, a leaf module is not necessarily locally

maximal. Therefore, we usually prefer the local maximality criterion to achieve a

more compact result set. But if additional module filtering criteria are applied, the
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Algorithm 2 Enumeration of locally maximal dense modules for node set V , interaction
weight matrix W , and minimum density threshold θ. U represents the current module; in
the initial method call, U is the empty set.
1: DME lmax (V,W, θ, U) :
2: locallyMaximal = true
3: for each v ∈ V \ U do
4: if ρW (U ∪ {v}) ≥ θ then
5: locallyMaximal = false
6: if U ∪ {v} is child of U then
7: DME lmax (V,W, θ, U ∪ {v})
8: end if
9: end if

10: end for
11: if locallyMaximal then
12: output U
13: end if

Algorithm 3 Enumeration of dense leaf modules for node set V , interaction weight
matrix W , and minimum density threshold θ. U represents the current module; in the
initial method call, U is the empty set.
1: DME leaf (V,W, θ, U) :
2: isLeaf = true
3: for each v ∈ V \ U do
4: if ρW (U ∪ {v}) ≥ θ and U ∪ {v} is child of U then
5: isLeaf = false
6: DME leaf (V,W, θ, U ∪ {v})
7: end if
8: end for
9: if isLeaf then

10: output U
11: end if

leaf criterion can sometimes be checked much more efficiently than the local maxi-

mality, as we discuss in Section 5.5. In any case, one could perform a straightforward

postprocessing step to remove all non-maximal modules or select results according

to other criteria of interest, but this is greatly facilitated if as many non-informative

modules as possible are already discarded during the search.

5.4.2 Module Ranking

Even after filtering the results for local maximality or other predefined criteria, the

solution set might be large. Therefore, it is important to provide a meaningful

ranking criterion for the discovered modules. A widely used concept to measure the
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uncommonness or statistical significance of patterns are p-values. In general, the

p-value of a certain pattern is defined as the probability that a randomly selected

pattern of equal size is at least as “good” as the given pattern [21]. In our case,

the statistics to measure the quality of an outcome is its density. Regarding the

mechanism for random selection, different choices are conceivable. Given a module

U , we here simply assume that a set of |U | different nodes is randomly selected from

the network at hand. The probability that this produces a module with at least the

same density as the given pattern U is calculated by the following expression:

pW (U) =
∣∣{U ′ ⊂ V : |U ′| = |U | ∧ ρW (U ′) ≥ ρW (U)}

∣∣/( |V |
|U |

)
(5.10)

The completeness of our dense module enumeration approach enables us to deter-

mine the numerator exactly, i.e., we can compute for each detected module an exact

p-value [21]. For that purpose, we have to keep track of the densities and the sizes

of all solutions we encounter during the search. If we maintain for each module

size a sorted list of densities, one pass is sufficient to obtain the p-values for all

output module of that size. Lower p-values indicate more remarkable or surprising

patterns, so the results are sorted according to their p-values in increasing order.

This ranking scheme captures the intuition that the importance of a module should

increase with its size and density; still, from a theoretical point of view, it is more

principled than the ranking criterion used in [16], which is the product of size and

density. Furthermore, it specifically refers to the network at hand, in contrast to

significance measures that are based on reference network models [128]. This can

be advantageous because real networks might violate the assumptions of network

models.

Other module finding approaches calculate p-values by assessing the number

of interactions within the module relative to the number of interactions between

module nodes and the remaining network [137]; in that case, interaction weights are

ignored. Finally, it is very common to estimate empirical p-values by generating

multiple random networks with the same degree distribution as the given input

network [191]. Note that the (exact) p-value criterion formulated above does not

take the degree into account. More sophisticated approaches are conceivable; for

instance, one could consider random modules that do not only have the same size as

the pattern of interest, but also satisfy some constraints regarding the node degrees

with respect to the whole network. This refined analysis could reveal significance

differences among modules with similar size and similar density.
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5.5 Degree-Based Module Criteria

So far, our primary criterion of interest has been the density of interactions across

the whole module. Here, we discuss more specific criteria that refer to individual

module nodes.

5.5.1 Minimum Degree Criterion

The module density criterion is very flexible, allowing for missing or weak edges to a

certain extent; in particular, for a fix density threshold, the flexibility increases with

growing module size. While this property is advantageous in many situations (e.g.,

for finding modules supported by a large number of weak edges as well as modules

containing few, but very strong edges), there can also occur undesired artifacts: a

large dense module might tolerate the addition of several loosely connected nodes

without violating the density threshold. This effect can blow up the number of so-

lutions considerably, even after selection for (local) maximality, because the same

core module can appear in many different variants, each time augmented by a few

loosely attached, possibly irrelevant nodes. Of course, an obvious remedy would be

to choose a stricter density threshold, but this could lead to the loss of other inter-

esting solutions. Therefore, we introduce an optional filtering criterion for modules,

which fixes a minimum degree threshold for module nodes.

Definition 13 (Minimum Degree Threshold). A module U satisfies the minimum

degree threshold t if degU(u) > t for all u ∈ U .

By default, we set t = 0, i.e., modules containing isolated nodes or nodes with

negative degree are not considered as solutions. If the interaction matrix W contains

only non-negative entries, it is easy to search for modules that are locally maximal

with respect to the new combined criterion, consisting of a minimum density thresh-

old and a minimum degree threshold; here, a solution module U is locally maximal

if and only if ∀v ∈ V \ U : ρW (U ∪ {v}) < θ ∨ minu∈U∪{v} degU∪{v}(u) ≤ 0. For

this, we replace line 5 in Algorithm 2 with the following statement: if dU(v) >

t then locallyMaximal = false endif. Here, dU(·) denotes the corresponding entry

of the degree array for the current module U (see Section 5.3.4). The node v is

not necessarily a minimum degree node with respect to U ∪ {v}; thus, the module

U ∪{v} might still violate the minimum degree criterion. However, in that case the

module U does not satisfy it either (because of the non-negativity of W , the degree

values can only grow by the addition of v), so this check does not discard any true
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solution. To ensure that the output contains only valid solutions, we further have

to add in line 11 a condition that checks the minimum degree criterion. We can

either store with each module U the result of the check preceding its generation as

a child or check again the degree value of the previously added node u∗ (which is by

definition a minimum degree node): dU(u∗) > t.

For mixed-sign input data, the situation is more complicated because the degree

values do not monotonically increase with the extension of the module. So it can

happen that U is a valid pattern, but U ∪ {v} not, although dU(v) is above the

threshold. As an example, let us consider the following three-node graph: V =

{v1, v2, v3}, wv1v2 = 0.5, wv1v3 = 1, wv2v3 = −0.6. For θ = 0.3 and t = 0, {v1, v2}
is a solution and {v1, v2, v3} not; however, ρW ({v1, v2, v3}) ≥ θ and d{v1,v2}(v3) > t.

So we need a different strategy to determine local maximality. One solution is to

check the degree values of all nodes for each module candidate U ∪{v} that satisfies

the density criterion, which requires a temporary update of the degree array (see

Section 5.3.4). In that case, we cannot make use of the speed-up rule described in

Lemma 3. Another possibility of output filtering is to keep all solutions where no

descendant satisfies both the density and the minimum degree criterion, i.e., the

leaf solutions. As the minimum degree is not anti-monotonic, we have to adjust

Algorithm 3 such that it returns the existence of solutions from (multiple) recursive

calls to the outer procedure and prevents it from producing an output (multi-step

look-ahead). This strategy is more efficient because the minimum degree criterion

must only be checked for true children, which are updated anyway, not for all dense

candidates. In contrast to the setting where we consider only the module density

criterion, here it is not clear a priori which strategy will reduce the output set more

effectively.

5.5.2 Minimum Relative Degree and Quasi-Cliques

A drawback of the minimum degree criterion is that it specifies the threshold irre-

spective of the module size. That means, for low thresholds we will get undesired

weakly connected extensions of large modules, as described above, whereas high

thresholds a priori exclude small modules. Therefore, it seems to be promising to

replace the combination of density and minimum degree criteria by the following

minimum relative degree criterion.

Definition 14 (Minimum Relative Degree Threshold). The minimum relative degree

threshold γ is satisfied for a module U if degU(u)/(|U | − 1) ≥ γ for all u ∈ U .
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Figure 5.6: Minimum relative degree versus density. While the modules (a)-(c) all have the same
density (3/5), the minimum relative degree varies: (a) 3/5, (b) 1/5, (c) 0.

This condition considers the density with respect to each individual module

node and thereby guarantees a certain balance in the distribution of the weight

among the nodes in a module, which is a reasonable requirement in many applica-

tions. For unweighted graphs, this kind of pattern is known as γ-quasi-clique [104,

145, 172, 242]:

Definition 15 (γ-Quasi-Clique). A node set U is a γ-quasi-clique if each node has

edges to at least dγ(|U | − 1)e other nodes in U .

It is easy to verify that a module satisfying the minimum relative degree thresh-

old γ has a density of at least γ. On the other hand, for a module with density ≥ γ

the minimum relative degree is not necessarily greater than or equal to γ. Fig-

ure 5.6 illustrates this relationship between module density and minimum relative

degree. Unfortunately, we cannot mine directly for modules that satisfy the min-

imum relative degree criterion. The reason is that it is inherently impossible to

define an anti-monotonic reduction scheme. For instance, let us consider the mod-

ule in Figure 5.6 (a). The minimum relative degree is 3/5. However, no matter

which node we remove, the resulting module will have a minimum relative degree

of 2/4. Therefore, we have to use a more general criterion during the search and

perform a filtering step to select the actual solutions. One possible approach is to

enumerate by reverse search all modules with density ≥ γ and use similar strategies

as with minimum degree thresholds for mixed-sign data to filter the modules. For

unweighted input graphs, alternative approaches have been developed, which are

described in the following section.
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5.5.3 Previous Work on Quasi-Clique Mining

We briefly review the major techniques for γ-quasi-clique enumeration used in ex-

isting work [104, 145, 172, 242]. The basic search strategy is depth-first search in

a lexicographical set enumeration tree. As it lacks an anti-monotonicity property

with respect to the quasi-clique criterion, the pruning is based on other character-

istics. The first rule is connected with the diameter of γ-quasi-cliques. In general,

the diameter of a subgraph is defined as the maximum shortest path length between

any pair of nodes. For example, the graph in Figure 5.6 (a) has diameter 2. It turns

out that the diameter of a γ-quasi-clique U can be bounded in dependence of the

minimum relative degree threshold γ and the number of nodes |U |:

Lemma 4. Let U be a γ-quasi-clique (|U | > 1). Further, let diam(U) denote the

diameter of U . Then,

diam(U)

= 1 if 1 ≥ γ > |U |−2
|U |−1

≤ 2 if |U |−2
|U |−1

≥ γ ≥ 1
2

.

Proof. In the first case, each node is directly connected to more than |U | − 2 other

nodes in U , hence U is a clique. In the second case, each node u ∈ U has edges

to at least d(|U | − 1)/2e other nodes in U (according to the definition of γ-quasi-

clique). We call these nodes the neighbor set of u with respect to the node set U ,

denoted by NU(u). Now let us consider a pair of nodes u1, u2. If there exists an

edge between u1 and u2, the corresponding shortest path length is 1. Otherwise,

|NU(u1)∪NU(u2)| ≤ |U |−2 because u1 and u2 are excluded and there are |U | nodes

in total. Further, it follows from the assumption that |NU(u1)|+ |NU(u2)| ≥ |U |−1.

Putting both statements together, we obtain |NU(u1)∩NU(u2)| ≥ 1, i.e., u1 and u2

have at least one common neighbor. Consequently, there exists a path of length 2

from u1 to u2.

For upper bounds of the diameter for smaller γ, we refer to [104]. With this

lemma, we can restrict the set of candidate nodes for extending a given set of nodes:

Lemma 5. Let U ⊂ V be the current set of nodes and u ∈ U . Further, we denote

by N b
V (u) the b-step neighborhood of u with respect to V , i.e., all nodes in V that

are reachable from u by a path of length ≤ b. If there exists a γ-quasi-clique Q with

U ⊂ Q ⊂ V , each node v ∈ Q \ U satisfies

v ∈
⋂
u∈U

N b
V (u) ,
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where b is the upper bound of the diameter of a γ-quasi-clique.

Consequently, we can discard candidate nodes that are not included in the

intersection of the b-neighborhoods of the current nodes. Moreover, one can derive

degree-based pruning rules. Given a minimum size threshold m for γ-quasi-cliques,

one can a priori remove all nodes v with degV (v) < dγ · (m − 1)e. Further degree-

related pruning is possible during the search. If

degU(v) + degV \U(v) <
⌈
γ · (|U |+ degV \U(v))

⌉
for a node set U and a node v ∈ V \ U , then v can be excluded from the extension

candidates, because v does not satisfy the minimum relative degree criterion for

any superset of U ∪ {v} [242]. As the exclusion of one node can influence the

degrees of other nodes, this pruning procedure is performed iteratively. Beyond

that, many additional refinements of γ-quasi-clique mining have been proposed,

including degree-dependent bounds, look-ahead strategies, and candidate sorting

(see [104, 145, 242] for details).

5.5.4 Discussion

One problem of the existing quasi-clique mining approaches is that the underlying

search tree is not anti-monotonic. Consequently, indirect criteria have to be used

to decide where pruning is possible. Often, one single criterion is not sufficient to

achieve an efficient search. For instance, the diameter-based pruning is problematic

for input graphs that contain highly connected nodes (“hubs”) because the b-step

neighborhoods of nodes and their intersection can be very large. Similarly, degree-

based pruning techniques fail if there are too many nodes for which the degree

exceeds a critical threshold. Therefore, it is crucial for the feasibility of the approach

to combine several such criteria, as suggested in the literature [104, 145, 172, 242].

As the module density criterion is a direct generalization of the γ-quasi-clique

criterion and allows to construct an anti-monotonic search tree, an interesting alter-

native would be to exploit the dense module enumeration strategy for quasi-clique

mining. This is particularly promising considering the fact that the pruning rules

from previous quasi-clique mining methods can also be integrated into the frame-

work, thereby combining the advantageous properties of both approaches to achieve

a high pruning potential. Furthermore, it would be interesting to extend the quasi-

clique pruning concepts to the minimum relative degree criterion for weighted input

graphs. Finally, a combination of topology-based and weight-based criteria could
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also be fruitful for cluster detection in weighted graphs. Here, we focused on search

criteria that consider exclusively the interactions within a module. However, de-

pending on the application scenario it can be desirable to take outgoing edges into

account as well. In the literature, a number of different approaches to combine these

two aspects have been studied (see, e.g., [149, 160, 162, 181]).

5.6 Integration of Node Weights

So far, the density criterion for modules takes only interaction weights into ac-

count. However, node weights play a role in many biological applications; they are

commonly used to indicate the (measured or estimated) relevance of a node for the

biological problem at hand. In this section, we discuss how to integrate node weights

into the module mining process. In contrast to module finding approaches that use

node weights to preprocess the input graph (i.e., remove low-weight nodes) [191],

we directly incorporate them into the search criterion.

5.6.1 Definitions

Let us consider again an input network with node set V . We assume that each node

i ∈ V has an assigned node weight, denoted by oi. With this, we define the node

density of a module.

Definition 16 (Node Density). Given a module U ⊂ V and node weights o =

(oi)i∈V , the node density is defined as

ρo(U) =
1

|U |
∑
i∈U

oi . (5.11)

That means, the node density corresponds to the average node weight within a

module. For clarity, we use the term interaction density to refer to the previous def-

inition of module density, the average pairwise interaction weight (see Definition 4).

Now we introduce a combined density criterion, which includes interaction weights,

node weights, and a calibration parameter α.

Definition 17 (Combined Density). Given a module U ⊂ V , the combined density

is defined as

ρα,W,o(U) = 1
1+α

(ρW (U) + α ρo(U)) , (5.12)

where α ≥ 0.
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In words, the combined density is a weighted sum of the interaction density

and the node density, where the node contribution obtains the α-fold weight of

the interaction contribution. For convenience, interaction weights and node weights

are normalized independently such that the maximum value is 1, respectively; i.e.,

oi ≤ 1 for all i ∈ V and wij ≤ 1 for all i, j ∈ V , i 6= j. Thus, both the maximum

interaction density and the maximum node density are 1. Then, the maximum

combined density is 1, since the scaling factors in the weighted sum in (5.12) are

non-negative and sum up to 1.

By the definition of the combined density criterion, we can formulate the fol-

lowing generalized dense module enumeration problem.

Definition 18 (Generalized Dense Module Enumeration). Given a set of nodes V ,

an interaction weight matrix W , a node weight vector o, a calibration parameter α ≥
0, and a density threshold θ > 0, find all modules U ⊂ V such that ρα,W,o(U) ≥ θ.

5.6.2 Algorithm

Remarkably, the generalized dense module enumeration problem can be reduced

to the basic problem involving only interaction weights. More precisely, using the

formulae of interaction density (5.5) and node density (5.11), we can rewrite the

combined density (5.12) as follows:

ρα,W,o(U) =
1

1 + α


∑

i,j∈U, i<j

wij

|U |(|U | − 1)/2
+ α

∑
i∈U

oi

|U |



=

∑
i,j∈U, i<j

1
1+α

(
wij + α

(oi + oj)

2

)
|U |(|U | − 1)/2

This directly suggests the following enumeration procedure:

1. Construct a transformed interaction weight matrix W new:

wnew
ij = 1

1+α

(
wij + α

(oi+oj)

2

)
(5.13)
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2. Use the standard DME algorithm to enumerate all modules U that satisfy the

following criterion:

ρWnew(U) ≥ θ (5.14)

By the transformation, most interactions that formerly had a weight of zero

obtain non-zero values, so the transformed interaction weight matrix is usually non-

sparse.

5.6.3 Remarks

The previous sections explained how to enumerate modules with respect to a cri-

terion that combines interaction density and node density. The user may specify

a minimum threshold for the combined density as well as a parameter α to cali-

brate the two components. Another possible setting would be to consider individual

thresholds θW and θo for interaction density and node density, respectively. Clearly,

one can formulate independent module finding tasks for the two criteria. Each of

them can be solved with an anti-monotonic search tree. For the task that exclusively

considers the node density, this is simply achieved by the following definition of par-

ent: the node set that is obtained by the removal of one minimum weight node. As

the node weights do not depend on the other nodes in a module, we do not need

the framework of reverse search, but can directly generate children by respecting a

weight-based ordering of nodes.

For a given module, there does not necessarily exist a parent such that the

anti-monotonicity is satisfied with respect to both criteria. Consequently, it is not

possible to construct a combined search tree or to perform cross-tree pruning, i.e.,

if a module fails to satisfy one criterion, one still has to consider its descendants

with respect to the other criterion. A straightforward solution strategy, which has

been used in [181] for a similar problem, is to perform the search with respect to one

density criterion, and filter the results with respect to the other one. Alternatively,

we can search with the combined density criterion from Definition 17, setting the

minimum density threshold to 1
1+α

(θW + α θo). If the individual density criteria

are satisfied, the combined density exceeds the threshold, so we do not miss any

solution. However, note that the interaction density and the node density might

balance each other; therefore, the solutions still have to be checked with respect to

the interaction density and node density, respectively. The parameter α allows to

trade off the importance of the two criteria a priori. In particular, if one criterion

is much more likely to be satisfied, it is recommendable to focus on the stricter one



56 5 Module Mining in Weighted Interaction Networks

during the search.

5.7 Constraint Integration

Often, it is desirable to restrict the dense module search by some additional criteria.

Our enumeration framework allows to incorporate and systematically exploit various

types of constraints defining further module characteristics or involving external

datasets. In the following subsections, we exemplarily present some constraints that

actively contribute to pruning during the search; constraint-based output filtering

has been discussed in Section 5.5.

5.7.1 Constraints from External Data Sources

In many systems biology applications, the integration of background knowledge or

other data sources is crucial to enhance the biological relevance of patterns. One

useful criterion are consistency constraints with respect to external profile data,

as illustrated in Figure 5.3. Given a discrete-valued profile for each node, we call

a module consistent if all its nodes share a common subprofile. In the context

of protein interaction data, we could for instance consider subcellular localization

profiles, which indicate presence of proteins in each cellular compartment. With

such data, the search for consistent patterns aims at the discovery of modules that

are “realizable” in the living cell and therefore more plausible than a module without

protein cooccurrence. Formally, we define the concept of consistency as follows.

Definition 19 (Consistency). Let V be the node set of the input network and U ⊂ V

a module. Let X = (xij)i∈V,j∈C be an auxiliary profile matrix, where C denotes the

set of columns (representing different conditions) and the entries xij take values

from a set of discrete states S. Given a state s ∈ S, a particular column c ∈ C is

said to be s-consistent with respect to U if

xuc = s for all u ∈ U .

The number of s-consistent columns with respect to U is denoted by fs(U). The

module U is consistent with respect to s if

fs(U) ≥ ns ,

where ns is a prespecified (non-negative) integer.
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To control the consistency of module profiles, we fix minimum thresholds ns

for the frequencies fs(U) of the different states s. Then, we can formulate the

constrained dense module enumeration task:

Definition 20 (Dense Module Enumeration with Consistency Constraints). Given

a graph with node set V and weight matrix W , a density threshold θ > 0, an auxiliary

profile matrix (xij)i∈V,j∈C with xij ∈ S, and integers ns for all s ∈ S, find all modules

U ⊂ V such that ρW (U) ≥ θ and fs(U) ≥ ns for all s ∈ S.

If we are only interested in consistency with respect to one specific state, the

thresholds for the other states are simply set to 0. For example, one might look

for protein modules with consistent presence in a cellular compartment, ignoring

patterns of coordinated absence. The consistency constraints help to concentrate

on patterns that are of interest for the study at hand. In addition, they can lead to

a considerable speed-up of the search procedure. Namely, we can exploit pruning

techniques from traditional frequent itemset mining [4], based on the observation of

anti-monotonicity (see Definition 6).

Lemma 6. The consistency criterion satisfies the anti-monotonicity property, i.e.,

U ′ ⊂ U =⇒ fs(U
′) ≥ fs(U) .

Proof. Each column that is s-consistent with respect to U is also s-consistent with

respect to U ′.

In other words, module extension cannot increase the frequency of consis-

tent columns, see Figure 5.7 for illustration. When adding node F to the module

{A,B,C,D,E}, the number of consistent 1-columns shrinks, whereas the number of

consistent 0-columns is left unchanged. To determine the frequencies of consistent

columns for {A,B,C,D,E,F}, only the columns that are consistent with respect to

{A,B,C,D,E} need to be considered. The lemma implies that if a module itself does

not satisfy the frequency requirements, no extension can satisfy them. Thus, they

can be directly used as additional pruning criteria and thereby avoid that irrelevant

parts of the search space are visited. That means, we simply check one further

condition before doing the recursive call in line 4 of Algorithm 1. To perform local

maximality filtering in the context of consistency constraints, we just have to make

sure that the consistency is checked before the child conditions. More precisely,

we add the consistency conditions to line 4 in Algorithm 2. These are then auto-

matically taken into account when checking for local maximality. Alternatively, the



58 5 Module Mining in Weighted Interaction Networks

Module U f1(U) f0(U)
{A,B,C,D,E} 2 2
{A,B,C,D,E,F} 1 2

Constraint Integration

Differential expression constraint: e1(U) ≥ n1, and e0(U) ≥ n0

Monotonicity property: e1 and e0 decrease with extension of U

Module f1 f0
ABCDE 2 2
ABCDEF 1 2

A

expressed

non-expressed

B
C
D
E

L

K

M

N

O

P

F

Easy integration: use as additional pruning criterion

Elisabeth Georgii (SCS ’07) Mining Expression-Dependent Modules July 21st, 2007 10 / 16

Figure 3: Frequency of consistent columns before and after module exten-
sion (f1 is the frequency of consistently green columns, f0 the frequency of
consistently black columns).
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Figure 5.7: Anti-monotonicity of consistency constraints. Given the example profile on the right,
the table shows the frequencies of consistent columns for the 1-state (green) and for the 0-state
(black) before and after module extension.

output can be summarized according to the concept of closed patterns [171, 221].

There, the idea is to exclude subsets of other solutions only if they are supported

by exactly the same set of consistent columns. The motivation behind this is that

subsets of other solutions can still be informative if they have a different specificity

profile (i.e., a larger set of consistent columns).

The described framework can be applied to incorporate any kind of anti-mono-

tonic constraints. Furthermore, one can use arbitrarily many of those constraints

at the same time, so it is possible to coanalyze several data sources, defining indi-

vidual constraints for each of them. Beside profile consistency constraints, another

prominent example for anti-monotonic constraints on external data are node pair

constraints. Assume we have an additional weight matrix containing an entry for

each pair of nodes. This could be a similarity or distance matrix that is based on

another criterion or comes from another experiment. Then, constraints that define

minimum or maximum weight thresholds for all node pairs in a module are anti-

monotonic: if a module contains a pair that violates the threshold, all its supermod-

ules will not satisfy the constraint. Finally, not all constraints that are potentially

interesting have the anti-monotonicity property. For instance, the requirement that

a certain percentage of module nodes fulfills some criterion is inherently non-anti-

monotonic. Sometimes it might be possible to derive anti-monotonic bounds even

if the criterion is not anti-monotonic. Otherwise, one can handle these constraints

simply by output filtering (see Section 5.5), in which case they do not contribute to

accelerating the search.
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5.7.2 Connectivity Constraints

The density criterion for modules does not necessarily guarantee the connectivity

of the corresponding subgraph. A subgraph is connected if every node is reach-

able from every other node via a path, i.e., a series of (non-zero) edges. Strictly

speaking, it should even be a path of positively weighted edges, as negative edge

weights usually indicate negative associations, so the corresponding nodes would be

interpreted as antagonists rather than as members of the same group or commu-

nity. For simplicity, we focus in the following discussion on interaction matrices

with non-negative weights, although extensions to mixed-sign weights are possible.

As already mentioned in Section 5.5, a module might tolerate a certain fraction of

weakly connected or even disconnected nodes; also, it might fall apart into separate

components. These problems arise in particular for large modules or low density

thresholds.

However, in many applications it is meaningful to consider only connected mod-

ules as results. Unfortunately, we nevertheless have to visit disconnected modules

during the search because the connectivity property is not anti-monotonic with re-

spect to the density-based reverse search tree; i.e., connected modules may descend

from disconnected ones, as the example in Figure 5.8 shows. In fact, there exists

a reverse search tree that is anti-monotonic with respect to the connectivity crite-

rion, as described in Section 5.3.6. But it is different from the density-based reverse

search tree, and the combination of two search trees is difficult (see Section 5.6).

Again, we could traverse the search tree for the density criterion and filter the results

with respect to the connectivity criterion; an easy way to check whether a module

is connected is a depth-first search traversal of the induced subgraph. However, the

connectivity criterion can also contribute to the pruning of the density-based search

tree:

Definition 21 (Isolated Node). Given a module U , a node u ∈ U is called isolated

if degU(u) = 0.

Lemma 7. Let W = (wij)i,j∈V be a weight matrix representing the input network

such that wij > 0 if the nodes i and j are connected by an edge, and wij = 0 other-

wise. Then, a module with two isolated nodes cannot have any connected descendant.

Proof. Let us consider a connected module, on which we iteratively apply the re-

duction scheme, i.e., in each step we transform the current module into its direct

ancestor in the search tree (Definition 9). During this process, we might encounter

modules that include an isolated node (see Figure 5.8). Whenever this happens,
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(a) (b) (c) (d)
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Figure 5.8: Example reduction of a module. It shows that a connected module (a) can have dis-
connected ancestors (b-d). In particular, one ancestor has an isolated node (d). For the uniqueness
of parents, a lexicographical order on the nodes is assumed.

the isolated node(s) will be removed in the next reduction step(s) because they are

the minimum degree nodes; as removals of isolated instances leave the degrees of

other nodes unchanged, they cannot produce new isolated nodes. Hence, isolated

nodes cannot be accumulated during the reduction. It remains to show that a single

reduction step on a module without isolated nodes cannot produce two or more

isolated nodes. Let us assume this would be possible. We denote by U the original

module, i.e., degU(u) > 0 for all u ∈ U . Further, let u∗ ∈ U be the node that is

removed, and let u1, u2 ∈ U \ {u∗} be the isolated nodes in the resulting module,

i.e., degU\{u∗}(u1) = degU\{u∗}(u2) = 0. As degU(u1) > 0 and degU(u2) > 0, there

have to exist edges {u1, u
∗} and {u2, u

∗} with wu1u∗ > 0 and wu2u∗ > 0. This implies

degU(u∗) ≥ wu1u∗+wu2u∗ > wu1u∗ = degU(u1) and analogously degU(u∗) > degU(u2),

which is a contradiction to U \ {u∗} being the parent of U .

This implies that we can refrain from extending modules that have two isolated

nodes. By additionally activating the minimum degree filtering step explained in

Section 5.5, we can make sure that any modules with isolated nodes are eliminated

from the output. This strategy does not guarantee yet that the modules are indeed

connected, but in conjunction with an adjustment of the minimum degree threshold

it is often sufficient in practice. Also, more sophisticated pruning rules exploiting

the density threshold and size constraints are conceivable.

5.7.3 Cardinality and Branching Restrictions

Sometimes it is possible to specify in advance a size range for the modules of inter-

est. As our search strategy extends the modules by exactly one node in each step,

it can naturally respect thresholds for the maximum number of nodes in a module.

Minimum cardinality constraints, on the contrary, are a popular means to eliminate
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insignificant results. Being non-anti-monotonic, they do not explicitly contribute

to speed up the search procedure. However, in the case of additional minimum

(relative) degree constraints (Section 5.5), we can exploit minimum cardinality con-

straints to a priori remove low-degree nodes from consideration.

Due to the completeness of the dense module enumeration, the method might

visit a large number of overlapping modules, in particular it will consider all dense

submodules of a large solution module. A simple way to control the generation of

similar modules are maximum branching constraints. While maximum cardinality

thresholds constrain the depth of a search tree, branching criteria constrain the

width of subtrees by restricting the maximum number of children per module to

k. Consequently, the number of modules sharing the same ancestor is limited, and

it decreases with increasing cardinality of the ancestor. Of course, this heuristic

strategy leads to the loss of the completeness guarantee. That means, in contrast

to the other constraints mentioned in this section, branching constraints do not al-

low to provide a declarative description of the result set; in particular, we cannot

determine anymore exact, analytical p-values (Section 5.4.2). But if we select the

most “promising” children in each step, the method is likely to find a substantial

fraction of the most significant solutions. This idea is related to the concept of beam

search [23]. The success of the approach depends on the selection of children. We

propose the following procedure for that purpose: among all nodes v that produce

children U ∪ {v} of the current module U , we choose the k nodes with the largest

degree within U ∪ {v} (leading to child modules with the largest density). The mo-

tivation behind this is that they are most likely to have dense descendants. Among

nodes with equal degree, we prefer those with the largest indices because according

to our reduction scheme, they are the last to be removed. In other words, we use an

ordering of candidate nodes that is reverse to the ordering defined for the reduction

scheme (Definition 9).





6 Multi-Way Cluster Mining in Higher-Order

Association Data

Now we generalize the dense module enumeration approach from the previous chap-

ter to structured input data of higher order, i.e., each associative relationship in-

volves n partners, where n can be greater than 2. In essential parts, this work is

published in [69]; an extended article will appear in [68].

6.1 Motivation

So far, we have been considering undirected weighted graphs as input data, which

can be represented by symmetric weight matrices. A dense module is a subset of

nodes that corresponds to a symmetric submatrix with large average weight (ig-

noring diagonal entries). In Figure 6.1, we illustrate this basic setting and possible

generalizations. As a first extension, we consider two-way weight matrices, where we

have different entity sets in the two dimensions, like genes and experimental condi-

tions from gene expression data, for example. Given a two-way matrix, we can look

for subsets of rows that are associated with certain subsets of columns. Such sub-

matrix patterns are called biclusters (or bi-sets) (see Section 4.5). There exist many

approaches to detect biclusters, and various criteria have been used in the literature

to assess the interestingness of bicluster patterns [151]. For instance, some methods

consider the homogeneity of values within a bicluster [22]. In contrast, other ap-

proaches focus on the strength or density of the association [156, 205, 206, 232]. In

analogy to our module finding approach described in Chapter 5, we use the average

weight value within a bicluster to determine valid solutions. This approach to bi-

clustering can also be seen as extracting dense subgraphs from a weighted bipartite

graph (see Figure 6.1).

Taking this idea one step further, we look at higher-order input data, which

can be represented as n-way weight arrays, also known as tensors. A higher-order

or n-way cluster is then a subtensor described by specifying a non-empty subset of
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Figure 6.1: Generalization of module mining to two-way and higher-order data. For visualization
purposes, the sets U and Ui are shown as coherent blocks; however, they can be arbitrary subsets.
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indices in each dimension. From a graph-theoretic point of view, an n-way tensor

corresponds to a weighted n-partite hypergraph, where each hyperedge connects n

nodes, exactly one node from each partition. A popular approach to investigate

such higher-order data is relational data mining (see Section 4.7). There, the focus

is on binary-valued multi-way relationships, also called n-ary relations. They can

be represented as an n-way tensor where an entry is 1 if the corresponding n-way

relationship has been observed, and 0 otherwise. In that framework, relational

mining is equivalent to extracting subtensors (clusters) that contain only 1-entries;

different clusters may overlap. In the relational data mining terminology, these

patterns are called n-sets, as a generalization of the concept of itemsets [4].

Our approach to higher-order cluster detection extends the definition of n-set

to numerical data, that means, the tensor is not restricted to binary values, but may

contain arbitrary weights. We consider a cluster or n-set pattern as a solution if the

average value of the entries in the corresponding subtensor exceeds a given threshold;

in particular, 0-entries are tolerated to a certain extent, whereas relational mining

approaches require that all entries are 1 (see Figure 6.2). Our generalization can

be advantageous in applications where data are sparse (i.e., it is likely that some

observations are missing) or where observations have different weights (e.g., because

their reliability or significance are subject to variation). Consequently, we can detect

strong associations between sets of instances in noisy data; such higher-level patterns

strengthen individual observations and can assist in making reliable predictions of

missing values. There exist several previous methods for cluster discovery in multi-

way weight tensors (see Section 4.7). Our approach differs from them in considering

the association strength within a cluster instead of the homogeneity of weights. In

fact, our average weight constraint can be seen as homogeneity criterion in the sense

that most values in the cluster should be close to the maximum weight. However, we

introduce an asymmetry in the problem, as blocks with homogeneous values close to

zero are not considered as solutions (in analogy to relational n-set approaches). Also,

note that our method detects overlapping clusters, while most previous techniques

are based on partitioning.

Moreover, we treat cases where multi-way data contain inherent symmetries

with respect to a subset of dimensions. For instance, multiple undirected networks,

each represented by a symmetric weight matrix, can be stacked into a three-way

tensor that is symmetric with respect to two dimensions. The coanalysis of mul-

tiple networks or graphs has received much attention, in particular in the context

of computational biology and chemistry. While many approaches focus on the de-

tection of frequently occurring subgraphs in large databases of small graphs [233],
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Example of an n-set for n = 3: ({a1, a2}, {b1, b2}, {c1, c2, c3})

(a) Relational approach (b) Our approach

Association Value
(a1, b1, c1) 1
(a1, b1, c2) 1
(a1, b1, c3) 1
(a1, b2, c1) 1
(a1, b2, c2) 1
(a1, b2, c3) 1
(a2, b1, c1) 1
(a2, b1, c2) 1
(a2, b1, c3) 1
(a2, b2, c1) 1
(a2, b2, c2) 1
(a2, b2, c3) 1

average =1

Association Value
(a1, b1, c1) 0.9
(a1, b1, c2) 1
(a1, b1, c3) 1
(a1, b2, c1) 0.8
(a1, b2, c2) 0.9
(a1, b2, c3) 1
(a2, b1, c1) 0.7
(a2, b1, c2) 1
(a2, b1, c3) 0.9
(a2, b2, c1) 1
(a2, b2, c2) 0
(a2, b2, c3) 0.9

average ≥ θ

Figure 6.2: Illustration of the n-set definition in the relational approach and in our dense cluster
approach (here, n = 3). While the relational approach is based on binary values and requires that
all associations within the n-set have value 1, we allow for arbitrary weights and require that the
overall average across the n-set associations is larger than a threshold θ.

methods for larger networks often use density criteria combined with additional

constraints [91, 104, 181, 236, 242]. Our approach extends the latter class of meth-

ods: it provides a dense pattern detection framework that allows to analyze tensor

data with an arbitrary number of dimensions, can deal with binary and weighted

values, and optionally includes symmetry constraints for one or several subsets of

dimensions.

After formalizing the problem, we will present a multi-way extension of the

dense module enumeration algorithm from the previous chapter.

6.2 Problem Definition

Our goal is to extract all dense clusters from a multi-dimensional data array (ten-

sor). To formalize the problem, we first introduce some notation, generalizing the

definitions from Section 5.2. Let n > 0 be the number of dimensions in the given

data array (also called ways or modes). Then, we write the input in the following

form:

W = (wk1,...,kn)ki∈Vi, i=1,...,n (6.1)
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The index ki is used to access the i-th dimension and takes values from a finite index

set Vi = {1, . . . Ii}, where Ii is a natural number that can differ from dimension to

dimension. Vi is also called the instance set or range for the i-th dimension; the

cardinality of the set is denoted by |Vi| and equals Ii. The elements (entries) of W

are real-valued weights indicating the association strength between the n instances.

For convenience, we again normalize the array such that

wk1,...,kn ≤ 1 ∀ ki ∈ Vi, i = 1, . . . , n . (6.2)

An n-way cluster U is defined by specifying for each dimension a non-empty subset

of the corresponding index set,

U = (U1, . . . , Un), Ui ⊂ Vi, |Ui| ≥ 1 ∀i = 1, . . . , n . (6.3)

The induced subarray is given by

W |U = (wk1,...,kn)ki∈Ui, i=1,...,n. (6.4)

Let us define the cardinality of a cluster as the sum of the cardinalities of the index

subsets in all n dimensions, i.e., the total number of instances included in the cluster:

card(U) =
n∑

i=1

|Ui|. (6.5)

This is not to be confused with the cluster size, which corresponds to the number

of entries in the induced subarray,

size(U) =
n∏

i=1

|Ui|. (6.6)

Our cluster definition implies that size(U) ≥ 1. The density of the cluster U is

defined as the average value of the weight entries in the induced subarray:

Definition 22 (Cluster Density). The density of an n-way cluster U with respect

to the n-dimensional weight array W is given by

ρW (U) =
1

size(U)

∑
ki∈Ui

wk1,...,kn . (6.7)

Due to our normalization of the data array W , the largest possible cluster

density is 1. Using the above definitions, we state the problem of dense cluster

enumeration as follows.
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Definition 23 (Dense Cluster Enumeration). Given a weight-normalized n-dimensional

data array W and a minimum density threshold θ with 0 < θ ≤ 1, find all n-way

clusters U such that ρW (U) ≥ θ.

Note that different clusters are allowed to overlap. For θ = 1, the problem is

equivalent to n-set or hyperclique enumeration [31, 32, 100, 103].

6.3 Enumeration Approach

In order to solve the dense cluster enumeration problem, we again use a reverse

search algorithm. In the following, we explain how we extend the module enumer-

ation strategy from Chapter 5 to deal with this task. For that purpose, we first in-

troduce an index mapping scheme that facilitates the algorithmic description; then,

we specify the level-wise search space, establish a reduction scheme, and present

the overall search procedure. Finally, we consider some implementation details and

analyze the complexity of the method.

6.3.1 Global Index Representation

As defined in Equation (6.1), an n-way array is represented using dimension-specific

index sets V1, . . . , Vn; each of them consists of successive indices starting from 1.

Now we build a global index set across all dimensions:

V = {1, . . . ,
n∑

i=1

|Vi|} . (6.8)

The conversion of an element v ∈ Vi to a global index is carried out according to

the following scheme:

C(v, i) = v +
i−1∑
j=1

|Vj| (6.9)

For i = 1, the summation term is zero, i.e., C(v, 1) = v. Accordingly, we determine

the array dimension to which an element v ∈ V belongs as

dim(v) = max{i = 1, . . . , n :
i−1∑
j=1

|Vj| < v} . (6.10)
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Then a cluster U = (U1, . . . , Un) can also be represented as a subset of V ,

U =
n⋃

i=1

⋃
u∈Ui

{C(u, i)} . (6.11)

Note that U and U are alternative representations of a uniquely determined cluster

and can easily be transformed into each other. In the following, we will use the

representation that is more convenient in the particular context.

6.3.2 Search Space

The search space for the dense cluster enumeration problem is the set of all possible

n-way clusters. As in the module enumeration setting, it can be organized in the

form of a lattice, i.e., in multiple levels. Here, the root level consists of all trivial

clusters:

Definition 24 (Trivial Cluster). A cluster U = (U1, . . . , Un) is called trivial if

|Ui| = 1 for i = 1, . . . , n. Consequently, size(U) = 1 and card(U) = n for each

trivial cluster U .

A trivial cluster corresponds to exactly one entry of the multi-dimensional array.

By adding exactly one index to one particular set Ui, we obtain the clusters on

the subsequent level of the search lattice. In this way, the clusters are iteratively

expanded from level to level; at each level, the cluster index set U grows by one

element and the cluster cardinality increases by 1. To traverse the search lattice in

an efficient way, we define a search tree for each trivial cluster such that the resulting

set of trees is a spanning forest of the search space. The next section describes a

reduction scheme to construct search trees that allow for effective pruning based on

the density criterion.

6.3.3 Reduction Scheme

The core component of a reverse search algorithm is the definition of a reduction

scheme (i.e., the rule for parent construction) that guarantees anti-monotonicity

(downward closure) and completeness of the search. For the reduction of dense

multi-way clusters, we extend the parent definition for modules (Definition 9). First,

we define the degree of an instance in a multi-dimensional array.
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Figure 6.3: Visualization of a three-way cluster. In each reduction step, we remove one slice of the
cluster, specified by a particular index element v.

Definition 25 (Degree). Given a cluster U , the degree of v ∈ Uj with respect to U

is defined as

degU(v, j) =
∑

ki∈Ui,i6=j

wk1,...,kj−1,v,kj+1,...,kn . (6.12)

In the global index representation, there is no ambiguity for instances of different

dimensions, so we simply write degU(v) for v ∈ U . Furthermore, W is not included

as an explicit parameter of deg because our method deals with one given data array

at a time.

With that, we specify the following reduction scheme.

Definition 26 (Reduction Scheme). Let U be a cluster. If v is the instance with the

smallest index among the minimum degree elements in U , the parent of U is given

by U \ {v}.

Reducing the cluster U by one instance corresponds to removing a slice of the re-

spective subarray, namely all entries involving the specified instance (see Figure 6.3).

Here, we select an instance such that the sum of the entries in the corresponding slice

(i.e., the degree) is minimal. It remains to show that this parent-child relationship

satisfies the cluster reachability and anti-monotonicity requirements.

Lemma 8. Let U be a non-trivial cluster and ρW (U) > 0. Then, for all v ∈ U with

minimum degree, i.e.,

v ∈ argmin
u∈U

degU(u),

the following properties hold:

1. size(U \ {v}) ≥ 1.
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2. ρW (U \ {v}) ≥ ρW (U).

Proof. We consider the case where the minimum degree instance belongs to the

j-th dimension. For convenience, we use the subarray representation of clusters,

U = (U1, . . . , Un), and denote by v the corresponding element in Uj. First, we

show that (U1, . . . , Uj−1, Uj \{v}, Uj+1, . . . , Un) is a valid cluster where all index sets

are non-empty. For that purpose, let us assume that |Uj| = 1. Then, Uj = {v}
and degU(v, j) =

∑
ki∈Ui

wk1,...,kn =: T , that means the degree of v is equal to the

sum of all elements in the subtensor induced by U . Furthermore, T is positive

because ρW (U) > 0. As U is non-trivial, there exists a j′ ∈ {1, . . . , n}, j′ 6= j,

such that |Uj′| > 1. Let u′ be an instance of minimum degree in Uj′ , i.e., u′ ∈
argmin

u∈Uj′

degU(u, j′). Then, T > degU(u′, j′):

• For degU(u′, j′) > 0: T =
∑

u∈Uj′

degU(u, j′) ≥ |Uj′| · degU(u′, j′) > degU(u′, j′)

• For degU(u′, j′) ≤ 0: obvious because T > 0.

So we have found a cluster instance u′ with degU(u′, j′) < degU(v, j), which contra-

dicts the assumption of the lemma. Consequently, |Uj| > 1 and therefore |Uj\{v}| >
0. Thus, size(U) ≥ 1.

The second part of the lemma is shown by simple algebra resembling the proof

of Lemma 1:

ρW (U1, . . . , Uj−1, Uj \ {v}, Uj+1, . . . , Un)− ρW (U1, . . . , Un)

=

∑
u∈Uj\{v}

degU(u, j)

(|Uj| − 1) ·
n∏

i=1,i6=j

|Ui|
−

∑
u∈Uj

degU(u, j)

n∏
i=1

|Ui|

=

1
|Uj | ·

∑
u∈Uj

degU(u, j)− degU(v, j)

(|Uj| − 1) ·
n∏

i=1,i6=j

|Ui|

≥ 0

The inequality holds due to the choice of v and the first part of the proof, which

guarantees that the denominator is greater than zero.
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Algorithm 4 Pseudocode of DCE. W is the given n-dimensional data array with global
index set V (and corresponding mapping C), and θ denotes the minimum density threshold.
1: DCE (V, C,W, θ) :
2: for each (k1, . . . , kn) with wk1,...,kn ≥ θ do

3: DCE Rec(V,W, θ,

n⋃
i=1

{C(ki, i)})

4: end for

1: DCE Rec (V,W, θ,U) :
2: for each v ∈ V \ U do
3: if ρW (U ∪ {v}) ≥ θ then
4: if U ∪ {v} is child of U then
5: DCE Rec (V,W, θ,U ∪ {v})
6: end if
7: end if
8: end for
9: output U

The first statement of the lemma refers to the cluster reachability; it ensures

that, by iterative application of the reduction scheme in Definition 26, any cluster

with positive density shrinks to a trivial cluster, i.e., a root of the search space; that

means, there do not occur degenerate constructs where some dimensions-specific

instance sets are empty. The second statement implies anti-monotonicity, i.e., a

parent cluster is at least as dense as any child cluster.1 Note that these properties

hold for any minimum degree instance; however, to avoid duplicate investigation

of subspaces, each cluster should have a unique parent, i.e., the reduction map has

to specify which one of the minimum degree instances is selected (in our case, the

instance with the smallest index). The defined reduction scheme directly suggests

the following algorithm.

6.3.4 Search Algorithm

To enumerate all clusters in an n-dimensional data array W that satisfy a

minimum density threshold θ, we perform the procedure shown in Algorithm 4,

which is in the following referred to as DCE (dense cluster enumeration algorithm).

The first step consists in finding all entries in the array that are greater than or

equal to θ. These trivial clusters are then further expanded by a depth-first strategy

producing descendants of increasing cardinality, in a similar way as in the module

enumeration algorithm (Algorithm 1). That means, we generate in each step the

1However, the parent is not necessarily the densest subcluster of a given child cluster.



6.3 Enumeration Approach 73

set of all possible candidates extending the current cluster by one instance and then

select the actual children among those. According to the reduction scheme specified

in Definition 26, we can characterize the children of a cluster as follows:

Definition 27 (Cluster Child). Let U be a cluster and v ∈ V \ U . U∗ = U ∪ {v} is

a child of U if and only if

∀u ∈ U : [degU∗(v) < degU∗(u)] ∨ [(degU∗(v) = degU∗(u)) ∧ (v < u)] .

Only children that satisfy the density threshold are further investigated; oth-

erwise, the current search tree is pruned. The correctness of the algorithm follows

from Lemma 8 in the previous section. For efficiency reasons, the density condition

is checked before the child condition; further implementation details are given in the

next section.

6.3.5 Implementation Details

To be able to deal with an arbitrary number of dimensions, the input tensor is

represented in a sparse format. For each non-zero entry, we create a data object that

contains the n-dimensional index vector and the corresponding value. To facilitate

the access to entries during the search, we generate for each v ∈ V a list of pointers to

the objects containing v (also called adjacency list of v). In order to visit each data

entry exactly once, it is sufficient to traverse the first |V1| adjacency lists because

each entry has an index between 1 and |V1| in the first dimension. This procedure can

be used for determining the root clusters. For efficient density checks, we employ the

same strategy as in the module mining case (see Section 5.3.4), maintaining an array

that contains for each element v ∈ V its degree with respect to the current cluster U ,

i.e., dU(v) = degU(v) if v ∈ U , and dU(v) = degU∪{v}(v) otherwise. To initialize this

array for a trivial cluster U , we fill in for each v ∈ U the value of the corresponding

entry, whereas for each v ∈ V \ U , we fill in the value of the tensor element that

shares with U all indices except v. After the addition of a new instance v to the

current cluster, we traverse the adjacency list of v, filtering for entries containing at

most one instance that is not member of U ∪ {v}, and updating the degree array

accordingly. This requires at most O(lvn) operations, where lv denotes the length

of the adjacency list of v.

Again, this data structure for degree values allows for some shortcuts concerning

the check of the child criterion. They are stated in the following lemmata.
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Lemma 9. Let U be a cluster in a non-negative tensor W , and let dU be the degree

array with respect to U . Further, let u∗ the previously added instance, and v ∈ V \U .

Then the following rule holds:

[dU(v) < dU(u∗)] ∨ [dU(v) = dU(u∗) ∧ v < u∗] =⇒ U ∪ {v} is a child of U

Proof. Analogous to Lemma 2 in Section 5.3.4.

For the next lemma, we need the notion of v-slice; it simply refers to the set of

entries in the cluster subarray that include the instance v (see Figure 6.3).

Lemma 10. Let W be a weight-normalized tensor such that the maximum entry is

1. Further, let U be a cluster with degree array dU , and let u∗ be its most recently

added instance. For v ∈ V \ U , we denote by gU(u∗, v) the number of elements that

the u∗-slice of the cluster U gains by the addition of v. Then the following rule holds:

[dU(v) > dU(u∗) + gU(u∗, v)] ∨ [dU(v) = dU(u∗) + gU(u∗, v) ∧ v > u∗]

=⇒ U ∪ {v} is not a child of U

Proof. The quantity gU(u∗, v) is equivalent to the number of entries in the intersec-

tion of the u∗-slice and the v-slice of the cluster U ∪ {v}, which is easily computed

as follows:

gU(u∗, v) =

{
0 if dim(v) = dim(u∗)

size(U)
|Udim(v)|·|Udim(u∗)|

otherwise ,

where U = (U1, . . . , Un) is the subarray representation corresponding to U and

dim(v) is the dimension to which v belongs. Due to the normalization of W , gU(u∗, v)

corresponds to the maximum increase of the degree of u∗ after addition of v. With

that, the rule follows analogously to Lemma 2 in Section 5.3.4.

If neither of these rules applies, we traverse the adjacency list of v to determine

the values degU∪{v}(u) for u ∈ U , which are needed to check the child conditions

given in Definition 27.
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6.3.6 Complexity

Like the network module enumeration procedure described in Section 5.3, DCE is

a polynomial-delay algorithm. To see this, let us first consider a single iteration

of the subroutine DCE Rec (see Algorithm 4), which corresponds to finding the

children of a given cluster. Using the implementation outlined above, this needs

O(|V| · (l · n + |U|)) operations, where V is the global index set, l is the average

length of an adjacency list, n is the number of dimensions, and U is the current

cluster. In the worst case, we go for each v ∈ V \ U through the whole adjacency

list to determine the updated degree values for the members of U , and then check

all conditions in Definition 27. In practice, the density check will already discard

many candidates; furthermore, we can avoid the traversal of the adjacency list in

the cases where Lemma 9 or Lemma 10 can be applied. Finally, when going through

an adjacency list, only objects that are relevant for the update have to be fully

processed. For a complete input tensor V1 × . . . × Vn, the adjacency list for an

instance in dimension j has a length of (
∏n

i=1, i 6=j |Vi|), i.e., roughly O(|V|n−1); in

sparse settings, it can be considerably shorter. Assuming |U| � |V|, the traversal

of the adjacency list will dominate the |U| term, so the complexity of one iteration

can be expressed as O(|V| · l ·n), i.e., it is linear in the input size, which corresponds

to the adjacency list representation of the data array W .

Using data representations that allow for constant-time access to specific entries

of W , the complexity of one iteration is given by

O

( n∑
i=1

|Vi \ Ui|
n∏

j=1, j 6=i

|Uj|
)

= O

( n∏
i=1

|Vi|
)

,

which reflects the costs of traversing the entries of each slice that can be added to

the cluster; here, Vi and Ui denote dimension-specific instance sets as introduced in

Section 6.2. That means, also in this representation the complexity is linear in the

size of the input tensor.

As in Section 5.3.5, we can apply the odd-even method for outputs in recursive

calls. Then, the delay between two consecutive solutions within the same search tree

has the same complexity as one iteration of DCE Rec. Furthermore, the traversal

of irrelevant entries between two successful search trees (i.e., the time between two

calls of DCE Rec from the routine DCE in Algorithm 4) is bounded by the size of

the input tensor. Thus, we have the following theorem.

Theorem 2. The dense cluster enumeration problem for a given n-way tensor can
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be solved by a reverse search algorithm that has linear delay with respect to the input

size.

Empirical results on the runtime behavior of the algorithm will be shown in

Section 6.6. Again, the computation can be parallelized because different search

trees as well as different branches of the same search tree can be explored indepen-

dently of each other. The memory requirements of the algorithm mainly consist in

the storage space needed for the input; as discussed above, either sparse or full data

representations are conceivable. In addition to that, the implementation described

in the previous section uses O(|V|) space for each recursive step; the maximum re-

cursion depth is equal to |Umax| − n + 1, where Umax is the solution cluster with the

largest cardinality.

6.4 Extensions

To facilitate a carefully directed cluster analysis, we can employ similar techniques

as proposed for module enumeration in networks (Chapter 5). These include output

filtering steps as well as pruning strategies regarding additional criteria.

6.4.1 Output Filtering and Balance Criteria

As in the network module approach, we can define a local maximality criterion for

clusters, which can be checked during the enumeration procedure without additional

costs:

Definition 28 (Locally Maximal Dense Cluster). A dense cluster U is called locally

maximal if for all v ∈ V \ U , U ∪ {v} is not dense.

Also, we can take again minimum degree thresholds into account in order to

filter the results. For that, we can either use absolute or relative degree values; the

relative degree value for an instance is equivalent to the average of the entries in the

corresponding slice of the cluster (i.e., the density of the slice).

Definition 29 (Minimum Relative Degree Threshold). A cluster U = (U1, . . . , Un)

satisfies the minimum relative degree threshold γ if degU(u)/(size(U)/|Udim(u)|) ≥ γ

for all u ∈ U .
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Clusters that satisfy the minimum relative degree threshold are also called bal-

anced clusters later on. Beyond that, we can define balance constraints at finer gran-

ularity levels: if we consider fix indices not only for one, but for several dimensions,

we can also check the density of lower-order slices or fibers of the cluster. Clearly,

clusters that exceed a threshold γ for a density balance criterion also have a den-

sity greater than γ, whereas the other direction is not true. Different techniques to

search for clusters with balance constraints and to combine these requirements with

other criteria are discussed in Section 5.5; the strategies described for the reverse

search approach of module enumeration are directly transferable to the higher-order

setting.

6.4.2 Cluster Ranking

In analogy to the exact p-value criterion for module ranking introduced in Sec-

tion 5.4.2, we compute for each solution cluster U = (U1, . . . , Un) the exact proba-

bility of obtaining by chance a cluster with at least the same density from the input

tensor W = (wk1,...,kn)ki∈Vi ∀i=1,...,n:

|{U ′ = (U ′
1, . . . , U

′
n) : ρW (U ′) ≥ ρW (U) ∧ ∀i U ′

i ⊂ Vi ∧ |U ′
i | = |Ui| }|

n∏
i=1

(
|Vi|
|Ui|

) (6.13)

To determine the count in the numerator, the enumeration algorithm optionally

stores density and size characteristics for all solutions. This probability value yields

a simple, but well-defined criterion to rank the results. Moreover, it is conceivable

to generalize the alternative ranking criteria mentioned in Section 5.4.2.

6.4.3 Isolation-Based Pruning

A cluster instance that has a degree of zero is called an isolated instance. By default,

we only keep clusters without any isolated instance in the solution set. While this can

be achieved by output filtering, we can exploit the non-isolation criterion already

during the search for pruning. The following lemma generalizes the result from

Lemma 7 in Section 5.7.2.

Lemma 11. Let W be a tensor with non-negative entries. If a cluster contains

only non-isolated instances, its ancestors have at most one isolated instance per

dimension.
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Proof. Let U be a non-trivial cluster that contains only non-isolated instances.

Its ancestors are obtained by iterative reduction until a trivial cluster is reached.

First, we show that a single reduction step cannot turn U into a cluster with (at

least) two isolated instances in a dimension. Assume that this would be possi-

ble. Let u∗ ∈ U denote the instance that is removed in the reduction step; fur-

ther, let u1, u2 ∈ U \ {u∗} be the isolated instances in the resulting cluster, i.e.,

degU\{u∗}(u1) = degU\{u∗}(u2) = 0. The instances u1 and u2 belong to the same

dimension, u∗ belongs to a different dimension. Together with the non-negativity

assumption for tensor entries, it follows that degU(u∗) ≥ degU(u1) + degU(u2). By

the definition of U , degU(u1) > 0 and degU(u1) > 0. Thus, degU(u∗) > degU(u1)

and degU(u∗) > degU(u2), contradicting the fact that u∗ is a minimum degree node.

Second, following the argumentation in the proof of Lemma 7, isolated instances

cannot be accumulated during multiple reduction steps.

That means, a search tree can be pruned if the current cluster contains two

isolated instances u1 and u2, u1 6= u2, with dim(u1) = dim(u2). Similarly, one can

show that clusters with one zero-degree instance in each dimension cannot have

a descendant that contains only non-isolated instances. In practice, accumulation

of isolated instances can only occur for large clusters or low density thresholds;

therefore it would also be possible to define heuristic rules that stop such degenerated

extensions of clusters, at a very low risk of losing interesting solutions; in the worst

case, the algorithm would then fail to find some very loosely connected clusters, but

it still would yield their dense subclusters.

6.4.4 Other Restrictions

As in the case of module finding in networks, we can restrict the cluster cardinality

and size by predefining minimum or maximum thresholds for the number of instances

in individual dimensions. Also, it is possible to include constraints from external

data sources for some instance sets, as described in Section 5.7.1. Furthermore, if

there exists a natural order of instances in certain dimensions of the input tensor

(like consecutive time intervals), it might be useful for some applications to consider

only clusters with neighboring instances in specific dimensions, rather than exploring

the full combinatorial space. It is not trivial to exploit this criterion for pruning the

density-based reverse search tree because it is not anti-monotonic; i.e., the ancestors

of a cluster with consecutive instances might have gaps in the sequence of instances.

However, several approaches are possible if cardinality constraints have been speci-

fied with respect to that dimension. On the one hand, one can prune the search as
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soon as the index range (that is, the difference between the largest and the smallest

occurring index in the cluster) gets too large. On the other hand, one can consider

windows of a fixed size, and perform for each of them separately a reverse search

with respect to the other dimensions. Note that, by aggregating over the values in

the window, we can eliminate the corresponding dimension from the input tensor

and obtain a standard dense cluster enumeration problem for the lower-dimensional

tensor. Beyond these exact constraints, we can again heuristically control the com-

plexity of the search; for instance, branching constraints reduce the generation of

overlapping clusters; as in Section 5.7.3, we use the degree values to pick the k most

promising instances for extension. Further possibilities to restrict the search include

the selection of starting entries (i.e., roots of search trees) and the explicit control of

instance reusage in different clusters. Finally, symmetry structure in the data can

impose specific requirements on the cluster analysis, which are explained in detail

in the next section.

6.5 Symmetry Adaptations

So far, we considered multi-way data with distinct instance sets in each dimension.

Here, we discuss how to deal with partial symmetries in the input data and include

cluster symmetry constraints. This extension of the dense cluster enumeration for-

malism will restore the network module mining task from Chapter 5 as a special case.

As a motivating example for symmetries in the multi-way setting, let us consider a

set of weighted undirected networks that share the same set of nodes.

6.5.1 Motivation

In many systems biology studies, there are multiple networks available that represent

different kinds of relationships between the genes or proteins of a certain species.

Let us focus here on undirected relationships. To jointly analyze these networks for

dense patterns, they can be stacked into a three-way tensor where an entry wijk

corresponds to the weight of the edge between the i-th and the j-th node in the

k-th network. This tensor representation has the following characteristics: a) the

first two dimensions contain identical instance sets; b) as the networks are undi-

rected, the entries wijk and wjik are equivalent; we say that the tensor is symmetric

with respect to the first two dimensions; c) “diagonal” entries wiik correspond to

self-edges (loops). Now we are interested in finding subsets of nodes that induce

dense subgraphs in a subset of networks. We can tackle this problem in the tensor
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framework by extracting dense three-way clusters that have identical instance sets

in the first two dimensions; i.e., the clusters will be symmetric with respect to these

dimensions, and, in analogy to Chapter 5, we will ignore self-edges for the density

criterion. In the following section, we introduce definitions for multi-way cluster

enumeration that respect these symmetry requirements.

6.5.2 Definitions

Our dense cluster enumeration framework is suitable to handle arbitrary symme-

try relationships among dimensions; there may exist multiple symmetry groups of

different size. For instance, a six-way tensor could be symmetric with respect to

dimensions 1 and 2, and also symmetric with respect to dimensions 3, 4, and 6. To

keep the notation simple, we illustrate the main concepts for the case where we have

symmetry with respect to the first j dimensions (j ≤ n) and all other dimensions are

not involved in symmetry relationships. That means, given a tensor entry wk1,...,kn

with distinct indices k1, . . . , kj, all entries that can be obtained by permutation of

the first j indices are equivalent, so it is sufficient to store only one of the j! possi-

bilities. Then, a cluster U = (U1, . . . , Un) is called symmetric (with respect to the

first j dimensions) if U1 = . . . = Uj. Its size is given by

sizej(U) =

(
|U1|
j

)
n∏

i=j+1

|Ui| , (6.14)

and its density is calculated as follows:

ρW,j(U) =
1

sizej(U)

∑
ki∈Ui,k1<...<kj

wk1,...,kn (6.15)

Like in Section 5.2, we count equivalent entries only once and we do not take

self-relationships into account (i.e., we only consider entries with distinct indices

k1, . . . , kj). This leads us to a modified definition for the degree of an instance

v ∈ Ul:

degU(v, l) =


∑

ki∈Ui,kl=v,k1<...<kj

wk1,...,kn if l > j∑
ki∈Ui,v∈{k1,...,kj},k1<...<kj

wk1,...,kn if l ≤ j
(6.16)

In analogy to the setting without symmetry, we represent clusters as subsets of a

global index set V (see Section 6.3.1). However, identical instances from the different

dimensions involved in a symmetry relation correspond to one global index, i.e., an
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element v ∈ V may belong to several dimensions. For convenience, we define dim(v)

to be the first dimension among them (respecting the order of dimensions in the

input array); in our example case, assuming symmetry for the dimensions 1 to j, we

set dim(v) = 1 for the corresponding instances.

6.5.3 Reduction Scheme

With the new definition of degree, reduction is again performed by removing the

minimum degree instance that has the smallest global index. In analogy to Lemma 8,

it can be shown that this reduction map is valid, i.e., it yields anti-montonicity and

cluster reachability:

Lemma 12. Let U be a non-trivial cluster with ρW (U) > 0 that is symmetric with

respect to dimensions 1 to j. Then, for all v ∈ U with minimum degree, i.e.,

v ∈ argmin
u∈U

degU(u) ,

the following properties hold:

1. size(U \ {v}) ≥ 1.

2. ρ(U \ {v}) ≥ ρ(U).

Proof. Let U be the subtensor representation of U . Because of the symmetry as-

sumption we know that U1 = . . . = Uj. U is non-trivial, i.e., size(U) > 1. Now let

us assume that size(U \ {v}) < 1. This happens in the following cases:

1. dim(v) = 1 and |U1| = j

2. dim(v) = i and |Ui| = 1 for an i > j

In either case, degU(v) =
∑

ki∈Ui,k1<...<kj

wk1,...,kn =: T , that means each cluster element

contains v. Furthermore, T is positive because ρW (U) > 0. Due to the non-triviality

of U , there has to exist a j′ such that either j′ = 1 and |Uj′| > j (case A), or j′ > j

and Uj′ > 1 (case B). Let u′ be an instance of minimum degree in Uj′ . Then,

T > degU(u′, j′). For case A, this follows directly from the proof of Lemma 8. For

case B, we have

T =
1

j

∑
u∈U1

degU(u, 1) ≥ 1

j
|U1| · degU(u′, 1) > degU(u′, 1) ,
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provided that degU(u′, 1) > 0 (the case degU(u′, 1) ≤ 0 is obvious). This leads to a

contradiction, so the first statement of the lemma is true.

For the second part, we again distinguish two cases. If dim(v) = i and i > j,

the statement follows immediately from Lemma 8. Otherwise, i.e., if dim(v) = 1,

the proof is also straightforward:

ρW (U1 \ {v}, . . . , Uj \ {v}, Uj+1, . . . , Un)− ρW (U1, . . . , Un)

=

(
1
j

∑
u∈U1

degU(u, 1)

)
− degU(v, 1)(

|U1| − 1

j

)
n∏

i=j+1

|Ui|
−

1
j

∑
u∈U1

degU(u, 1)(
|U1|
j

)
n∏

i=j+1

|Ui|

=

1
|U1|

∑
u∈U1

degU(u, 1)− degU(v, 1)(
|U1| − 1

j

)
n∏

i=j+1

|Ui|

≥ 0

6.5.4 Details

To perform the dense cluster enumeration, we can use similar data structures and

speed-up rules as described in Section 6.3.5. However, as the instances may now

belong to multiple dimensions, the initialization and update procedures have to be

adapted. In particular, the first |V1| adjacency lists may contain duplicate entries,

and several tensor entries can be relevant for the initialization of one single entry in

the degree array. Moreover, we need to adjust the computation of gU(u∗, v), which

is the number of new entries in the u∗-slice of the cluster U after adding v, where

u∗, v ∈ V , u∗ 6= v. Here, we consider the general case, allowing for an arbitrary

number of symmetry groups among the n dimensions. Recall that dim(v) yields in

case of symmetry groups just one representative dimension. Further, let si denote

the total number of dimensions belonging to the same symmetry group as the i-th

dimension, i.e., si > 1 if the i-th dimension has a symmetry relationship with respect

to other dimensions, and si = 1 otherwise. Finally, size(U) is the number of distinct

cluster entries before adding v (i.e., entries that are equivalent due to symmetry are
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counted only once). Then,

gU(u∗, v) = rU(u∗, v) · size(U), where rU(u∗, v) =

1
|Udim(v)|·|Udim(u∗)|

if dim(v) 6= dim(u∗) ∧ sdim(v) = 1 ∧ sdim(u∗) = 1

sdim(u∗)

|Udim(v)|·|Udim(u∗)|
if dim(v) 6= dim(u∗) ∧ sdim(v) = 1 ∧ sdim(u∗) > 1

sdim(v)

(|Udim(v)|−sdim(v)+1)|Udim(u∗)|
if dim(v) 6= dim(u∗) ∧ sdim(v) > 1 ∧ sdim(u∗) = 1

sdim(v)sdim(u∗)

(|Udim(v)|−sdim(v)+1)|Udim(u∗)|
if dim(v) 6= dim(u∗) ∧ sdim(v) > 1 ∧ sdim(u∗) > 1

sdim(v)(sdim(v)−1)

|Udim(v)|(|Udim(v)|−sdim(v)+1)
if dim(v) = dim(u∗) ∧ sdim(v) > 1

0 otherwise

These equations follow directly from the definition of gU(u∗, v), taking into account

that two of the n dimensions are fixed (to u∗ and v) and |Udim(v)| is increased

by 1. The extensions described in Section 6.4 are, with small modifications, also

applicable in the case of symmetry constraints; the difference is that dimensions

involved in symmetry relationships cannot be treated separately anymore, but have

to be considered simultaneously. This affects for instance the computation of the

ranking criterion and the isolation-based pruning rules.

In this section, we discussed how to extend our enumeration method to extract

partially symmetric clusters from partially symmetric data. Apart from that, other

application scenarios are conceivable, which can be solved similarly. For example,

searching for asymmetric clusters in symmetric tensors can be meaningful if there

exist groups of instances with strong inter-group connections, but not necessarily

strong inner-group connections. On the other hand, one might be interested in

clusters that contain the same set of instances in several dimensions although the

data are not symmetric.

6.6 Experimental Studies

To investigate the feasibility of dense cluster enumeration, we implemented our DCE

method (Algorithm 4) in C++2 and performed experiments on synthetic and real-

world datasets. The implementation uses the sparse representation via adjacency

lists described in Section 6.3.5, which allows to use the same code for input tensors

with an arbitrary number of dimensions. By default, we report locally maximal

2The implementation is available at http://www.kyb.tuebingen.mpg.de/∼georgii/dce.html.

http://www.kyb.tuebingen.mpg.de/~georgii/dce.html
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clusters that do not contain isolated instances (see Section 6.4.1 and Section 6.4.3).

In the following, we describe empirical analyses regarding efficiency, scalability, and

retrieval performance properties. For biological results, we refer to Chapters 9 and

10.

6.6.1 Scalability

First, we tested the runtime performance of the DCE method on artificial datasets.

For that purpose, we generated sparse tensors with hidden clusters. For simplicity,

we used binary values, i.e., each tensor entry is either 0 or 1. Let n be the number of

dimensions, and m the number of clusters. Furthermore, we assumed a hypercubic

model where each dimension has the same index set size d and each hidden cluster

contains exactly s instances in each dimension. The clusters were allowed to overlap

without any restriction. In addition, we imposed different levels of noise onto the

data. Here, the noise corresponds to random 0-1 flips. Initially, all tensor entries

within clusters were set to 1. Given a noise level p, we randomly selected p% of all

1-entries and the same number of 0-entries. Then the selected elements were flipped,

i.e., the 1-entries were set to 0 and vice versa.

Given this model for data generation, we investigated the scalability of DCE

with respect to the different model parameters d, n, m, and s. Our basic setting

was d = 100, n = 3, m = 20, and s = 3; this amounts to a total of 540 non-

zero associations (1-entries) among 300 different instances (from three dimensions).

Starting from that, we did four series of experiments, varying one of the parameters

while keeping the others fixed. The maximum number of 1-entries was 540, 810,

4860, and 2500, respectively. For each parameter configuration, we generated ten

random datasets and considered noise levels from 0% to 30%. The density threshold

for the DCE algorithm was chosen in dependence of the noise level, θ = (100− p)%.

Figure 6.4 shows the resulting DCE runtime curves for each parameter. In addition

to the total runtime, we report the delay, i.e., the runtime per solution. The values

are averages across the ten random datasets. All measurements were performed on

a 3.0 GHz machine.

DCE scales favorably with d, the number of instances per dimension (Fig-

ure 6.4 (a)). For noise levels from 0% to 20%, the runtime remains approximately

constant with increasing d, for 30% noise it increases linearly. In the 30% noise case,

the noise elements cover more instances and, due to the lowered density threshold,

there exist more cluster solutions; consequently, the curve depends much stronger

on d than the curves for lower noise levels. The delay shows a linear increase in
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Figure 6.4: DCE runtime measurements for artifical data in dependence of different parameters.
For each experiment, we report the total runtime and the delay. The x-axis contains the values of
the varied parameter, the y-axis shows the time in seconds.
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all cases. Regarding the number of hidden clusters, the total runtime increases lin-

early at all noise levels (Figure 6.4 (b)). The delay increases only very slightly; in

fact, the higher number of clusters makes cluster overlaps (in terms of instances)

more likely, so some instances may have longer adjacency lists, which can lead to

an increased computational effort per solution. Actually, one of the main reasons

for the 0% curve being on top is that the cluster instances have longer adjacency

lists than in the noisy cases. The number of subcluster solutions per hidden cluster

increases exponentially with the number of dimensions n, which is reflected by the

total runtime (Figure 6.4 (c)). In contrast, the increase of the delay is much more

moderate. Likewise, when increasing the number of instances per dimension in the

hidden clusters, the delay grows very slowly, although the total runtime of DCE in-

creases significantly (Figure 6.4 (d)). Again, this can be explained by the increased

number of subcluster solutions. Also, the effect is much stronger for higher noise

levels.

To conclude, DCE is appropriate for finding dense clusters in sparse settings;

however, the number of solutions may grow considerably with the dimensionality

and the cardinality of the clusters. Remarkably, the computational effort per so-

lution scales very well in the latter case, even though we use the adjacency list

representation of the tensor and therefore do not have constant-time access to ele-

ments. This indicates that our methods to speed up the search process are effective.

Furthermore, it encourages to combine the DCE search with heuristics that restrict

the generation of overlapping clusters while trying to catch the most significant ones,

which is investigated in the next section.

6.6.2 Performance of Branching-Restricted Search

In the following experiments, we used the search strategy proposed in Section 6.4.4.

The idea is to control the number of branches descending from a cluster. That

means, in each iteration of the algorithm, we select the k most promising children

(if available). Obviously, this restriction leads to a loss of the completeness prop-

erty. We analyzed the behavior of DCE for different values of k in the context of our

artificial datasets. Table 6.1 shows our results for varying dimension-wise cluster

cardinality s at noise levels 0% and 30%. We used the same datasets as for Fig-

ure 6.4 (d) and compared k-values from 1 to 4 with the unrestricted (complete) DCE

version. As can be seen, the overall runtime was drastically reduced by introducing

the branching restriction, in particular in the high noise case.

In order to evaluate the quality of the results, we used the following precision
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and recall measures. The precision is given by the fraction of hidden cluster entries

among all DCE cluster entries, and the recall is given by the fraction of DCE cluster

entries among all hidden cluster entries. Formally, let D be the set of all tensor

entries that belong to clusters detected by DCE (excluding single-entry clusters),

and let H be the set of all tensor entries that belong to hidden clusters. Then, recall

and precision are defined as follows:

Recall =
|D ∩H|
|H|

Precision =
|D ∩H|
|D|

The averages across the r random datasets (here, r = 10) were determined as

Recallavg =

r∑
i=1

|Di ∩Hi|

r∑
i=1

|Hi|

Precisionavg =

r∑
i=1

|Di ∩Hi|

r∑
i=1

|Di|
,

where Di and Hi denote the entry sets of the detected and the hidden clusters

for the i-th dataset, respectively. Note that in our experiments, all hidden clusters

have the same number of entries (|Hi| = sn). Since we know the size of our hidden

clusters, we also evaluated recall and precision based on the predicted clusters that

have at least this size (i.e., at least s instances in each dimension); these clusters

are called size-restricted. In addition, we report recall and precision of the results

satisfying the balance criterion described in Section 6.4.1.

Trivially, DCE achieved perfect precision and recall for 0% noise (see Table 6.1).

This still held true if the branching was controled. But if we restricted the analysis

to results satisfying the size constraint, we lost recall in some cases. However, the

recall level was still quite high, and it was perfect for k = 4. Furthermore, at 0%

noise (density threshold 100%), any predicted cluster trivially satisfies the balance

criterion. In contrast, the balance constraint makes a big difference in the 30%
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Table 6.1: Performance analysis of DCE and its extensions for artificial data with varying
dimension-wise cluster cardinality s at 0% and 30% noise. For each setting, we took the aver-
age across ten random datasets. The parameter k refers to the optional branching restriction. For
noise level 0%, the clusters are trivially balanced. See text for details.

Noise level 0% Noise level 30%
s = 2 s = 3 s = 4 s = 5 s = 2 s = 3 s = 4 s = 5

Time (s) - 0.00 0.07 0.79 7.91 0.00 0.41 6.26 58.01
k = 4 0.00 0.07 0.74 6.83 0.00 0.06 0.63 5.08
k = 3 0.00 0.07 0.62 5.10 0.00 0.05 0.47 3.17
k = 2 0.00 0.05 0.36 2.22 0.00 0.04 0.24 1.17
k = 1 0.00 0.02 0.08 0.26 0.00 0.02 0.06 0.16

Recall (%) - 100.00 100.00 100.00 100.00 88.19 98.91 99.96 100.00
k = 4 100.00 100.00 100.00 100.00 88.19 98.89 99.94 100.00
k = 3 100.00 100.00 100.00 100.00 88.19 98.78 99.90 100.00
k = 2 100.00 100.00 100.00 100.00 88.19 98.28 99.80 100.00
k = 1 100.00 100.00 100.00 100.00 84.81 95.24 98.41 99.78

Precision (%) - 100.00 100.00 100.00 100.00 95.21 80.26 54.28 29.84
k = 4 100.00 100.00 100.00 100.00 95.21 82.02 58.37 34.45
k = 3 100.00 100.00 100.00 100.00 95.21 83.73 61.25 38.75
k = 2 100.00 100.00 100.00 100.00 95.53 86.60 69.69 51.47
k = 1 100.00 100.00 100.00 100.00 97.07 94.07 89.07 84.67

Recall for - 100.00 100.00 100.00 100.00 57.00 59.50 54.03 48.51
size-restricted k = 4 100.00 100.00 100.00 100.00 57.00 59.50 54.03 48.51
clusters (%) k = 3 100.00 100.00 99.50 100.00 57.00 59.50 53.53 48.51

k = 2 100.00 100.00 99.00 99.00 57.00 59.00 48.52 44.01
k = 1 100.00 99.52 97.50 98.00 56.50 39.01 22.01 10.50

Precision for - 100.00 100.00 100.00 100.00 99.35 99.72 100.00 100.00
size-restricted k = 4 100.00 100.00 100.00 100.00 99.35 99.72 100.00 100.00
clusters (%) k = 3 100.00 100.00 100.00 100.00 99.35 99.72 100.00 100.00

k = 2 100.00 100.00 100.00 100.00 99.35 99.72 100.00 100.00
k = 1 100.00 100.00 100.00 100.00 99.67 100.00 100.00 100.00

Recall for - see above 71.94 84.62 94.14 98.57
balanced k = 4 71.94 84.55 93.93 98.41
clusters (%) k = 3 71.94 84.49 93.70 98.15

k = 2 71.81 83.99 92.42 97.07
k = 1 69.87 78.42 84.43 89.02

Precision for - 98.38 96.72 94.31 91.58
balanced k = 4 98.38 96.72 94.32 91.61
clusters (%) k = 3 98.38 96.71 94.33 91.67

k = 2 98.37 96.72 94.38 91.73
k = 1 98.42 96.58 94.08 91.27

Recall for - 27.50 1.50 0.00 0.50
balanced k = 4 27.50 1.50 0.00 0.50
size-restricted k = 3 27.50 1.50 0.00 0.50
clusters (%) k = 2 27.50 1.50 0.00 0.50

k = 1 27.50 1.50 0.00 0.50

Precision for - 100.00 100.00 - 100.00
balanced k = 4 100.00 100.00 - 100.00
size-restricted k = 3 100.00 100.00 - 100.00
clusters (%) k = 2 100.00 100.00 - 100.00

k = 1 100.00 100.00 - 100.00

noise case. While we obtained 100% recall and approximately 29.84% precision for

s = 5 using the unconstrained DCE algorithm, the balanced DCE clusters achieved

98.57% recall and 91.58% precision. Larger hidden clusters (i.e., higher values of
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s) generally lead to higher recall and lower precision in the noisy case because they

allow for more cluster variants. In conjunction with the minimum size constraint,

DCE produced 48.51% recall with 100% precision (in the configuration with s = 5

and 30% noise). Note that during data generation, we fixed the overall fraction of

flips across all clusters, not for each individual cluster, which explains the low recall

value. Only a small fraction of the hidden clusters satisfied both size and balance

constraints after adding 30% noise; the average recall was 0.5% for s = 5 and 27.5%

for s = 2.

Regarding the influence of the branching parameter k, our empirical results

suggest the following tendencies. Naturally, the recall increased for higher values

of k. Remarkably, for k = 3 or k = 4 the recall was in most cases very close or

equal to the recall obtained without branching constraints, although the runtime

was significantly reduced. Sometimes, the recall level was already reached with

k = 2. The precision of DCE clusters was higher for small k, which indicates that

the heuristics is indeed successful in focusing on significant solutions. With respect

to size or balance constraints, the precision remained approximately the same for

all k and the unrestricted branching. In summary, the branching restriction is an

effective technique to speed up the search procedure while maintaining the precision

and recall levels of the complete algorithm.

6.6.3 Efficiency of Reverse Search

To investigate the efficiency of the reverse search approach, we compared its perfor-

mance with other set enumeration strategies. For that purpose, we implemented

two straightforward set enumeration approaches, which we call BruteForce and

BruteNeigh. They use exactly the same data structures for tensor access and in-

cremental density calculation as DCE (see description in Section 6.3.5), the only

difference is in the traversal of the search space. BruteForce enumerates all possible

subset combinations with respect to all dimensions and checks the corresponding

cluster densities; the enumeration is done by nested loops, each of which constructs

subsets incrementally by the aid of a lexicographical search tree (Section 5.3.1).

BruteNeigh is a variant that is particularly suited for size-imbalanced and sparse

datasets. It first chooses the dimension with the smallest number of instances and

enumerates all its instance subsets in the same way as BruteForce; for each of these

subsets, it exploits the corresponding adjacency relationships to determine relevant

candidate instances (“neighbors”) of the other dimensions, for which then all subsets

are enumerated. This approach resembles mining approaches on bipartite graphs
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Figure 6.5: Runtime comparison of DCE and other set enumeration strategies in dependence of
the minimum density threshold. The time axis is logarithmic. See text for details.

described in [206] and basically gains efficiency by eliminating isolated instances

from the search space (Section 6.4.3). In addition, we looked at a combined version,
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BruteDCE, which enumerates all subsets in the smallest dimension and performs

for each of them a separate reverse search with respect to the remaining dimen-

sions, considering again only instances that are adjacent to the fixed instances of

the smallest dimension.

To make the BruteForce approach feasible, we restricted our studies to two-

dimensional data arrays and used maximum cardinality constraints for the dimension-

specific instance sets (Section 6.4.4). On the one hand, we downloaded gene signa-

tures for mouse and rat from GeneSigDB [46]; they contain a set of references to

biological experiments, each of which is associated with a list of genes. Combining

this information in a (binary-valued) data matrix allows to do a meta-analysis on

results from different biological publications. The size of the data is 122× 917 and

12 × 182 for mouse and rat, respectively; the densities of the whole datasets are

5% and 19%, respectively. On the other hand, we reused an artificial dataset from

Section 6.6.1, with a size of 100 × 100 (m = 20, s = 3, noise level 30%) and an

overall density of 2%.

The different search techniques were applied on the three datasets; the maxi-

mum cardinality (denoted as max) was set to the same value for both dimensions

and ranged from 2 to 4. Figure 6.5 shows the resulting time curves for different

density thresholds. The measurements were performed on a 2.8 GHz processor. We

observed some general trends across the experiments. First of all, the neighborhood-

based technique greatly payed off for straightforward set enumeration methods:

BruteNeigh improved the performance of BruteForce by approximately one order

of magnitude. Second, DCE showed an exponential runtime increase for decreasing

density thresholds, but in the upper threshold range from 100% to 60% density, it

outperformed BruteNeigh in most cases by a wide margin. Furthermore, consider-

ing fixed density thresholds, the performance gain of DCE increased with increasing

levels of (maximum) cardinality. For density thresholds close to the overall density

of the dataset, DCE was visibly worse than BruteForce (see rat plots); this is due

to the overhead of the child generation process in the reverse search, which has to

select the true children among all possible candidates (see Section 6.3.4).

Regarding the behavior of BruteDCE, there were major differences between the

datasets. While the combined enumeration strategy was beneficial for the highly

size-imbalanced rat dataset, consistently achieving lower runtimes than DCE, it

had mainly a negative effect for the artificial dataset, where the number of rows

equals the number of columns. For the mouse dataset, it outperformed DCE only

for medium and low density thresholds. Note that the shape of the BruteDCE curve
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differs heavily between rat and artificial experiments, resembling the DCE curve and

the BruteNeigh curve, respectively. This indicates that in the latter case, the brute

force enumeration part dominated the computation time of BruteDCE, whereas in

the former case the reverse search part played the main role. Overall, the empirical

results show that in comparison with straightforward search approaches, the reverse

search strategy considerably improves the efficiency of dense cluster enumeration.

6.6.4 Email Traffic Analysis

To illustrate higher-order cluster enumeration on real-world data, we applied DCE

to a subset of the ENRON email dataset [119], which we took from [24]. It records

information about the sender, the recipients, and the time stamp of emails. From

this, we generated a three-way tensor as follows. We mapped each time stamp to

the corresponding week and then determined the number of emails a certain sender

sent to a certain recipient in a certain week. This yielded a 120× 143× 123 tensor

with 6995 non-zero entries. We were interested in groups of persons that regularly

exchange many emails. The individual frequency values per week ranged from 1

to 202, however 81% of them were lower or equal to 10; we set entries with values

greater than 10 to 10, in order to avoid cluster results that are dominated by one

or very few outlier entries and consequently do not reliably describe associations

between sets of instances.3 After the preprocessing, we ran DCE with a density

threshold of 80%. That means, for a valid cluster solution, each sender sends in

each week on average at least 8 emails to each recipient, assuming a maximum

number of 10 emails.

Restricting the maximum number of instances per dimension for each cluster

to 4, we obtained approximately 3.5 · 107 clusters in total. This seems to be a large

number of clusters, but it is reasonably small compared to the number of cluster

candidates for the tensor at hand, which is 2.0 · 1022 for the given maximum size

constraint. Focusing on locally maximal patterns with at least two instances in each

dimension, the size of the result set shrinks to 240675, and among them, there are

only 142 clusters with at least three instances in each dimension. The top-ranking

cluster (density: 82%, p-value: 4.7 · 10−20) is shown in Figure 6.6. It contains three

senders, four recipients and four weeks. Senders and recipients are given by personal

identifiers. Two persons appear as both senders and recipients, one person appears

only as sender, and two persons only as recipients. The only zero entries of the

cluster are due to the absence of self-emails for the two persons in the overlap. This

3Other weighting schemes are possible, for instance binarization according to a predefined threshold.
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Senders: 155, 162, 169
Recipients: 114, 155, 165, 169
Weeks: 103, 108, 118, 120

Sender Recipient No. of emails in week
103 108 118 120

155 114 ≥10 ≥10 ≥10 ≥10
155 155 0 0 0 0
155 165 ≥10 ≥10 ≥10 8
155 169 ≥10 ≥10 ≥10 8
162 114 ≥10 ≥10 ≥10 ≥10
162 155 ≥10 ≥10 ≥10 ≥10
162 165 ≥10 ≥10 ≥10 ≥10
162 169 ≥10 ≥10 ≥10 ≥10
169 114 ≥10 ≥10 ≥10 ≥10
169 155 ≥10 ≥10 ≥10 ≥10
169 165 8 ≥10 ≥10 8
169 169 0 0 0 0

Figure 6.6: Top-ranking cluster for email traffic data.

cluster remains the top-ranking cluster even if we drop the maximum cardinality

constraints for senders and recipients, which means that there do not exist dense

clusters involving more people.

6.7 Discussion

We presented a general framework for the systematic extraction of dense patterns

from higher-order association data. It extends conventional relational set mining

approaches [31, 100, 103] and clique-related network analysis [104, 166, 242]. The

proposed reverse search algorithm allows for an effective pruning of the search space

without missing any solutions. Remarkably, the complexity of the delay between two

consecutive solutions is in the order of the input size. This property distinguishes the

reverse search approach from straightforward set enumeration algorithms and makes

it applicable in cases where the latter are infeasible. However, for large datasets or

low density thresholds, the number of solutions is prohibitive, even if only maximal

solutions are considered; consequently, the search method does not scale well.

There are several remedies for this problem. The first possibility is to maintain

the enumerative search, but add further constraints based on additional criteria,

prior knowledge, or external data. Often, it is possible to define anti-monoton-

ic constraints, which contribute actively to the pruning of the search space. Or,

if relevant subsets are prespecified for some dimensions (for instance, windows of

consecutive time intervals), reverse search with respect to the other dimensions
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can be performed for each of these subsets individually. It is an open research

question how minimum size or support constraints can be exploited most effectively

in the dense pattern detection framework. On the other hand, one can still use

the reverse search strategy, but apply heuristic criteria or sampling techniques to

control the number, overlap, and relevance of solutions; this allows to directly trade

off the runtime and the completeness of the solution set, which we illustrated in

the experiments with a simple branching heuristic; similarly, heuristic pruning rules

could be specified by appropriate thresholding of (relative) degree values. Even if

it is not used for exhaustive exploration, the definition of the anti-monotonic search

space has a value by itself, as solutions are visited with polynomial delay.

Finally, instead of applying the method to the whole dataset at once, it can

be combined with different strategies of prepartitioning or preaggregation of the

data [91, 122]. Furthermore, the reverse search strategy is compatible with dis-

tributed computation, and its efficiency can be further improved by adapting the

data structures and pruning techniques to the specific task at hand.



Part III

Hierarchical Detection

of Association Patterns





7 Hierarchical Biclustering

The enumerative approach to cluster detection discussed in the previous part is

suitable for a systematic and detailed analysis of structured datasets, including two-

way data. However, for large-scale applications it might be problematic due to the

potentially huge number of solutions, which affects both the computational efficiency

and the interpretability of the results. Here, we present a totally opposite approach,

which provides clusters in two-way association data without aiming at completeness

nor considering cluster overlaps. It extends the well-known paradigm of hierarchical

clustering to a biclustering framework.

7.1 Motivation

Hierarchical clustering [97] is a common method to explore similarity or distance

relationships between data instances; it is extremely popular in computational biol-

ogy [84]. There exist two main strategies: top-down methods (also called divisive)

iteratively split the set of instances into smaller sets, whereas bottom-up methods

(also called agglomerative) iteratively merge sets of instances to larger ones. Let us

focus on the latter case, which is the prevalent variant. It is computationally easier

because it considers in each step only similarities between instance sets given from

the previous step; this has, of course, the disadvantage that the obtained clusters

reflect locally optimal rather than globally optimal structure in the data.

The starting point is a weight matrix that contains pairwise similarity or asso-

ciation values between instances. Based on that, a dendogram is constructed where

the most similar instances are merged first (i.e., at the bottom), and less similar in-

stances or instance sets join later, in decreasing order of similarity (see Figure 7.1).

Common choices for similarity measures between instance sets and details of the

procedure are given in the following section. A horizontal cut through the dendo-

gram defines a specific set of instance clusters. In the generalized setting we are

interested in, our input data are represented by a two-way matrix, and we would

like to detect groups of related row instances as well as groups of related column
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Figure 7.1: Schematic view of agglomerative clustering. Based on a pairwise association matrix, a
dendogram is constructed.

instances. The classical agglomerative way of tackling this problem is to compute

two similarity matrices for row instances and column instances, respectively, and

perform bottom-up clustering for each of them separately, see Figure 7.2 (a).

In contrast, we are aiming at a direct biclustering scheme, which builds a com-

mon dendogram for row and column instances directly from the data matrix, see

Figure 7.2 (b). The critical difference compared to the classical two-way approach is

that now grouping of row instances is no longer based on all columns, but only a sub-

set of them, and vice versa. This comes closer to the motivation of biclustering (see

Section 4.5), yielding direct assignments between row clusters and column clusters.

It resembles a concept called two-mode hierarchical clustering [29, 217]. However,

while these techniques employ a scoring criterion based on bicluster homogeneity,

our approach focuses on biclusters with strong association weights in the original

data matrix (see Section 4.5). Before we explain the algorithm in detail, we give

a brief review on traditional agglomerative clustering. However, unlike many other

presentations of that topic, we here merely start from an association matrix between

instances and do not consider instances as original data points in real space. This

allows us to deal with scenarios where we only know links or relationships between

instances (e.g., in form of a graph), without being provided with feature information.

In particular, we do not require metric properties for the distance measure between

instances; also, the input matrix may contain negative values.

7.2 Review of Hierarchical Clustering

Here, we briefly review the foundations of agglomerative hierarchical clustering [54,

152]. Let V be the set of instances and W = (wij)i,j∈V a symmetric weight ma-
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(a) Independent two-way clustering
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(b) Direct biclustering
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Figure 7.2: Comparison of agglomerative clustering strategies in two-way data. While the classical
approach constructs for each dimension a similarity matrix and clusters them separately (a), our
approach operates directly on the two-way data and yields a joint dendogram for both entity types
(b).

trix indicating the pairwise similarity (or association) of instances. Initially, each

instance constitutes an individual cluster, and W represents the cluster association

values. Then, the clusters are iteratively merged to larger clusters. In each step, the

two clusters with the largest association are selected for merging, and the cluster

association matrix is updated accordingly. Regarding the definition of the associa-

tion a(S, U) between two clusters S ⊂ V and U ⊂ V , there are the following three

common variants:

a(S, U) = max
s∈S,u∈U

wsu [single linkage] (7.1)
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Figure 7.3: Two clusters S and U in a symmetric weight matrix. The dashed blocks indicate the
matrix entries that associate S with U .

a(S, U) = min
s∈S,u∈U

wsu [complete linkage] (7.2)

a(S, U) =

∑
s∈S,u∈U wsu

|S| · |U |
[average linkage] (7.3)

Complete linkage has the strictest requirement, not allowing for any outlier

values regarding the pairwise association between instances in a merged cluster;

single linkage, on the other hand, is prone to join heterogeneous clusters as long as

two instances from different clusters are closely associated; average linkage is a trade-

off between these two extremes and will be our default choice. By construction, the

different clusters are disjoint at each stage of the algorithm (i.e., S ∩ U = {} for all

pairs S, U of clusters). Figure 7.3 visualizes two clusters as well as the entries of

the weight matrix that determine their association. The iterative merging process

is stopped if the best cluster association value is below a user-defined threshold; the

current clusters are reported as the result. Alternatively, one can run the procedure

until there is only one cluster left (containing all instances) and show the whole

dendogram as a result.

As the procedure needs at most |V | − 1 merging steps to terminate, a naive

implementation would require O(|V |3) time, using O(|V |2) operations in each step

to update the between-cluster association values and search the maximum among

them. The complexity can be further improved by applying computational standard

techniques. On the one hand, the association values can be calculated incrementally,

i.e., they can be derived from the association values in the previous step. On the

other hand, appropriate data structures for accessing the association values can

assist in obtaining the maximum value and performing the updates in an efficient

way; typically, priority queues are used for that purpose (one for each cluster) [152].

With that, the overall complexity is reduced to O(|V |2 log |V |).

A common scheme of doing the incremental update in the case of average linkage
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is expressed by the following recurrence formula [155]:

a(S ∪ T, U) =
|S| · a(S, U) + |T | · a(T, U)

|S|+ |T |
(7.4)

To facilitate the generalization to the two-way setting, we slightly reformulate the

above equation. Let b(S, U) be the number of matrix entries that associate instances

of S with instances of U (between-cluster size, see Figure 7.3); here, symmetric entries

are counted only once, thus b(S, U) = |S|·|U |. Then Equation (7.4) can be rewritten

as indicated below:

a(S ∪ T, U) =
b(S, U) · a(S, U) + b(T, U) · a(T, U)

b(S, U) + b(T, U)
(7.5)

Further,

b(S ∪ T, U) = b(S, U) + b(T, U) . (7.6)

The initial values are set as follows:

a({s}, {u}) = wsu ∀s, u ∈ V (7.7)

b({s}, {u}) = 1 ∀s, u ∈ V (7.8)

It can be easily verified that the result of the recursive association calculation cor-

reponds to the direct expression obtained by Equation (7.3).

7.3 Agglomerative Biclustering Algorithm

Now we generalize the agglomerative clustering scheme to a biclustering scenario,

aiming at detecting patterns of strong association.

7.3.1 General Scheme

Let us first introduce some notation. The data consist in a bipartite instance set

V , with associations being only defined between instances of different type. We

denote by V1 and V2 the two distinct sets of input instances (i.e., V1 ∩V2 = {}), and

W = (wij)i∈V1,j∈V2 represents the corresponding association weights. Using matrix

terminology, we call V1 the row instances, and V2 the column instances. Our goal is

to extract bicluster patterns (S1, S2), S1 ⊂ V1 and S2 ⊂ V2, such that the average

association weight between instances of S1 and instances of S2 is large. That means,
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equivalently to Chapter 6, a bicluster describes a submatrix of the association matrix

with a large average across its entries (density). This criterion is only well-defined

if the submatrix is non-empty, i.e., S1 ≥ 1 and S2 ≥ 1. Such biclusters are called

valid. A merge of two biclusters (S1, S2) and (U1, U2) is defined by taking the union

of the row instances and the union of the column instances, resulting in a larger

bicluster (S1 ∪ U1, S2 ∪ U2). For notational convenience, we represent a bicluster

(S1, S2) by the joint set S = S1 ∪ S2; as V1 ∩ V2 = {}, the sets S1 and S2 can

be easily reconstructed from S; accordingly, a merge of two biclusters S and U is

written as S ∪ U .

The method starts with a set of base biclusters, which correspond either to a

row instance or to a column instance: {v}, v ∈ V . Then, the number of biclusters

is successively reduced by merging in each step the bicluster pair with the largest

association. To define the association between two biclusters, we use a generalized

version of the average linkage measure (7.3):

a(S, U) =

∑
s∈S1,u∈U2

wsu +
∑

u∈U1,s∈S2
wus

|S1| · |U2|+ |U1| · |S2|
(7.9)

That means, the average association weight between instances from different bi-

clusters determines how beneficial a merge would be. The matrix-based intuition

of bicluster assocation is illustrated in Figure 7.4 (following immediately from Fig-

ure 7.3): the score corresponds to the average value of the matrix entries that would

be added when merging the biclusters. It can be computed incrementally using

the recurrence rules in Equations (7.5) and (7.6). However, we have to adapt the

initialization to the bicluster setting. While the initial associations between row

instances and column instances are given by W , base biclusters of the same kind

(i.e., two row instances or two colum instances) are not qualified for merging because

the resulting bicluster is not valid. This is indicated by setting the corresponding

between-bicluster size value b(., .) to 0 and the association value a(., .) to a value

that is lower than any entry in W :

a({s}, {u}) =


wsu if s ∈ V1 and u ∈ V2

wus if u ∈ V1 and s ∈ V2

min
i∈V1,j∈V2

wij − 1 otherwise

(7.10)

b({s}, {u}) =


1 if s ∈ V1 and u ∈ V2

1 if u ∈ V1 and s ∈ V2

0 otherwise

(7.11)
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Figure 7.4: Two biclusters S and U . The dashed blocks indicate the matrix entries that are needed
to determine the association between S and U .

It is not necessary to store the a- and b-values for all invalid merges; one can just

use the defined default values if they are needed in the recurrence equation1 and

take care otherwise that only valid merges are considered; also, redundancy can be

avoided by exploiting the symmetry of both a and b. Furthermore, it is possible

to avoid an explicit storage of b by recording the set sizes of S1 and S2 for each

bicluster S and using the following update rule:

a(S ∪ T, U) =
(|S1| · |U2|+ |U1| · |S2|) · a(S, U) + (|T1| · |U2|+ |U1| · |T2|) · a(T, U)

(|S1| · |U2|+ |U1| · |S2|) + (|T1| · |U2|+ |U1| · |T2|)

In analogy to the basic approach explained in Section 7.2, the iterative merging

process can be stopped prematurely, based on the number of biclusters or the top

association score among the current bicluster pairs. At any point of the algorithm,

the biclusters are disjoint, so the result corresponds to a partitioning of the bipartite

association graph.

7.3.2 Correctness

To obtain a well-defined hierarchy, we must guarantee that the merge scores decrease

monotonically towards the top of the dendogram. That is, biclusters with larger

association to each other should be combined earlier in the process. Formally, this

is satisfied if – at each level of the hierarchy – all cluster association scores are

smaller than or equal to the score of the previous merge (i.e., the best association

score among the clusters in the previous level). Since only the association scores

involving the newly merged cluster are changed compared to the previous step, it

is sufficient to show the inequality for them. For standard agglomerative clustering

methods, this property is proven in [155]. Similarly, we can formalize the anti-

1In fact, the a-value does not matter in that case (as long as it is finite) because the corresponding b-value
equals 0.
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monotonicity of our biclustering approach with the following lemma.

Lemma 13. Given biclusters S, T , and U , let (S, T ) be the bicluster pair with the

maximum association score, i.e., a(S, T ) ≥ a(S, U), a(S, T ) ≥ a(T, U). Then,

a(S ∪ T, U) ≤ a(S, T ) .

Proof. By construction, b(S, U) ≥ 0 and b(T, U) ≥ 0. Further, b(S, U)+ b(T, U) > 0

if S ∪ T is a valid bicluster (i.e., it contains row and column instances). Then, the

inequation follows from the assumption by simple algebra:

a(S ∪ T, U) =
b(S, U) · a(S, U) + b(T, U) · a(T, U)

b(S, U) + b(T, U)

≤ b(S, U) · a(S, T ) + b(T, U) · a(S, T )

b(S, U) + b(T, U)

=
a(S, T ) · (b(S, U) + b(T, U))

b(S, U) + b(T, U)

= a(S, T )

If S ∪ T is not a valid bicluster, the assumption implies that S ∪ U and T ∪ U are

also not valid. Consequently, (S∪T )∪U is not valid and a(S∪T, U) = a(S, T ).

The proposed algorithm produces valid biclusters in all merging steps because

such merges are always possible and score better than merges yielding invalid bi-

clusters. Due to the lemma, merge scores of biclusters are at least as good as merge

scores of their parent bicluster in the hierarchy. As the merge score of a bicluster

is defined as the average association value between instances of the first child and

instances of the second child, this anti-monotonicity property also implies that the

bicluster density (i.e., the average association value between all bicluster instances)

monotonically decreases when going up the hierarchy.

7.3.3 Complexity

Now we analyze the time and space requirements of the hierarchical biclustering

algorithm. For better readability, we define m1 and m2 as the cardinalities of the

row instance set V1 and the column instance set V2, respectively. Without loss of

generality, m1 ≤ m2. In each step of the algorithm, two biclusters are merged,

so there are at most m1 + m2 − 1 steps. In a naive implementation, one would

maintain an array of association scores for all bicluster pairs, i.e., O((m1 + m2)
2)
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entries. However, as base biclusters of the same type are not eligible for merging,

the size can be reduced to O(m1m2). We suggest to use O(m1(m1 + m2)) space,

which allows for an easier bookkeeping, assigning each merged bicluster to exactly

one row index rather than having to reserve both one row index and one column

index for it. Similarly to the standard hierarchical clustering approach (Section 7.2),

we can store these bicluster association values in priority queues. Using m1 priority

queues of maximum length (m1+m2), each update step requires O(m1 log(m1+m2))

operations, for removing the former entries of the merged biclusters and inserting

the entries of the newly formed bicluster. So the time complexity of building a

complete dendogram amounts to O((m1 + m2)m1 log(m1 + m2)).

In contrast to that, the independent two-way clustering method (Figure 7.2 (a))

needs O((m1)
2m2) + O((m2)

2m1) time to compute the association matrices of row

instances and column instances, respectively, and O((m1)
2 log m1)+O((m2)

2 log m2)

to compute the two separate dendograms (see Section 7.2). The space complexity

for computing the the association matrices is O((m1 + m2)m1) + O((m1 + m2)m2).

Consequently, the proposed biclustering approach brings clear advantages in terms

of computational resources if the size of the dataset is highly imbalanced, i.e., m1 �
m2; in particular, it could be a practical alternative in cases where the calculation

of the m2 ×m2 association table is infeasible. However, like all partitioning-based

biclustering approaches, it carries the risk of missing relevant global relationships

in favor of local relationships, whereas two-way clustering only considers global

relationships.
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The hierarchical agglomerative biclustering scheme presented in the previous chapter

provides a simple and quick way to obtain some high-density biclusters in two-

way data. Here, we briefly mention some possible extensions of that approach,

namely alternative association criteria, generation of alternative clusterings, and

generalization to multi-way data analysis.

8.1 Alternative Association Criteria

Alternatively to the average linkage criterion proposed in Section 7.3, one can use

single linkage or complete linkage measures to associate biclusters, in analogy to

Equations 7.1 and 7.2. The corresponding recurrence formulae are straightforward,

as the sets of entries defining an association are equivalent to the average linkage

case (Figure 7.4), only the aggregation function changes. Beyond that, one can em-

ploy measures that additionally take the entries within biclusters into account. For

instance, one could consider the overall average of entries within the merged biclus-

ter as association criterion, equivalently to the bicluster density criterion defined in

the enumerative pattern mining approach (Section 6.2):

atotal(S, U) =

∑
s,u∈S∪U wsu

size(S ∪ U)
, (8.1)

where size(S) = |S1| · |S2| denotes the number of entries in the bicluster submatrix.

Then, the update rule looks as follows:

atotal(S ∪ T, U) =

[ size(S ∪ T ) · atotal(S, T ) + size(S ∪ U) · atotal(S, U) + size(T ∪ U) · atotal(T, U)

− size(S) · atotal(S, S)− size(T ) · atotal(T, T )− size(U) · atotal(U,U) ]/

size(S ∪ T ∪ U)
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This criterion would also lead to a dendogram with monotonically decreasing merge

scores. However, considering the fact that the algorithm does not allow for over-

lapping biclusters, we prefer the average linkage criterion introduced in Section 7.3,

i.e., biclusters should only be merged if they are strongly interlinked. Using average

linkage, the overall bicluster density still decreases after each fusion step (due to

Lemma 13), but the resulting hierarchy can differ from the hierarchy built with the

density criterion. In addition, size specifications and constraints from other data

sources, e.g., profile consistency (Sections 5.7.1 and 6.4.4) can be used to prohibit or

restrict certain bicluster merges; however, due to the non-exhaustive nature of the

algorithm, one might fail to find bicluster solutions even if they exist in the data.

8.2 Alternative Clusterings

Agglomerative clustering approaches are greedy procedures, performing the best

possible merging step at each iteration. One obvious drawback is that decisions are

never revised, that means, once instances are joined they will remain forever in the

same bicluster. If there occurs a tie in determining the maximum pairwise bicluster

association and the options exclude each other (i.e., they cannot be executed one

after the other), one has to select one of them to continue the dendrogram. This in-

troduces some arbitrariness in the process, and it might be the case that a particular

choice harms the bicluster quality in all subsequent steps, while another choice would

have yielded more significant biclusters. The problem is exacerbated in the case of

binary-valued data. One possible solution is to construct multiple dendograms; this

is feasible due to the moderate time complexity of the method, in particular if early

stopping rules are applied. Each time a tie with mutually exclusive possibilities

occurs, one can systematically try all of them or randomly sample a subset; in that

way, different continuations of the current dendogram can be produced. In the end,

the most promising biclusters across all dendograms can be chosen based on size and

weight criteria. This results in a set of potentially overlapping biclusters. It is also

conceivable to generate overlapping biclusters in a single dendogram by heuristic

modifications of the algorithm scheme, e.g., by maintaining after each merge one of

the two former biclusters in addition to the new bicluster. While the complexity

per iteration remains the same as before, such an approach allows to reuse some

biclusters, avoiding at the same time reoccurrences of identical merges.
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8.3 Hierarchical Higher-Order Clustering

In section 7.3, we have shown how to generalize agglomerative hierarchical clus-

tering to bipartite (i.e., biclustering) settings. Here, we discuss the problem of

extending the framework to the multi-way scenario described in Chapter 6. More

precisely, we consider n sets of instances, V1 to Vn, and an n-way association weights

(wk1,...,kn)ki∈Vi
, which can be stored in an n-dimensional tensor. Again, we assume for

notational convenience that the sets V1 to Vn are disjoint and denote the union by V .

A multi-way cluster S consists of n subsets Si ⊂ Vi, and is denoted as S =
⋃n

i=1 Si.

The goal of the hierarchical clustering approach is to extract multi-way clusters

with large association between its instances. In analogy to the biclustering case,

the possible initial merging steps join n instances, one from each set Vi; the merge

score is given by the corresponding association weight. In later stages, the score is

given by averaging1 over the association weights between instances from different

multi-way clusters (i.e., the newly added entries when merging the multi-way clus-

ters). It would be natural to consider pairwise cluster merges whenever the resulting

cluster is valid, containing at least one tensor entry. However, it turns out that the

update scheme for merging scores is more complicated than in the bicluster setting.

Namely, after merging two n-way clusters S and T , the association between the

new cluster S ∪ T and another cluster U contains entries that are not contained in

pairwise associations between S and U and between T and U .

More precisely, let A(S, U) denote the set of tensor entries that will be added

when merging S and U ; we call it the association set of S and U . For the two-way

case,

A(S, U) = {(v1, v2) : v1 ∈ S1, v2 ∈ U2} ∪ {(v1, v2) : v1 ∈ U1, v2 ∈ S2}

(see Figure 7.4). In the general n-way case, A(S, U) equals

{(v1, . . . , vn) : vi ∈ Si ∪ Ui} \ ({(v1, . . . , vn) : vi ∈ Si} ∪ {(v1, . . . , vn) : vi ∈ Ui}) .

For n > 2,

A(S, U) ∪ A(T, U) ( A(S ∪ T, U) ;

for instance, an entry (s1, t2, u3, . . . , un) with s1 ∈ S1, t2 ∈ T2, and ui ∈ Ui belongs to

A(S∪T, U), but it is neither a member of A(S, U) nor a member of A(T, U). Conse-

quently, an anti-monotonicity property of the merging process cannot be guaranteed

when focusing on pairwise merges. This makes it difficult to define stopping crite-

1Other aggregate functions are possible, e.g., maximum or minimum.
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ria and to interpret the results. One solution could be to additionally consider all

possible higher-order associations of clusters, corresponding to simultaneous merges

of more than two clusters. In a straightforward implementation, such an approach

would be computationally quite demanding; for a scalable multi-way analysis, a cru-

cial point is the exploitation of sparsity in the input data. It is a subject of future

work to develop a practicable agglomerative method for the detection of large-weight

multi-way clusters.



Part IV

Biological Applications





9 Module Discovery in Protein Interaction

Networks

Many cellular functions are performed by complexes that consist of multiple dif-

ferent proteins. The composition of these complexes may change according to the

cellular environment, and one protein may be involved in several different processes.

As there exist a number of experimental techniques to measure direct and indirect

protein interactions (see Section 2.1), a common approach is to extract putative pro-

tein complexes from these data. The results can assist in the functional annotation

of previously uncharacterized proteins as well as in revealing additional function-

ality of known proteins [193]. However, to perform this task, one has to face two

challenges: on the one hand, the data are incomplete, that means many true inter-

actions are missing (i.e., false negative), and on the other hand, the data are noisy,

i.e., there is a large fraction of false positives. In fact, the reliability of the measured

interactions strongly depends on the used experimental techniques, and it increases

if the interactions are detected by several independent measurements. Therefore, it

is meaningful to integrate all available interaction data into one network and assign

weights to the edges based on their experimental evidence [99]. The DME algo-

rithm presented in Section 5.3 uses a search criterion that naturally combines the

two aspects by taking the average interaction weight, where missing interactions

obtain a weight of zero. It can also incorporate additional information to guide the

search towards the module patterns of interest.1 Here, we show our DME results

on data from yeast and human, which have been published in [67]. Several possible

extensions are discussed at the end of the chapter.

1implementation available at http://www.kyb.tuebingen.mpg.de/∼georgii/dme.html

http://www.kyb.tuebingen.mpg.de/~georgii/dme.html
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9.1 Data Collection and Preprocessing

For the analysis of yeast (more precisely, S. cerevisiae), we combined protein inter-

actions from DIP2 [230] and MPact3 [76] (which includes data from IntAct4 [85],

MINT5 [35], and BIND6 [15]), and interactions from the core datasets of the TAP

mass spectrometry experiments by Gavin et al. [62] and Krogan et al. [132]. The

human protein interactions were extracted from the IntAct, MINT, BIND, DIP, and

HPRD7 [174] databases.8 For the computation of interaction weights, we followed

the method in [99]. For that purpose, we first determined for each individual interac-

tion the set of supporting sources. The MPact database reports for each measured

interaction a corresponding set of experimental techniques. The IntAct, MINT,

DIP, and BIND databases also list experimental methods, according to the PSI-MI

standard. In these cases, we considered each experimental technique as separate

source. Further, the HPRD dataset and the Gavin [62] and Krogan [132] datasets

were labeled as individual sources.

For each combination of sources, we estimated a reliability score using gold

standard sets of correct and incorrect protein pairs. For the gold standard set of

positive examples, we collected protein pairs that share the same MIPS functional

category.9 These categories represent general functional relationships of proteins

and are therefore more comprehensive than the known protein complexes used for

evaluating the module predictions. The reason for this choice is to avoid overfitting

the interaction weights to the reference complexes. For the negative set, we used

protein pairs with different subcellular localization as given in the Gene Ontology

database10 [13]. Given these gold standard sets, a specific set of sources S was scored

as follows. Let IS be the set of interactions with evidence S, Ipos the set of positive

interactions, and Ineg the set of negative interactions. To determine the weight of

the interactions in IS, we took the ratio between the true positive rate and the false

positive rate:

wij ,{i,j}∈IS
=
|IS ∩ Ipos|/|Ipos|
|IS ∩ Ineg|/|Ineg|

(9.1)

2http://dip.doe-mbi.ucla.edu
3http://mips.gsf.de/genre/proj/mpact
4http://www.ebi.ac.uk/intact
5http://mint.bio.uniroma2.it
6http://bind.ca
7http://www.hprd.org
8For all datasets we used the versions available in May 2007.
9http://mips.gsf.de/projects/funcat

10http://www.geneontology.org/

http://dip.doe-mbi.ucla.edu
http://mips.gsf.de/genre/proj/mpact
http://www.ebi.ac.uk/intact
http://mint.bio.uniroma2.it
http://bind.ca
http://www.hprd.org
http://mips.gsf.de/projects/funcat
http://www.geneontology.org/
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Protein pairs without any support in the data received a default weight of zero

because an interaction is a priori unlikely; alternatively, one could predict interaction

weights based on additional information about the proteins. The raw ratio scores

can have a large variance due to some outlier values. This can distort the analysis by

undesired artifacts where modules with moderate density contain one node pair with

extremely high interaction weight and poor interaction weights otherwise; larger

density thresholds are only satisfied by two-node modules representing the most

extreme outlier interactions, so they suffer from very low recall. Therefore, as in

Section 6.6.4, we truncated the score distribution at a fixed value t and set all

larger weight values to t. For the experiments reported here, we used t = 2, i.e.,

all interactions with an at least two-fold larger true positive rate for the sources

of evidence received a top weight. To reduce the number of noisy interactions, we

considered only interactions with weights greater than or equal to 1/t = 0.5. For

convenience, the interaction weights were scaled such that the maximum is 1.11

The resulting interaction network for yeast consisted of 3559 nodes with 14 212

non-zero interactions having an average weight of 0.67. The human network con-

tained 9371 nodes and 32 048 non-zero interactions having an average weight of

0.47.

9.2 Comparative Analysis on the Yeast Interaction Network

First, we validated the performance of DME on the yeast interaction network in

comparison with four other methods: clique detection (Clique), the clique percola-

tion method (CPM) [166], a procedure for joining cliques of a certain size to larger

clusters, CPMw [57], an extension of CPM that includes an additional clique filter-

ing step, and Markov clustering (MCL) [53, 216], a popular graph clustering method

simulating random walks.12 As a reference set of confirmed protein complexes, we

used the manually curated yeast complexes provided by MIPS13 [75].

11Other scoring schemes are conceivable, e.g., log-transformation of ratio scores or discretization ap-
proaches; possible alternatives to the ratio score for indicating the confidence in an interaction are
information retrieval measures like precision. Empirically, the DME module analysis turned out to be
relatively robust in the sense that the top results of different weighting functions were similar; however,
the recall of modules generally depends on the skewness of the weight distribution.

12For Clique, CPM, and CPMw we used the implementation from http://www.cfinder.org; MCL was
downloaded from http://micans.org/mcl.

13http://mips.gsf.de/genre/proj/yeast

http://www.cfinder.org
http://micans.org/mcl
http://mips.gsf.de/genre/proj/yeast


116 9 Module Discovery in Protein Interaction Networks

9.2.1 Precision-Recall Analysis

To evaluate the results, we chose performance measures that are based on protein

pairs, in analogy to the measures introduced in Chapter 6.6 for the synthetic data

analysis. In contrast to module-based measures, they take overlapping submodules

only once into account. Defining the intersection of pairs from predicted modules

and pairs from known complexes as correctly predicted pairs, precision and recall

can be expressed as follows:

Precision =
No. of correctly predicted protein pairs

No. of protein pairs in predicted modules
(9.2)

Recall =
No. of correctly predicted protein pairs

No. of protein pairs in known complexes
(9.3)

To obtain precision-recall curves, we iteratively calculated the precision and recall

values, each time extending the set of considered modules by the next module in a

ranked order. As the other methods do not provide a module ranking and our p-value

criterion from Section 5.4.2 is only applicable to enumerative approaches, we used

the scoring scheme by Bader and Hogue [16], which is also mentioned in Section 5.4.2.

In fact, it produced for our DME results almost the same ranking as the p-value

criterion; the corresponding precision-recall curves were virtually equivalent. For

each method, we tested a wide range of parameters and selected the configuration

with the largest area under the precision-recall curve. For DME, we varied the

density threshold from 100% to 95.5% using decrements of 0.5. As the number

of solutions drastically increased between 96% and 95.5%, we further analyzed this

range using decrements of 0.1%. The best result was achieved at a density threshold

of 95.7%.

Instead of handling edge weights during the search, Clique and CPM preprocess

the data based on a minimum edge weight parameter: before computing the cliques

in the network, they remove all edges that violate the threshold. We varied this

threshold from 1 to 0.35, using decrements of 0.05 (optimum for Clique: 0.4). CPM

has in addition an integer parameter k to determine the size of the cliques that are

considered for joining; it was tested in the default range between 3 and the maximum

clique size in the network (optimum for CPM: edge selection threshold 0.9, k=9).

This parameter k also exists for CPMw, but instead of preselecting the edges that

may be used during the clique search, CPMw expects a threshold for the geometric

mean of the edge weights in a clique. Only cliques satisfying this threshold are

further processed. We tried the same thresholds as for DME; k was tested from 3 to
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7, as the filtering step gets very expensive for higher values. We obtained the best

results for k=6 and a clique selection threshold of 97%. For MCL, there exist two

main parameters affecting the cluster granularity: the inflation parameter, which

we varied from 1.5 to 8 using increments of 0.5, and the centering, varied between

1 and 5. Furthermore, we set the parameter to retain potentially generated cluster

overlaps. Here, we got the best result for inflation 3.0 and centering 2.

Figure 9.1 shows the best precision-recall curve for each approach. Overall,

the predictions of DME were competitive. Quite in the beginning, the curve shows

a sudden drop, which is due to a big module that is not annotated as a known

complex. Clique detected the same module, but it additionally found some other,

higher-ranked modules, so the drop happens later. For higher recall levels, Clique has

lower precision than DME; this indicates that for smaller modules (which appeared

later in the ranking) the interaction weights got important for the module quality.

The curves for MCL and CPM always stay below the DME curve. By explicitly using

the edge weights and tuning the density parameter, DME allows for more flexibility

than the two-stage procedure of CPM, first selecting edges and subsequently joining

together all cliques that satisfy an overlap criterion. CPMw refines CPM by joining

selected cliques only, but, in contrast to DME, it does not control the density of the

merged modules and might also miss some dense modules. In our analysis, CPMw

improved the result obtained by CPM, but was mostly inferior to Clique or DME.

One problem with the computational evaluation of module finding methods is

the incomplete ground truth. For instance, if we predict additional compounds for

a known complex, they are classified as wrong although they might be real. The

analysis is further complicated by the fact that a protein can participate in multiple

complexes. Also, the module characteristics differ from method to method as well

as within methods. Therefore, we show in the next section additional statistics for

comparing the results.

9.2.2 Further Result Statistics

Table 9.1 summarizes further statistics regarding the predicted modules of the dif-

ferent methods. As each of the enumerative methods (DME and Clique) produced

a large number of nearly identical modules, we additionally computed a set of dis-

tinct modules for better comparability with the other methods. For that purpose,

we grouped similar modules together and represented each group by its top-ranking

module. To decide whether two modules M1 and M2 match each other, we here

computed the overlap score proposed by Bader and Hogue [16]. It is defined as the
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Figure 9.1: Comparative precision-recall analysis for yeast modules. To account for module overlap,
the measures are based on protein pairs, see text.

fraction of overlapping proteins with respect to the size of the first module multi-

plied by the fraction of overlapping proteins with respect to the size of the second

module:
|M1 ∩M2|2

|M1| · |M2|
(9.4)

For values of at least 0.5, the corresponding module pair was considered as a match.

The same criterion was used to determine matches between predicted modules and

known complexes. Note that the cutoff of 0.5 is relatively stringent [16]. All modules

that are reachable from each other via a path of matching modules are assembled

into one group. The distinct modules are given by the group representatives. They

can share common proteins, so “distinct” is not equivalent to “non-overlapping” in

that context. In fact, module overlaps happened in all methods.

While DME and Clique discovered a comparable number of distinct modules,

the DME modules match many more known complexes. Among these, we also find

small-sized complexes, so the overall average size of retrieved complexes is lower

than for Clique. In addition, we report the number of complexes from which at

least one protein pair was recovered (here called partially recovered complexes) as

well as the area under the precision-recall curve from the pairwise analysis in the

previous section. In both cases, DME was leading. Furthermore, we investigated

the enrichment of the distinct modules with respect to Gene Ontology (GO) terms.

For that, we applied the Expander tool [190] using the default setting with a p-

value threshold of 0.05 after correction for multiple testing. Beside the total number

of enriched modules, we also counted the number of enriched modules among the

top-50 distinct modules, showing that for each method that produced more than

50 modules, most of the high-ranking modules satisfy the enrichment criterion. For

small modules, the enrichment test failed even if they were totally pure.

Finally, we analyzed the properties of module overlaps in detail. Concerning the
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Figure 9.2: Precision-recall curves for overlapping interactions in yeast modules.

number of proteins or protein pairs that appear in more than one module, there is

large variation among the different methods. DME and Clique produced the largest

numbers of overlapping proteins and overlapping pairs. To evaluate the accuracy

of the interactions in module overlaps, we sorted them according to the number of

modules in which they occur (in descending order) and computed precision and re-

call values with respect to the MIPS protein complexes as before. Figure 9.2 shows

the resulting precision-recall curves. Remarkably, in the DME results the precision is

very high for the most frequently occuring interactions and monotonically decreases

with decreasing frequency. In the Clique results, however, the top interactions are

very unreliable, while the remaining curve has a similar shape as for DME. This

difference is also reflected by the corresponding AUC values (see Table 9.1). The

reason for the discrepancy in the behavior of DME and Clique is that DME respects

edge weights and tends to reuse dense core sets, whereas Clique modules are solely

based on the topology (after a preselection of edges). We also analyzed how many

overlaps between known complexes were rediscovered by predicted modules. For-

mally, we counted the cases of overlapping known complexes C1 and C2 where there

existed overlapping modules M1 and M2 such that the following conditions were

satisfied:

1. M1 ∩M2 contains at least one element of C1 ∩ C2.

2. M1 \M2 contains at least one element of C1 \ C2.

3. M2 \M1 contains at least one element of C2 \ C1.

The number of recovered overlaps was not significantly higher for DME.



120 9 Module Discovery in Protein Interaction Networks

Table 9.1: Module statistics of the comparative analysis for yeast (see text for details). The average
size of the raw modules can be larger than for the distinct modules because larger modules allow
for more variants. Time measurements were performed on a 2.66 GHz processor.

DME Clique CPM CPMw MCL

No. of distinct modules 1083 916 19 32 648
Average size of distinct modules 3 4 16 14 3
No. of raw modules 24803 1971 19 33 648
Average size of raw modules 10 6 16 14 3
No. of matched complexes 84 54 9 20 59
Average complex size 5 7 19 14 7
No. of partially recovered complexes 133 107 20 33 117
No. of predicted interactions 5970 7066 2756 3935 6108
Area under prec.-rec. curve (AUC) 0.183 0.166 0.107 0.153 0.148
No. of enriched distinct modules 112 131 18 32 69
No. of enriched among top-50 47 44 - - 45
No. of overlapping proteins 1010 1113 12 38 1
No. of overlapping interactions 3664 4340 24 114 0
AUC for overlapping interactions 0.152 0.082 0.000 0.001 -
No. of recovered complex overlaps 18 16 0 4 0
Time (s) 1167 4 4 267 4

9.3 Comparative Analysis on the Human Interaction Network

Similarly as for the yeast interaction network, we performed a comparative analysis

on human data, considering the same module detection methods as before: DME,

Clique, CPM, CPMw, and MCL. For validation, we used the reference set of human

complexes published in the CORUM database [182] and applied the same evaluation

measures as in the case of yeast. For DME, we checked density thresholds between

100% and 80% in decrements of 1%.14 The best precision-recall results were obtained

with 94%. The edge selection threshold of Clique and CPM was again varied from

1.0 to 0.35, and the clique size parameter k of CPM was checked in the whole range

between 3 and the maximum detected clique size. Clique was optimal for the edge

selection threshold 0.35, and CPM was optimal for the edge selection threshold 0.35

and k=6. In the case of CPMw, the clique selection threshold was set to the same

values as the DME density threshold and k was varied from 3 to 7. Here, the optimal

configuration was achieved for a clique selection threshold of 81% and k=6. Finally,

the MCL parameters were tested in the same range as for the yeast experiments,

14As the human data are less dense (i.e., the average interaction weight is lower), we checked a wider range
of density thresholds than for yeast.
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Figure 9.3: Comparative precision-recall analysis for human modules based on pair counts.
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Figure 9.4: Precision-recall curves for overlapping interactions in human modules.

the inflation parameter from 1.5 to 8 using increments of 0.5 (best value: 2.0) and

the centering parameter from 1 to 5 (best value: 3).

Figure 9.3 shows for each module detection method the precision-recall curve

with the largest AUC. In general, the performance is much worse than on the yeast

data (Figure 9.1), irrespective of the chosen method. This can be explained by

the fact that the human data are sparser and, consequently, true complexes are

harder to distinguish from noise by the density criterion. DME has a high peak

in the beginning, but for medium recall, its precision is comparable to CPM and

CPMw. Interestingly, CPM and CPMw achieved this by producing few large mod-

ules, whereas DME detected many small modules and therefore captured more di-

verse known complexes (see Table 9.2). The DME curve is above the Clique curve,

but for higher recall values, DME is significantly outperformed by MCL, which also

yields the largest area under the curve (see Table 9.2). Again, this might be an effect

of the data sparseness: as one cannot gain very much accuracy by explicitly consid-

ering the module density, partitioning methods, which take the global connectivity

structure of the network into account, are advantageous.
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Table 9.2: Module statistics of the comparative analysis on the human network.

DME Clique CPM CPMw MCL

No. of distinct modules 2321 2982 9 3 2092
Average size of distinct modules 2 3 12 19 3
No. of raw modules 3005 3420 9 3 2093
Average size of raw modules 3 3 12 19 3
No. of matched complexes 136 133 18 1 113
Average complex size 3 4 11 32 4
No. of partially recovered complexes 378 403 77 32 387
No. of predicted interactions 3925 7055 1131 1026 6616
Area under prec.-rec. curve (AUC) 0.025 0.021 0.019 0.015 0.030
No. of enriched distinct modules 24 58 8 3 64
No. of enriched modules among top-50 23 25 - - 21
No. of overlapping proteins 970 1225 3 0 103
No. of overlapping interactions 428 2405 3 0 7
AUC for overlapping interactions 0.0046 0.0055 0.0002 - 0.0000
No. of recovered complex overlaps 942 1618 6 0 0
Time (s) 6 1 1 7 84

In Table 9.2, we collected various statistics for the results of the different meth-

ods, like in the yeast analysis. MCL required the longest computation time. DME

matched the largest number of known complexes, closely followed by Clique. With

respect to partially recovered complexes, Clique was leading, followed by MCL and

DME. The number of GO-enriched modules was generally very low: CPM and

CPMw produced only few modules, and the other methods predicted mainly mod-

ules that are too small to satisfy the enrichment p-value threshold, irrespective of

their purity. Among the top-50 distinct modules, approximately one half is enriched.

Regarding the number of protein pairs in the overlaps between different modules,

the results are negligible for all methods except DME and Clique. Although the

number is much higher for Clique, the area under the precision-recall curve is not

very different, which means that overlapping interactions of DME are on average

more accurate (see Figure 9.4). However, the accuracy is generally not higher than

for the total set of predicted interactions (at comparable recall levels); a reason for

that could be the small overlap sizes. Also, there is no clear dependency on the

occurrence frequency, as the shapes of the curves reveal. Finally, the overlapping

modules of Clique and DME also recovered a large number of overlaps between

known complexes.
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Table 9.3: Results of DME experiments with constraints.

Phenotype Conservation Expression
(yeast) (yeast) (human)

No. of distinct modules 137 1067 460
Average size of distinct modules 3 3 2
No. of raw modules 160 1816 736
Average size of raw modules 4 5 3
No. of matched complexes 14 49 52
Average complex size 4 4 4
No. of partially recovered complexes 30 103 217
Time (s) 13 3 2

9.4 Phenotype-Associated Modules in Yeast

An additional feature of DME is the possibility to directly integrate constraints

from external data sources (see Section 5.7.1). As an example application, we in-

vestigated the yeast interaction network in the context of knockout phenotypes, in

order to identify essential parts of protein complexes. For that purpose, we took

the phenotype profiles for yeast knockout mutants under 21 experimental conditions

from [50], considering three different phenotypic states: enhanced growth, normal

growth, and growth defect. We then applied DME with a phenotype consistency

constraint, requiring for each module at least one condition that is associated with

growth defect for all members. To get a set of modules that covers a large number of

proteins, but is at the same time as reliable as possible, we tested density thresholds

between 95% and 80% using decrements of 1% and selected the one with the largest

area under the precision-recall curve, namely 83%.

The results are summarized in Table 9.3. Each of the 13 top-ranking modules

covers a considerable part of the mitochondrial ribosomal large subunit as annotated

by MIPS. In addition, our output list contained one further module that overlaps

with the complex. Figure 9.5 (a) shows the superposition of these 14 modules.

Mrpl16 and Img2 appear in all, many other proteins in almost all of those modules,

so they can be considered as the core of the complex. Knockout of any of the shown

proteins caused growth defects with glycerol as carbon source. Several module

members belong to other MIPS complexes, as depicted by the ellipses. In particular,

there is a strong connection to the small subunit of the mitochondrial ribosome and

to the mitochondrial translation complex. Furthermore, our results suggest that the
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Figure 9.5: Phenotype-associated yeast modules. (a) Superposition of all 14 modules overlapping
with the large subunit of the mitochondrial ribosome (node size depends on the number of modules
in which the protein occurs). (b) Module linking two complexes. The ellipses mark protein sets
belonging to known complexes. For module visualization, we used the Osprey tool [27].

mitochondrial ribosome is associated with Mhr1, a protein involved in homologous

recombination of the mitochondrial genome [144].

Some modules that are not related to MIPS complexes nevertheless represent

known complexes. For instance, we exactly recovered the nucleoplasmic THO com-

plex (Hpr1, Mft1, Rlr1, Thp2), which is known to affect transcription elongation and

hyper-recombination [36]. Interestingly, the corresponding mutants exhibit growth

defects under the stress condition of adding ethanol to the medium. Finally, in

Figure 9.5 (b) we show the highest ranking module that covers at least 50% of two

different MIPS complexes. The corresponding proteins are associated with growth

defects under addition of the aminoglycoside hygromycin B. The module links the

vacuolar assembly complex with the class C Vps complex. The latter is a specific

subgroup of proteins involved in vacuolar protein sorting. Indeed, it has been shown

that this complex associates with Vam6 and Vps41 to trigger nucleotide exchange

of a rab GTPase regulating the fusion of vesicles to the vacuole [229].

9.5 Evolutionary Conserved Modules in Yeast

Next, we used the evolutionary conservation of proteins as a side constraint for

DME. For that purpose, we extracted from the InParanoid database [163]15 infor-

15http://inparanoid.sbc.su.se

http://inparanoid.sbc.su.se
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Figure 9.6: Yeast complexes retrieved by DME and their overlap with conserved DME modules.
Only complexes with size ≥5 are shown. The node size corresponds to the density of the confirmed
complex, and the pie chart indicates to which degree the complex is covered by a conserved mod-
ule. Nodes are connected if there exist interactions between the corresponding sets of matching
modules.

mation about orthologs of S. cerevisiae genes with respect to ten other represen-

tative eukaryotic species: S. pombe, D. discoideum, C. elegans, D. melanogaster,

T. rubripes, X. tropicalis, M. musculus, H. sapiens, O. sativa, and A. thaliana. For

each S. cerevisiae gene, we created a profile indicating which of the other species

have an ortholog with a full InParanoid score. Based on that, we searched for mod-

ules in the yeast interaction network such that there exist orthologs for all member

proteins in at least three other species; the density threshold was determined using

the same procedure as before and reached the optimum at 94%. For a summary of

the resulting set of conserved (dense) modules, see Table 9.3. Note that the orthol-

ogy constraint drastically reduced the running time compared to the unconstrained

case (see Table 9.1); although the density threshold was lower, DME was now more

than 400 times faster. Among the 103 at least partially recovered complexes, 49 were

well matched.16 In comparison, the unconstrained module enumeration partially re-

trieved 133 complexes, including 84 matches. The number of distinct modules was

very similar (1083 for the unconstrained experiment, and 1067 for the constrained

experiment).

Figure 9.6 shows an overview of the larger MIPS complexes that were recovered

by DME. It includes matches from unconstrained and conserved modules. Appar-

16To define matches between complexes and predicted modules, we used the same criterion as in Section 9.2.
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ently, it could identify some low-density complexes by discovering their dense core

parts, for example the translation elongation factor complex eEF1 and the pre-

mRNA 3’-end processing factor CFI. In black, we indicate the percentage of the

known complex that is covered by a conserved module (in terms of shared proteins).

From the total set of 33 retrieved complexes containing at least five proteins (see

Figure 9.6), 19 complexes are hit to an extent of at least 50%; most of these (15

in total) are also matches of conserved modules according to the definition intro-

duced in Section 9.2; among them, we find the 20S proteasome and its cap as well

as the translation initiation factor eIF2B complex. The remaining complexes have

rather small overlaps with conserved modules, even though they are quite accurately

matched by their unconstrained counterparts. Our conserved module predictions re-

veal putative core parts of complexes that are conserved across several species. As

an example, we consider the SNF1 complex, an essential element of the glucose re-

sponse pathway consisting of six proteins. Indeed, while the components Snf1, Snf4,

and Sip2 are strongly conserved in all eukaryotes and are covered by a conserved

module, Sip1 and the transcription factor Sip4 do not have orthologs in other species,

and the Gal83 component has orthologs in two species only [218]. Our approach

predicted one additional conserved component of the complex, Sak1. This is biolog-

ically meaningful, as it functions as an activating kinase of the SNF1 complex [52].

The unconstrained module contained Sak1 and all SNF1 components except Sip4.

9.6 Tissue-Specific Modules in Human

Finally, we were interested in tissue-specific modules of the human interaction net-

work. As side information, we downloaded the gene expression profiles by [202],

containing measurements in 79 different human tissues that are classified into three

states: present, absent, or marginal. For our purposes, we considered a gene to

be expressed in a given tissue only if it was annotated as present in both of the

duplicated measurements. To find complexes that are present in several, but not all

tissues, we applied DME with the constraint that modules should be consistently

expressed in at least three tissues and consistently absent in at least ten tissues. We

used again the same procedure for selecting the density parameter and ended up

with a threshold of 81%, which yielded 460 distinct modules (see Table 9.3).

The two top-ranking modules, shown in Figure 9.7 (a), cover the MCM complex,

which is a hexameric protein complex required for the initiation and regulation of

eukaryotic DNA replication. The DME modules contain two additional proteins,
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Figure 9.7: Tissue-specific modules in human. (a) The two top-ranking modules, covering the MCM
complex. Known complexes are indicated as solid ellipses, modules as dashed ellipses. (b) Top-five
modules around the SCF ubiquitin ligase complex, revealing its tissue-specific organization. Boxes
show the tissues of consistent positive expression for the respective module. Tissues associated
with all modules are marked in bold, uniquely appearing tissues in italics.

Ssrp1 and Orc6l. Orc6l is a member of the origin recognition complex (ORC),

which plays a central role in replication initiation; in fact, the MCM and ORC

complexes form the key components of the pre-replication complex [136]. This is

nicely reflected by the large interaction density as well as the common expression

profiles of the proteins: the module is completely expressed in three different types of

bone marrow cells and completely missing in 42 tissues like brain, liver, and kidney,

for example, where cells are differentiated and divide rarely. Ssrp1 is a member of

the FACT complex, which is involved in chromatin reorganization [165].

Moreover, our analysis yields some insights about the tissue-specific organiza-

tion of the SCF E3 ubiquitin ligase complex, which marks proteins for degradation.

Figure 9.7 (b) depicts the five top-ranking modules that cover the complex (beyond

these, there were three other modules covering only a single protein of the complex).

One module contains as an additional component Cand1, a regulatory protein that

inhibits the interaction of Cul1 with Skp1 [244]. The four other peripheral pro-

teins are F-box proteins, which serve as substrate recognition particles for the SCF

complex. Interestingly, the corresponding modules show different tissue specificities,

indicating that the target proteins of SCF are selected in a tissue-dependent manner.

This finding is in accordance with experimental studies [30, 117, 121]. On the one

hand, it has been shown that in human cells multiple variants of the SCF complex
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exist, each one containing a different F-box protein for substrate recognition. On

the other hand, brain and blood cells have been identified as tissues of major ex-

pression for some F-box components, and expression variation of F-box components

has been observed in several tissues such as testis, prostate, and placenta. In our

results, all detected module variants are active in natural killer (nk) cells, a spe-

cific type of white blood cell that plays an important role in immune response [98],

whereas placenta, prostate, testis, uterus, or certain brain regions contain only one

or two variants. As illustrated by the above examples, DME integrated with profile

data can be a powerful tool to reveal functional and condition-dependent variants

of protein complexes.

9.7 Disease-Related Module Analysis

Furthermore, DME predictions of a larger scale were performed on the human in-

teraction network, with the goal to offer a comprehensive set of modules for disease-

related analyses [48]. As an increased coverage of proteins generally reduces the

module accuracy, module sets at different levels of granularity were made available.

For that, we started with the total set of human interactions collected from the

databases mentioned in Section 9.1, with assigned weights as described there. Then,

we chose different quantiles of the weight distribution as cutoff thresholds to remove

interactions with lower weight, and computed modules for different density thresh-

olds on the remaining network (ignoring the edge weights). The results of three

different settings are stored in a public web repository called DICS17, augmented

with additional information like orthology [163] and expression profiles [202], dis-

ease annotation according to HGMD [42], as well as references to the CORUM [182],

DrugBank [226], KEGG [164], and Reactome [107] databases. The default module

set covers 40% of the disease genes listed in the HGMD database [199], whereas the

reference complexes of the CORUM database [182] contain only 11% of them.18

In addition, the DICS server allows for interactive exploration of gene lists

derived from high-throughput experiments. Given a set of genes as query, it returns

significantly enriched modules and known complexes, thereby providing information

about putative or confirmed functional relationships among the gene products. For

example, the analysis of genes that are differentially expressed in toxic oil syndrome

patients [177] revealed potential links to other diseases, see [48] for details.

17http://mips.helmholtz-muenchen.de/proj/dics/
18state of November 2008

http://mips.helmholtz-muenchen.de/proj/dics/


9.8 Discussion and Outlook 129

9.8 Discussion and Outlook

The dense module enumeration algorithm can assist in the systematic analysis of

weighted interaction networks. By explicitly considering the module density as a

search criterion and returning all solutions that satisfy this criterion, it is a comple-

mentary approach to the widely used graph partitioning methods [186]. Beside the

completeness guarantee, a strength of the method lies in the possibility of transpar-

ent data integration, which is of crucial importance in systems biology applications.

We illustrated some application scenarios in the context of protein complex pre-

diction. While many known functional complexes were successfully reproduced,

there is a lot of potential for further improvements. For instance, carefully designed

probabilistic models for the edge weights would increase the attractiveness of enu-

meration-based module results. Moreover, as discussed in Section 5.5, we can choose

stricter module criteria to make the approach more robust against noisy extensions

of dense core modules.

Also, the consistency requirements (Section 5.7.1) are sensitive to noise in the

data. According to our definition, they do not allow for exceptions, that means,

the whole set of module proteins has to fulfill the specified conditions. This has the

advantage of easy interpretability, e.g., one obtains only the part of a complex that

is conserved in several species (with respect to a given orthology profile); on the

other hand, some true complex members might be missed because of incomplete or

incorrect profiles. As a possible extension, one could allow to include proteins that

have unknown values for some of the shared profile conditions or consider inexact

matches of subprofiles. In the case of continuous values, our current approach uses

predefined thresholds for discretization; while this again facilitates the interpretation

of the results, inappropriate choices can mislead the analysis; more flexible criteria

that directly look at similarities of real-valued profiles are conceivable (see also

Section 5.7.1).

So far, the consistency constraints consider profile information on the nodes.

For example, in the case of orthology profiles, we take the evolutionary conservation

of proteins into account while searching for densely interacting protein sets in a

species. However, although it is sometimes possible to infer interactions based on

sequence homology [33], the existence of orthologs does not guarantee that also the

interactions between them are maintained in other species. Therefore, if interaction

data are available for multiple species of interest, it is useful to coanalyze them. That

means, rather than node conservation profiles, conservation profiles of interactions

or densely interacting modules are considered. Recently, comparative interactomics
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has become a very active research field [33, 115, 142, 169, 238]. The STRING

database [220] provides protein-protein interactions for several hundred organisms;

it collects and ranks information from different sources, including high-throughput

experiments, literature mining, and automatic predictions. One major challenge

with multi-species interactomics approaches is that there does not necessarily exist

a one-to-one correspondence between proteins of different species; rather, it can

be a many-to-many relationship, which can be defined based on BLAST sequence

similarity scores [191]. A valuable resource in that area is the COGs database

(Clusters of Orthologous Groups of proteins) [208, 209], which contains orthology

mappings for multiple species.

Given the orthologous relationships between proteins of different species, there

are several ways to exploit them for the module search in comparative interactomics.

The first option is to build a so-called network alignment graph [191, 192], where

each node contains a set of orthologous proteins, one from each species; interaction

weights are derived by integrating the interaction contributions of the individual

species; then, conserved modules are identified as dense subgraphs. It is potentially

promising to apply the DME algorithm for this task, replacing the heuristic search

approach that was proposed originally. However, preliminary studies on interaction

data from S. cerevisiae and H. pylori (the same species as considered in [191]) re-

vealed that the heuristic method successfully detected the most relevant patterns;

modules unique to DME were either very small or partly overlapped with other

modules. More extensive comparisons of the different approaches would be desir-

able for future work. If the number of considered species increases, the network

alignment approach becomes intractable because of the combinatorial explosion re-

garding the nodes in the graph. However, additional constraints from the phylogeny

and an appropriate graph representation can help to solve this problem [108]. Alter-

natively, one can coarsen the analysis by introducing only one node for each group

of orthologous proteins (COG). To define the interaction weight between two COG

nodes with respect to a certain species, one could take for instance the maximum

or average interaction weight across all protein pairs of the respective species where

the first protein belongs to the first COG and the second protein belongs to the

second COG.

Remarkably, our multi-way cluster detection approach (see Chapter 6) offers

the opportunity to coanalyze interaction data from multiple species without sum-

marizing the interaction weights beforehand. This allows to detect module patterns

that cooccur in a subset of species. An example application of this algorithm using

multiple networks of one species is presented in the next section.



10 Module Detection from Multiple

Coexpression Networks

Integration of multiple data sources is of great importance in systems biology studies.

Here, we consider the special task of coanalyzing multiple networks. In the following

case study, we searched for common modules in gene coexpression networks stem-

ming from different experiments. For that purpose, we used a data collection of

yeast gene expression measurements. As all measurements refer to the same set of

gene probes, the node mapping between different networks is trivial. The results

described here are published in [68, 69].

10.1 Data

We took the gene expression dataset from [61] and preprocessed it in a similar

way as described in [91]: after selecting the experiments with at least 6 individual

measurements, we calculated for each of them the pairwise correlation coefficients

regarding the expression profiles of all genes; if the correlation was positive and had

a p-value below 10−5, we connected the corresponding genes by an edge (of weight

1).1 This resulted in 17 different coexpression networks on the same set of genes,

each of which contained 9237 edges on average. These data can be represented

as a three-dimensional tensor with the genes in the first two dimensions and the

identifier of the experiment (the network) in the third dimension. As the networks

are undirected, the tensor is symmetric with respect to the first two dimensions.

Our goal was to analyze the set of networks for cooccurring dense substructures.

For that purpose, we applied the DCE algorithm explained in Chapter 6.

1Correlation coefficients and p-values were calculated using the corrcoef function of MATLAB; the
p-values are based on a t-statistic.
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10.2 Related Approaches

There exist several competitive approaches to solve this task. The Cocain method

(COC) [242] detects all frequent closed γ-quasi-cliques. A quasi-clique is a set of

nodes U such that each of them has edges to at least dγ(|U | − 1)e other nodes in U

(see Section 5.5). A set of nodes U is a frequent γ-quasi-clique if it is a γ-quasi-clique

in at least minsup networks, where minsup is a natural number. This criterion is

stricter than our cluster density criterion (Definition 23), even if we require balance

constraints (Section 6.4.1); in fact, each frequent quasi-clique is a balanced dense

cluster, but not vice versa. Like our local maximality criterion defined in Section 5.4,

the closeness requirement aims at reducing redundancy in the results; it discards

quasi-cliques if they are included in another solution with at least the same support

among the networks.

Another approach to coanalyze multiple networks is the Codense algorithm

(COD) [91]. It aims at detecting dense subnetworks where the edges have similar

occurrence profiles across the whole set of networks. That means, in contrast to DCE

and COC, it does not only require a (local) cooccurrence of dense subnetworks in a

subset of the given networks, but a global correlation of the participating edges. For

this, it first compiles edges with frequency ≥ minsup into a summary network, from

which dense subgraphs are extracted; these subgraphs are then further analyzed

with respect to the correlation of edges across all given networks. The dense cluster

detection is based on a non-enumerative network partitioning strategy. The density

criterion is the same as for DCE, but it is applied on the summary network. However,

each dense subtensor consisting of frequent edges has a corresponding dense cluster

in the summary network.

Finally, relational data mining approaches [103] are equivalent to DCE with

density threshold 100%, so we do not consider them separately in our evaluation.

Also note that the local maximality criterion (Section 6.4.1) yields in that case the

set of maximal clusters, because any subcluster of a solution satisfies the density

threshold.

10.3 Experimental Set-Up

We compared the different approaches on the coexpression networks described above.

We obtained the COC code from the original authors [242], and COD was down-

loaded from http://zhoulab.usc.edu/CODENSE/. The minimum edge frequency

http://zhoulab.usc.edu/CODENSE/
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threshold in COD was set to 3. This yielded a summary network with 1444 edges

involving 411 nodes. For comparison purposes, we restricted the 17 individual net-

works considered in DCE and COC to the same set of edges, and set the minimum

network support of clusters (i.e., the minimum number of instances in the third

dimension) to 3. Furthermore, COD requires a p-value threshold for the similarity

of occurrence profiles, which was set to 0.01. The minimum number of genes per

cluster was set to 6 in all approaches.

10.4 Evaluation Measures

To evaluate clusters of genes, we performed a functional enrichment analysis with

respect to the Gene Ontology annotation [13], using the Expander tool [190] with

default parameters; this yielded functional categories that were significantly over-

represented in a predicted cluster, having p-values below 0.05 after correction for

multiple testing. In addition to the number of functionally enriched clusters, we

report the average genewise reliability, the average pairwise reliability, as well as the

overall precision and recall. These measures were determined as follows. Given a

cluster with one or several significantly enriched functional categories, genes that

belong to the same enriched category are called homogeneous. Let hgi be the size of

the largest group of homogeneous genes in cluster i, and let gi be the total number

of genes in the cluster. Then, the genewise reliability of the cluster is given by

hgi

gi

. (10.1)

Further, let hgpi be the number of homogeneous gene pairs and gpi the total number

of gene pairs. The pairwise reliability of the cluster is defined as

hgpi

gpi

. (10.2)

Compared to the genewise reliability, this measure takes into account all different

enriched categories of a cluster. It can be seen as the probability that an arbitrary

gene pair taken from the cluster is homogeneous. For each of the two reliability

measures, we determine the average across all clusters, weighted by the cluster

size. Finally, the precision and recall measures refer to unique (homogeneous) gene

pairs across all clusters. That means, each gene pair is only counted once even

if it occurs in more than one predicted cluster. Note that all methods applied in

this comparison predict overlapping clusters. In analogy to Section 9.2, precision
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Table 10.1: Comparative evaluation on coexpression data. Abbreviations: max. (maximum), avg.
(average), rel. (reliability), bal. (balanced). The parameter k refers to the optional branching
restriction of DCE. See text for details.

Den- No. of No. of Max. Avg. Gene- Pair- Pre- No. of Time
sity clusters enriched no. of no. of wise wise cision recalled (s)
(%) clusters genes genes rel. rel. (%) pairs

(%) (%)

DCE 100 53 52 9 6.7 95.2 92.6 84.3 215 2.9
95 239 238 11 7.8 95.9 93.1 84.2 388 5.4
90 1057 1048 13 8.6 95.6 92.9 81.7 642 25.7
85 3269 3240 16 10.7 96.3 94.1 82.6 1041 179.2
80 16982 n/a 18 11.8 n/a n/a n/a n/a 2245.0
75 95869 n/a 20 13.9 n/a n/a n/a n/a 30011.2

DCE 100 53 52 9 6.7 95.2 92.6 84.3 215 2.9
(bal.) 95 425 416 9 6.5 96.3 94.9 83.3 219 5.4

90 1288 1277 11 6.6 97.5 96.0 81.9 303 25.6
85 3705 3684 11 7.0 98.0 96.9 82.6 409 179.7
80 10697 n/a 13 7.2 n/a n/a n/a n/a 2271.8
75 24200 n/a 14 8.3 n/a n/a n/a n/a 29968.1

DCE 100 17 16 9 6.7 92.1 90.4 83.6 117 0.6
(bal., 95 17 16 9 6.8 91.4 88.8 82.5 118 0.6
k = 1) 90 28 27 11 6.8 92.1 88.6 81.4 162 0.7

85 38 37 11 7.0 94.0 91.4 82.9 194 0.7
80 66 64 12 7.1 93.8 91.0 80.9 284 0.9
75 71 69 14 8.0 94.9 92.9 82.2 332 1.0

DCE 100 133 130 9 6.7 95.7 94.0 83.0 176 1.1
(bal., 95 136 133 9 6.8 95.8 94.2 83.3 185 1.4
k = 2) 90 296 291 11 6.9 95.9 94.1 83.9 260 2.3

85 590 584 11 7.4 97.3 96.1 82.6 338 4.2
80 1247 1237 13 7.7 97.1 95.4 81.9 456 9.8
75 2198 2192 14 8.9 97.7 96.0 82.8 521 23.5

COC 100 53 52 9 6.7 95.2 92.6 84.3 215 1.3
95 53 52 9 6.7 95.2 92.6 84.3 215 1.3
90 53 52 9 6.7 95.2 92.6 84.3 215 2.3
85 109 108 10 8.2 97.2 95.4 85.0 260 7.2
80 200 199 12 7.6 96.3 93.4 83.3 329 14.0
75 520 512 13 8.2 95.7 93.2 82.9 474 54.2

COD 100 0 - - - - - - - 0.2
95 3 3 11 9.7 100.0 100.0 100.0 80 1.6
90 10 9 11 7.5 90.7 91.7 83.6 107 1.5
85 9 8 10 7.9 84.5 81.3 76.1 140 1.6
80 10 9 18 8.9 85.4 82.8 79.0 245 2.0
75 8 7 21 11.2 85.6 84.3 80.9 314 1.6

is given by the number of homogeneous pairs relative to the number of all within-

cluster pairs; the recall values given in the table correspond to absolute numbers of

homogeneous pairs.
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10.5 Results

Table 10.1 summarizes the results of DCE, COC, and COD for different density

thresholds. For DCE, we also list the results with balance constraints (bal.) and

with branching restrictions (k = 1, 2) (see Section 6.4.4). For these constrained

DCE versions, the local maximality of clusters cannot be checked efficiently, due to

similar reasons as discussed in Section 5.5 in the context of the DME algorithm.

Instead, they return all clusters at leaf nodes of the search trees, which can increase

the number of clusters compared with the unconstrained DCE runs.

For 100% density, DCE, DCE (bal.), and COC are all equivalent to the re-

lational data mining setting and therefore yielded the same results. However, for

lower density values DCE and DCE (bal.) are more flexible than the quasi-clique

approach used by COC, so they achieved much higher recall, while precision and

reliability remained in a comparable range. Interestingly, both for DCE and COC,

the average cluster reliability with density threshold 85% was larger than with den-

sity threshold 100%. This can be explained by the fact that, at sufficiently high

density levels, larger clusters are more likely to be biologically significant than small

ones (note that the average number of genes per cluster increased). On the other

hand, a decreasing density threshold allows the clusters to include genes that are

less related. Therefore, the overall pairwise precision of DCE was slightly reduced

when going from 100% to 85% density. In contrast, COC, which applies the more

rigid quasi-clique criterion, kept the precision level. The edge correlation criterion

required by COD is quite restrictive and its search method is not exhaustive, so

the recall was lower for COD. However, while the precision and reliability values

were perfect for a density threshold of 95%, they were considerably below the other

approaches at 85% density.

For density thresholds below 85%, the number of solutions returned by DCE

increased drastically, which came along with an exponential increase of the runtime

(the measurements were performed on a 2.8 GHz processor). The reason for that is

the increasing flexibility of patterns, which leads to strongly overlapping solutions.

The generation of disconnected modules played only a minor role: the runtime and

the total number of solutions dropped by about 10% when introducing a heuristic

rule that prunes at the first occurrence of an isolated instance, which completely

avoids the generation of disconnected modules and might in addition lead to the loss

of connected solutions (Section 6.4.3). The balance criterion reduced the number

and size of modules, but still the result set was much too large to be suitable for

human inspection (also, the Expander tool for enrichment analysis failed); therefore,
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further criteria to restrict the search are needed. For comparison purposes, we again

used the heuristic branching restriction introduced in Section 6.4.4 with values 1 and

2. With this, the performance was competitive with COC and COD. The branching

restriction produced lower recall than the complete search (considering balanced

clusters in both cases), but it could still compete with the recall values achieved by

COC and COD. Furthermore, although our cluster criterion is less restrictive than

the criteria for COC or COD, the clusters were biologically meaningful, achieving

similar levels of reliability and precision. Beside that, DCE is applicable to more

general settings, namely data with an arbitrary number of dimensions, binary or

weighted values, including symmetries or not. As discussed in Sections 5.5 and 6.4.1,

an interesting question for future research would be whether some techniques from

quasi-clique mining can be generalized to these settings and how to combine ideas

from DCE and quasi-clique mining to achieve the most efficient search strategies for

enumerative pattern discovery in different types of data.
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Gene expression data are very helpful in analyzing relationships between genes, for

instance in the form of coexpression links as described in the previous chapter. On

the other hand, they can reveal similarities between different samples and cellular

conditions. One common approach is to investigate groups of genes and groups

of samples simultaneously, by applying biclustering techniques. The motivation

behind this is that samples might exhibit local similarity with respect to a subset

of genes and vice versa. In Section 6.6, we used a small-scale biclustering task with

discrete gene signatures derived from multiple gene expression experiments to study

the runtime behavior of different enumeration strategies. Here, we analyze a large

gene expression dataset using the hierarchical biclustering approach described in

Chapter 7.3.

11.1 Data

We downloaded the microarray data by Schmid et al. [187]1, which contain large-

scale gene expression measurements for the plant Arabidopsis thaliana, covering

22 746 gene probes for 237 samples. The samples represent 79 different conditions,

each of them being measured by three replicates. The conditions are labeled ac-

cording to 8 major tissues, see Table 11.1. As the ground expression level may vary

between different genes, we normalized the expression profiles for each gene by the

median across all samples and then transformed the values by log10; this yielded

relative expression changes in the range from -3.34 to 3.76.

1Available at http://www.weigelworld.org/resources/microarray/AtGenExpress/.

http://www.weigelworld.org/resources/microarray/AtGenExpress/
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Table 11.1: Major tissues and their frequency among the 79 experiments.

Stem 3
Root 7
Seeds 8
Floral organs 10
Apex 11
Whole plant 11
Flowers 12
Leaf 17

Table 11.2: Biclustering versus global sample clustering results for different numbers of sample
clusters c using average linkage (avg.) or complete linkage (compl.). See text for details.

Biclustering approach c = 50 c = 20 c = 10 c = 8
avg. compl. avg. compl. avg. compl. avg. compl.

Adjusted Rand index 0.38 0.41 0.53 0.34 0.57 0.28 0.47 0.25

Statistics for non-base clusters:
No. of clusters 25 26 20 20 10 10 8 8
Maximum no. of samples 44 38 75 71 84 90 84 98
Minimum no. of samples 1 1 1 2 3 3 3 6
Average no. of samples 8 8 12 12 24 24 30 30

Statistics for larger clusters:
No. of clusters 6 2 13 11 9 9 7 8
Average no. of samples 12 12 17 19 26 26 33 30
Average purity (%) 92 88 78 65 88 60 76 59
No. of 100% pure clusters 4 1 6 5 3 1 3 0
Average completeness (%) 92 100 96 83 100 84 100 86
No. of 100% complete clusters 5 2 11 5 9 3 7 3

Global approach c = 50 c = 20 c = 10 c = 8
avg. compl. avg. compl. avg. compl. avg. compl.

Adjusted Rand index 0.33 0.32 0.58 0.47 0.53 0.50 0.53 0.57

Statistics for non-base clusters:
No. of clusters 50 50 20 20 10 10 8 8
Maximum no. of samples 27 27 51 33 66 39 66 60
Minimum no. of samples 1 3 3 3 3 9 9 9
Average no. of samples 5 5 12 12 24 24 30 30

Statistics for larger clusters:
No. of clusters 13 15 15 17 8 10 8 8
Average no. of samples 10 9 15 13 29 24 30 30
Average purity (%) 98 100 89 86 69 75 67 75
No. of 100% pure clusters 12 15 10 9 2 1 1 0
Average completeness (%) 98 100 100 100 100 100 100 100
No. of 100% complete clusters 12 15 15 17 8 10 8 8
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11.2 Sample-Based Evaluation

The preprocessed data were analyzed with the hierarchical biclustering approach

from Chapter 7.3, stopping at different numbers of clusters; in all cases, the total

computation with our C++ implementation took between 7 and 8 seconds on a

2.67 GHz processor. To define the stopping criterion more precisely, let the term

“sample clusters” refer to biclusters that contain sample indices. The process is

halted when the next merge would reduce the number of sample clusters such that

it falls below a predefined value, i.e., base biclusters that contain only gene indices

may still be added to other biclusters even if the critical threshold of sample clus-

ters is already reached. The thus obtained clustering of samples was compared to

the tissue-based partitioning of samples (cf. Table 11.1) using the adjusted Rand

index [94], a very common evaluation measure (e.g., [185, 237]). It is defined by

determining for each partitioning of instances the instance pairs in the same cluster

and the instance pairs in different clusters and computing the overlaps of these sets

between the two partitionings; the measure is adjusted such that perfectly matching

partitionings obtain the maximum value of 1 and the expected value under the hy-

pergeometric distribution is 0. Formally, the adjusted Rand index can be expressed

as follows [224]:
2(AD −BC)

(A + B)(B + D) + (A + C)(C + D)
(11.1)

Here, A, B, C, and D denote numbers of pairs according to the following contingency

table:

Second partition

Pair in the Pair in

First partition same cluster different clusters

Pair in the same cluster A B

Pair in different clusters C D

The upper part of Table 11.2 shows the adjusted Rand index for different num-

bers of sample clusters. The ground truth contains 8 clusters (Table 11.1). In

addition to the average linkage criterion, we tried the very strict complete linkage

criterion to compute bicluster associations. In all cases, the adjusted Rand index was

much greater than 0, indicating that the found clusters at least partly matched the

tissue-based structure of the data. However, for cluster numbers below 50, complete

linkage performed considerably worse than average linkage. One possible reason for

that is the increased probability of outlier values when the clusters grow; the com-

plete linkage criterion will prefer merges with the least extreme outliers, whereas
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average linkage will focus on merges with the greatest average. Application of the

single linkage approach is generally considered to be problematic because a large

association value of a single instance pair is sufficient to merge two clusters, which

can cause chaining effects [152]; here, it led to degenerate clusterings composed of

one large cluster and a set of singleton clusters.

For comparison, we computed sample partitionings via conventional hierarchical

clustering. The similarities between samples were determined as the correlation of

the profiles across all gene probes; this contrasts with our approach, where clustering

of samples emerges through shared sets of upregulated genes. Again, we reported

the results for certain numbers of sample clusters obtained by average linkage or

complete linkage, see Table 11.2 (lower part). The adjusted Rand index was similar

for both linkage types, so the outlier problem described above is less severe in the

global similarity approach than in our local similarity approach. Regarding average

linkage, the two approaches had similar performances across the considered settings:

each of them won twice (once for a large cluster number c, and once for a small c),

and their adjusted Rand index values differed by at most 0.06. The table lists some

further statistics to describe the results. Base biclusters were only present for c = 50;

otherwise, all samples were covered by true biclusters with non-empty sets in both

dimensions of the matrix. The maximum number of samples per cluster was more

moderate in the global approach, i.e., the cluster sizes had smaller variance than in

the biclustering approach.

Furthermore, we evaluated the purity of individual sample clusters with re-

spect to the tissue label as well as their completeness, which corresponds to the

relative number of different conditions that occur with all three replicates in the

cluster. As small clusters are likely to contain just the replicates of one condition,

which have trivially the same tissue label, we restricted this analysis to clusters

with at least four samples; biclusters were additionally required to include at least

four genes. Averages of purity and completeness were computed across all selected

clusters, weighting the individual terms according to the number of samples. In ad-

dition, the table shows the number of 100% pure and the number of 100% complete

clusters. Again, we focus our discussion on the average linkage results. While the

global sample clustering produced better purity values for large values of the cluster

number c, our method achieved higher purity for small values of c (which produce

larger clusters). Both approaches tended to include sample replicates in the same

cluster, which is a sanity check for their usefulness. We also applied another biclus-

tering method, SAMBA [206], which is commonly used in gene expression analysis.

It does not allow to specify the number of clusters; instead, it has a parameter h
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Table 11.3: Sample-based evaluation of SAMBA biclustering results. See text for details.

SAMBA approach h = 3 h = 4 h = 5 h = 6 h = 7
Statistics for non-base clusters:
No. of clusters 108 30 26 25 23
Maximum no. of samples 19 25 27 37 29
Minimum no. of samples 3 4 5 6 6
Average no. of samples 3 9 10 11 11

Statistics for larger clusters:
No. of clusters 8 30 26 25 23
Average no. of samples 7 9 10 11 11
Average purity (%) 93 79 81 80 78
No. of 100% pure clusters 6 9 8 7 6
Average completeness (%) 3 13 18 21 18
No. of 100% complete clusters 0 0 0 0 0

that specifies sizes of sample sets considered for identifying seed biclusters. The

implementation of SAMBA is available as a part of the Expander tool [190]; it

takes only values up to 7 for h because the employed sample subset enumeration

is costly. SAMBA discovers overlapping biclusters, so it does not produce a unique

partitioning of samples. The average purity of larger clusters was similar to the

hierarchical approaches, but replicates of the same condition were often separated,

which is probably partly caused by the fact that the sample clusters are smaller on

average (see Table 11.3).

11.3 Gene Function Analysis

Compared with hierarchical sample clustering, the main conceptual advantage of

biclustering is that it yields for each sample cluster a set of characteristic genes. To

evaluate the predicted biclusters with respect to genes, we performed a functional

enrichment analysis using the Expander tool [190]; the results are summarized in

Table 11.4. In particular, we determined for each setting the number of clusters

that were enriched with at least one GO term; furthermore, we computed the gene-

based reliability of individual clusters (i.e., the largest occurrence frequency of an

enriched term among all cluster genes, see Section 10.4), as well as the number of

enriched terms, and took the average across all clusters; as in the previous section,

we considered only biclusters with at least four samples and at least four genes.

To define the set of enriched GO terms, we tried three common cutoffs for the

empirical p-values. However, the results were quite robust regarding the choice of

the threshold.
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Table 11.4: Gene function evaluation of biclusters obtained with our approach and with SAMBA.
Hierarchical biclustering c = 50 c = 20 c = 10 c = 8

avg. compl. avg. compl. avg. compl. avg. compl.
No. of non-base biclusters 25 26 20 20 10 10 8 8
Maximum no. of genes 288 267 987 6476 5363 6476 5983 6792
Minimum no. genes 1 1 5 9 483 136 604 1115
Average no. of genes 26 20 163 1140 1894 2281 2639 2851

Statistics for larger clusters:
No. of clusters 6 2 13 11 9 9 7 8
Average no. of genes 25 19 212 465 2051 1815 2930 2851
No. of enriched clusters (p = 0.001) 1 1 5 5 9 7 7 7
No. of enriched clusters (p = 0.01) 1 1 9 8 9 9 7 8
No. of enriched clusters (p = 0.05) 2 1 10 8 9 9 7 8
Average reliability (%) (p = 0.001) 15 12 12 16 14 16 13 16
Average reliability (%) (p = 0.01) 15 18 14 15 14 16 14 13
Average reliability (%) (p = 0.05) 15 18 14 16 14 16 14 13
Average no. of terms (p = 0.001) 3 1 7 8 19 24 24 25
Average no. of terms (p = 0.01) 3 3 10 9 21 36 29 27
Average no. of terms (p = 0.05) 3 3 12 11 25 42 33 32

SAMBA biclustering h = 3 h = 4 h = 5 h = 6 h = 7
No. of non-base biclusters 108 30 26 25 23
Maximum no. of genes 1627 1987 1834 1517 1474
Minimum no. genes 713 240 703 601 467
Average no. of genes 1144 1145 1131 1052 991

Statistics for larger clusters:
No. of clusters 8 30 26 25 23
Average no. of genes 1223 1145 1131 1052 991
No. of enriched clusters (p = 0.001) 8 28 26 25 23
No. of enriched clusters (p = 0.01) 8 29 26 25 23
No. of enriched clusters (p = 0.05) 8 30 26 25 23
Average reliability (%) (p = 0.001) 19 18 18 15 15
Average reliability (%) (p = 0.01) 19 18 18 16 16
Average reliability (%) (p = 0.05) 19 17 18 16 16
Average no. of terms (p = 0.001) 18 16 12 13 10
Average no. of terms (p = 0.01) 19 19 19 19 17
Average no. of terms (p = 0.05) 22 20 21 22 20
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Most biclusters containing large gene sets were significantly enriched with at

least one function; in particular, all predicted biclusters for c = 10 and c = 8 in the

hierarchical approach and all biclusters from the SAMBA approach were enriched; in

all cases, the number of genes was greater than 100. In both approaches, the gene-

based reliability never exceeded 20%, and a bicluster contained on average a few

tens of enriched functional categories; this indicates that each bicluster represents

a set of active biological processes rather than one specific biological process. To

investigate whether the assigned functional categories match the tissue annotation

of the biclusters, we examined the biclusters that were 100% pure with respect

to the tissue label. Table 11.5 lists the most significant GO categories for three

pure biclusters generated by average linkage for c = 20 (this setting produced the

largest number of pure biclusters, see Table 11.2; the shown biclusters have the best

enrichment p-values, namely below 0.001). For a bicluster of seed samples, we got

GO terms related to embryonic and organismal development; a floral organ bicluster

was enriched with membrane transport and enzyme activity functions; finally, a

bicluster composed of stem samples yielded cell wall biogenesis and secondary cell-

wall biogenesis as overrepresented categories.

To conclude, our hierarchical biclustering method returned biologically mean-

ingful results despite employing a very simple procedure. Being computationally

cheap, it is suitable for analyzing large datasets. The obtained biclusters can serve

as a basis for further data exploration; for instance, it would be interesting to search

for motifs in the promoter regions of the discovered gene sets in order to reveal

tissue-specific gene regulation mechanisms.
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Table 11.5: Enriched GO terms for 100% pure tissue clusters (p = 0.001). For each term, we show
the number of cluster genes belonging to that category.

Seeds (samples: 15) genes: 438

Seed development - GO:0048316 28
Multicellular organismal development - GO:0007275 49
Embryonic development - GO:0009790 24

Floral organs (samples: 6) genes: 987

Protein amino acid phosphorylation - GO:0006468 82
Transport - GO:0006810 117
Kinase activity - GO:0016301 100
Intrinsic to membrane - GO:0031224 65
Active transmembrane transporter activity - GO:0022804 49
Substrate-specific transporter activity - GO:0022892 66
Transmembrane transporter activity - GO:0022857 70
Secondary active transmembrane transporter activity - GO:0015291 32
Hydrolase activity hydrolyzing O-glycosyl compounds - GO:0004553 38

Stem (samples: 6) genes: 116

Cellulose and pectin-containing secondary cell wall biogenesis - GO:0009834 10
Cell wall organization and biogenesis - GO:0007047 14
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Beside the classical application field of gene expression analysis, biclustering ap-

proaches are useful in various tasks related to systems biology. In this chapter, we

consider bicluster discovery in a context where information on sequence variation is

brought together with gene expression data from human brain. The goal was to find

groups of single nucleotide polymorphisms that are associated with the expression

behavior of a set of genes; on the side of the polymorphisms, additional constraints

have to be taken into account. To tackle this problem, we applied both biclustering

approaches presented in this work: the enumerative approach from Chapter 6 and

the hierarchical approach from Chapter 7. The results were evaluated with respect

to functional annotation of SNPs.

12.1 Motivation

One source of genomic variation in the human population are single nucleotide poly-

morphisms (SNPs), i.e., single positions in the DNA sequence where at least one

percent of the population exhibit an alternative nucleotide. While large-scale SNP

genotyping of individuals has recently become possible and yields profiles with mil-

lions of SNPs [210], the functional roles of most SNPs are still unknown. An ap-

proach to close this gap are association studies [131, 157, 200, 201]. By determining

both genotypic and phenotypic properties of a large set of individuals, they create

a basis to statistically infer relationships between these properties; one common

scenario is to compute associations between SNPs and transcript abundance (i.e.,

expression levels of genes). This is depicted schematically in Figure 12.1. The nu-

cleotide variants of a SNP are called alleles; typically, there exist two alternative

nucleotides; the one that occurs more frequently in the population is called major

allele (denoted by A), the other one minor allele (denoted by a). As human cells

contain two complete genome sequences, one from the mother and one from the

father, the genotype at the SNP locus (genome position) is given by a pair of alleles;

the alleles cannot be traced back regarding their genomic sequence membership, so
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Figure 12.1: Illustration of a SNP-transcript association.

we distinguish three possible genotype states: “AA”, “Aa”, and “aa” The individu-

als can be grouped according to their genotype, and by comparing the three groups

with respect to the expression levels of a certain gene, we can measure to what ex-

tent the transcript abundance is influenced by the genotype. Such an analysis can

assist in deciphering potential functions of SNPs. The problem is computationally

challenging because regulatory relationships can even exist between distant parts of

the genome [157].

The goal of this study was to detect significant association patterns involving

several SNPs and genes at the same time. More precisely, we searched for biclus-

ter patterns in the SNP-transcript association matrix, following the basic workflow

applied in [131] for the analysis of expression regulation in breast cancer. As the

focus lies on effects that are shared across several SNPs or transcripts, the bicluster

analysis is a useful extension of pairwise association analysis for deciphering SNP

functions. In particular, it can also reveal relationships among SNPs and among

genes, and individually weak associations might become significant if they are sup-

ported by several genes and several SNPs. However, artifacts may arise from SNP

loci that are in linkage disequilibrium (LD). Such SNPs tend to be inherited to-

gether, for example due to genetic linkage hindering recombination or due to the

population structure. Consequently, SNPs that are in LD do not add evidence to

a certain association pattern because they behave similarly irrespective of the ex-

istence of functional relationships. To deal with this, we introduced a constraint

forbidding that SNPs with large LD appear together in a pattern, i.e., we set a

threshold for the maximum LD of SNP pairs within a bicluster. Alternatively, one

could cluster the SNPs beforehand according to their pairwise LD values and choose

one representative SNP out of each cluster to perform the further analysis. However,

this leads to a loss of information, whereas in our approach all SNPs are kept so

that the most appropriate SNP can be selected for each association pattern.
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12.2 Data and Preprocessing

For our experiments, we used a subset of the compendium by Myers et al. [157],

which contains SNP profiles and brain expression data of 193 human individuals.

To focus the analysis, we obtained a selection of brain-related genes and SNPs

located in the corresponding genomic regions by personal communication from M.

Specht (Max Planck Institute of Psychiatry, D-80804 Munich); in total, there were

1521 SNPs, and 216 genes that were covered in the expression dataset. From those,

we removed SNPs and genes having more than 5% missing values among the 193

samples. Then, we eliminated extreme outlier values from the gene expression matrix

by considering each gene separately and iteratively applying the Shapiro test (in R);

it computes the probability that the data (here, the expression values across the

individuals) come from a normal distribution. As long as the p-value was below a

threshold of 0.0001, we recursively selected the most extreme value and set it to

NA. This data cleaning step was necessary because otherwise the outliers distorted

the association analysis; typically, they were also strongly linked to some covariate

(e.g., the source of the data samples), thereby obscuring biological effects.

As in [131], we computed a SNP-gene association matrix. For that, we cal-

culated ANOVA-based association p-values between each SNP and each gene; this

was done using the WG-Permer software by S. Ripke (Max Planck Institute of Psy-

chiatry, D-80804 Munich), which is available at http://www.wg-permer.org; the

parameters were set to standard values: minimum SNP call rate 0.1, threshold for

Hardy-Weinberg equilibrium test 10−5, minor allele frequency 0.05. Among the con-

sidered SNPs, 1074 turned out to have association p-values below 0.05 to at least

one of the 134 selected genes. We took the -log10 values of those as entries in the

association matrix; the remaining entries were set to zero. To smooth the distribu-

tion of non-zero entries, we calculated the 0.95-quantile q and set entries above q to

q, i.e., strong outliers were set to the maximum of the remaining entries. Finally,

pairwise LD correlation coefficients for SNPs were determined using the R genetics

package.

12.3 Experimental Approach

To analyze the SNP-gene association matrix, we applied two different techniques for

bicluster detection. First, we used the enumerative strategy explained in Chapter 6,

which finds all submatrices where the average value exceeds a threshold θ · wmax,

http://www.wg-permer.org
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where wmax is the maximum entry in the SNP-gene association matrix. To exclude

undesired artifacts arising from LD, only SNPs with a pairwise LD correlation below

0.5 were permitted to belong to the same bicluster. The integration of this constraint

into the enumeration scheme was done as described in Section 5.7. For the threshold

θ, we tried the values {1.00, 0.98, . . . , 0.90}. As the number of solutions increased

drastically in the last setting, we chose the results with θ = 0.92 for further analysis;

only biclusters including at least two SNPs and at least two genes were reported. As

a second method, we employed the average linkage hierarchical biclustering approach

from Chapter 7, which iteratively combines biclusters to larger ones. To account for

the pairwise LD constraint, we deleted after a merge some newly added SNPs from

the bicluster if the maximum threshold of 0.5 was violated. The hierarchical process

was stopped when the best linkage value sank below r · wmax. We tested r in the

range from 0.9 to 0.3 using decrements of 0.1. For r = 0.5, the biclusters covered a

similar number of SNPs as the enumerative approach (again focusing on biclusters

with at least two SNPs and at least two genes); therefore, we used this setting in

our comparative evaluation.

12.4 Results

We were interested in whether bicluster analysis helps to detect SNPs that have

functional roles. There are many possible ways to define functional SNPs, and it

is difficult to create gold standard sets. In our evaluation, we considered a SNP to

be functional if it lies in a functional genomic region. Such regions are for instance

exons (i.e., the parts of a gene that appear in the mature mRNA, in contrast to

introns, which are removed from the primary transcript by splicing) or sequences

of functional RNAs. For that purpose, we downloaded the exon annotation from

the UCSC Genome Browser [109] and several annotation tracks from the UCSC

Genome Browser for Functional RNA [116], more specifically RNAdb, NONCODE,

partially intronic RNAs (pin RNAs), and totally intronic RNAs (tin RNAs); in

addition, we included ultraconserved regions, transposon-free regions (transp. free),

and indel-conserved regions with p < 0.001 because strong conservation of a region

is an indicator for functional relevance.1

Figure 12.2 shows the number of functional SNPs plotted against the total num-

ber of SNPs ranked according to their occurrence in biclusters. For the enumerative

approach (Enum. Bicl.), the biclusters were sorted by their count-based p-values

1The datasets were downloaded in February 2008.
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Figure 12.2: Comparative evaluation of different strategies to discover functional SNPs.

(Section 6.4.2); then, the SNPs were ranked in the order of their first appearance

in the biclusters; SNPs of the same bicluster appeared in the order of descending

association strength (summed across all genes of the bicluster). In the hierarchi-

cal approach (Hier. Bicl.), ranking was done analogously, except for the sorting of

the different biclusters; as the p-values from Section 6.4.2 require enumeration of

solutions, we used here a simple heuristic criterion inspired by the measure in [16]:

the total weight of the bicluster divided by its cardinality (i.e., the number of its

SNPs and its genes). For comparison, we applied a simple entry-wise analysis of the

association matrix, ranking the SNPs according to the strongest association value

they exhibit. As one can see from the figure, the bicluster approaches performed

better than the simple approach, the hierarchical approach being on top. However,

both bicluster curves are still quite close to the expected number of functional SNPs

when randomly selecting a subset of SNPs, so inferring functional importance of

SNPs from association data is a hard task; furthermore, the data selection and the

limited amount of confirmed functional annotation might bias the evaluation.

In Table 12.1 and Table 12.2, we list the functional hits for the enumerative

bicluster approach and the hierarchical bicluster approach, respectively. Five SNPs

appear in both lists (marked in bold), indicating their significance. They are either

annotated as exons or as totally intronic RNAs, which may act as regulators of

cellular expression patterns [159]. Another interesting question is whether the SNPs

in a bicluster show a specific kind of interaction, meaning that they have a much

stronger effect on the expression if they occur together than can be explained by

their individual contributions. This phenomenon is also called epistasis [43] and
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SNP Rank Functional Annotation
rs6776501 6 indel conserved
rs434082 32 tin RNA
rs1570492 33 transp. free
rs3772069 37 transp. free
rs1047187 40 tin RNA
rs3796504 42 exon
rs2789417 47 transp. free, indel conserved, exon
rs4895642 48 indel conserved, exon
rs4841294 50 tin RNA
rs1051756 56 exon
rs164288 57 indel conserved, exon
rs2817178 58 transp. free
rs369487 61 tin RNA
rs3811888 70 exon
rs3740199 82 transp. free, exon
rs3088365 88 exon
rs3097830 90 tin RNA
rs1051219 107 indel conserved, exon
rs1042113 108 exon
rs739496 115 transp. free, exon
rs1919460 116 rnadb mrna
rs3772479 127 tin RNA, exon

Table 12.1: Enumerative bicluster SNPs with functional annotation. Bold text indicates SNPs
that also occur in hierarchical biclusters (Table 12.2).

could be an indicator for an underlying biological relationship between the genetic

markers. To investigate that, we systematically computed interaction p-values of

SNP marker combinations with respect to the genes of the same bicluster. However,

after correction for multiple testing, the p-values were not significant enough to

comply with standard thresholds. In fact, the bicluster criterion only requires that

the SNPs are associated with the same set of genes, it does not especially favor

interacting SNPs against independent regulatory factors.

Still, a more comprehensive bicluster analysis of association data might reveal

interesting relationships between SNPs, which is a promising direction because direct

approaches to detect SNP interactions are infeasible, in particular with regard to

higher-order relationships. Due to its relatively low complexity, the hierarchical

biclustering approach is suitable to be applied on large-scale datasets.
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SNP Rank Functional Annotation
rs3796504 12 exon
rs164288 13 indel conserved, exon
rs1689512 14 transp. free, pin RNA
rs2298193 15 indel conserved
rs2228315 20 exon
rs10798 26 transp. free, exon
rs2789417 30 transp. free, indel conserved, exon
rs3097830 33 tin RNA
rs716615 36 transp. free
rs3735803 47 indel conserved, exon
rs1044729 50 exon
rs7128926 51 tin RNA
rs1124595 60 tin RNA
rs2230862 67 transp. free, indel conserved, exon
rs4841294 68 tin RNA
rs1891787 74 transp. free
rs2279587 80 exon
rs716417 90 indel conserved
rs12594 99 exon
rs6459166 101 transp. free, indel conserved, exon

Table 12.2: Hierarchical bicluster SNPs with functional annotation. Bold text indicates SNPs that
also occur in enumerative biclusters (Table 12.1).





Part V

Conclusion





13 Summary

Structured data arise in many different application fields. One prominent example

is computational systems biology, where networks represent multiple kinds of rela-

tionships involving genes or gene products. Our cluster detection methods provide

novel approaches to systematically discover interesting patterns in such data.

The main focus of the thesis lies on an enumerative approach to extract dense

clusters from structured data (Part II). In a nutshell, given a set of pairwise or higher-

order relationships between objects as the input, the output consists of all subset

patterns where the relative number or strength of relationships between objects

exceeds a user-defined threshold. While classical set enumeration strategies from

data mining turn out to be inappropriate for this task because they lack effective

pruning rules, the reverse search paradigm provides an elegant way to define an anti-

monotonic search procedure; with that, the time complexity for computing a single

solution is in the order of the input size. In theory, the methodological framework

can deal with a broad class of problems, including pattern mining in graphs or

higher-order tensors with undirected or directed relationships, having weights or

not. In practice, however, the number of solutions can grow prohibitively if there

exist strongly overlapping patterns. Often, external data sources are available and

can help to further restrict the search. We exemplarily discussed possibilities for a

transparent integration of constraints from background information. Furthermore,

alternative search criteria and practical speed-up techniques were presented.

We contrasted the enumerative cluster finding approach with a generalized vari-

ant of hierarchical clustering (Part III). While the enumerative method guarantees

to yield all patterns that satisfy the prespecified interaction density criterion, the

hierarchical method produces sets of disjoint clusters built in a hierarchical way. It

also considers an interaction criterion, by successively merging the clusters with the

largest strength of inter-cluster relationships. We extended this merging strategy

to the bicluster scenario. Also, application to higher-order relations is conceivable;

in this case, however, obtaining well-defined dendogram structures is challenging.

As a biclustering procedure, the approach is very efficient because it constructs
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non-overlapping biclusters based on a local optimality criterion. In that sense, the

enumerative and the hierarchical approach are opposite extremes in the spectrum of

cluster detection methods. Both of them behave in a very transparent way, which

facilitates the interpretation of their results. Most other methods produce results

between those two extremes, making some (often implicit) trade-off between com-

pleteness and efficiency. Our complete enumeration method offers the opportunity to

make this trade-off explicit by pushing some constraints into the search framework.

Both cluster detection methods were tested in real-world systems biology tasks

(Part IV). The enumerative approach proved to be useful in discovering functional

protein complexes based on experimental protein-protein interaction data. We ap-

plied it on data collections from two different organisms, yeast and human, and

compared it with several competitive approaches. The potential of integrative data

analysis was demonstrated by coanalyzing the interaction data of yeast with profiles

of evolutionary conservation and phenotypic properties; as an interesting scenario

for human data analysis, we showed predictions for tissue-specific variants of pro-

tein complexes. Furthermore, we considered the task of revealing functional modules

that are shared across several coexpression networks of yeast genes. Practically, this

was done by representing the input information as a three-way data cube from which

dense patterns were extracted. By that, we successfully retrieved groups of function-

ally related genes; the results were competitive with those of alternative methods.

Third, a large gene expression compendium of the plant Arabidopsis thaliana was an-

alyzed with the proposed hierarchical biclustering approach. In spite of the greedy

nature inherent to the agglomerative clustering paradigm, it detected meaningful

biological structure. In another bicluster analysis problem, we applied both the

hierarchical and the enumerative approach. The goal was to detect functional as-

sociations between single nucleotide polymorphisms in the genomic sequence and

the expression of certain genes. The results differed between the methods, but the

overlap consisted exclusively of polymorphisms in functionally confirmed regions.

Overall, the enumerative cluster mining method is valuable for a systematic

analysis of structured data. The hierarchical biclustering, although simple in con-

cept, can detect interesting patterns in large-scale data and thereby complements

the enumerative method.



14 Discussion and Future Work

We conclude by discussing important aspects of this work and pointing out future di-

rections. First of all, let us emphasize that the proposed approaches are generic and

as such applicable in a large variety of usage scenarios beyond the ones described

in the previous chapters. Staying in the field of biological data analysis, further

use cases could be, for example, the discovery of sequence families based on se-

quence alignment scores [53] and the search for structural subunits of proteins [64].

Higher-order structure mining becomes necessary in gene expression experiments

with additional dimensions like developmental stages, tissues, different populations

etc. [243].

Often, predicted cluster patterns serve as input for further computational anal-

yses. Gene or protein modules, for instance, are typically used for function predic-

tion [193, 197]. Moreover, they can assist in elucidating transcriptional regulatory

networks [154] or in comparing expression states of different cellular conditions [188].

Recently, module-based analysis of biological networks has been exploited to study

the molecular basis of diseases as well as relationships between diseases [204]; fea-

tures derived from network modules can also help to improve the classification ac-

curacy in disease prediction [40]; see [96] for a review on using protein networks to

understand disease. Furthermore, module prediction is an important step in net-

work alignment [211]. In all these studies one should keep in mind that living cells

cannot be described by one static set of modules; rather, there exist multiple levels

of organization [166], and modules change dynamically [8].

Regarding the multitude of module discovery methods, what is the specific

contribution of our approach in these applications? A clear advantage of our enu-

merative method is that it allows for a systematic discovery of dense substructures,

providing the guarantee that no valid solution is missed. This is particularly promis-

ing in studies where multiple data sources need to be combined. The enumerative

framework can integrate arbitrarily many auxiliary datasets, respecting individual

constraints for each of them. From a biological perspective, it is crucial to use as

many data sources as possible to analyze a certain phenomenon. By that, it is



158 14 Discussion and Future Work

possible to draw more robust conclusions, detect context-specific peculiarities, or

focus on new findings. In method development, however, some background knowl-

edge (e.g., Gene Ontology classification) is intentionally left out to use it later for

evaluation. An ideal workflow would start with that, and once a suitable method

has been selected, one would integrate all available knowledge into the analysis and

make new predictions, the most significant of which should be validated by biological

experiments.

Technically, it is important that the predefined characteristics of patterns are

exploited as early as possible during the search in order to avoid the generation

of non-interesting patterns. For the auxiliary data, we introduced some classes of

constraints where this can be easily done. And regarding our main criterion, the

within-cluster interaction density, the method is designed such that pruning is effec-

tive; as we have shown, this framework even works for higher-order cluster analysis.

However, while the density criterion is intuitive and widely used in cluster predic-

tion (e.g., [16, 166]), it has some drawbacks. Namely, for many larger networks

the task of clique finding is intractable because the number of solutions explodes.

As our approach employs a more flexible pattern definition including cliques as a

special case, the problem is exacerbated, in particular for low density thresholds or

higher-order settings. The situation naturally improves if side constraints restrict

the search space. Furthermore, one can introduce probabilistic or heuristic rules to

explore only a subset of solutions; in particular, one important topic for future work

is how to systematically exploit cluster overlap constraints. The hierarchical biclus-

tering approach we presented yields dense clusters that are totally disjoint, but due

to the agglomerative strategy, they might not be the most significant ones. Quasi-

cliques [145, 172] constitute a compromise between the strict clique criterion and the

flexible dense cluster criterion. It is an open question how to search most efficiently

for quasi-cliques in higer-order or weighted data. Possibly, hybrid approaches of

reverse search and neighborhood-based pruning can be developed. Moreover, one

should further investigate the efficient integration of density and connectivity re-

quirements.

Also from a biological point of view, the cluster criterion is open to debate. An

alternative criterion that is often used is the homogeneity of the values within the

subarray corresponding to a cluster [243]. This is a meaningful requirement in some

applications, but it should be noted that in many systems biology scenarios clusters

consisting of entries with low absolute values are not interesting, because low entries

merely indicate the absence of an effect (i.e., such information is biologically rather

unspecific); this introduces some asymmetry into the problem, which should be
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Figure 14.1: Connection subgraph discovered in a protein interaction network of zebrafish provided
by the STRING database (version 7.1) [219], using the method by Koren et al. [126]. The query
nodes are marked as shaded ellipses.

taken into account during the search. Other approaches look for patterns of coherent

evolution [151], i.e., correlated up- and down-behavior in subarrays. In contrast, our

criterion focuses either on strongly positive patterns, or on strongly negative patterns

(in practice, the latter can be achieved by flipping the sign of all data values during

the search). This makes sense in settings where the weight reflects the significance of

an observation or the confidence of a prediction. While we used in our experiments

a default value of zero for missing entries, our method is compatible to be combined

with data modeling approaches that predict missing values in a preprocessing step.

Finally, biologists are most frequently interested in deciphering a small subnetwork

of gene relationships for a specific biological phenomenon, rather than in analyzing

a whole genome network. The area of focus is typically defined by a set of genes that

are known to be key players in a cellular process of interest. There already exist a few

approaches to extract local subnetworks directed by query nodes [56, 86, 126]. An

illustrative example from real-world data is given in Figure 14.1. One interesting

extension would be to find the local module structure around such a connection

subgraph, i.e., its embedding in the global network.

To conclude, the methods presented in this work provide novel ways of pattern

discovery in structured data, which are potentially useful in various systems biology

applications, complementing other approaches. However, systems biology is still in

its infancy and needs further progress in both data acquisition and analysis methods.

It remains an exciting and challenging task to investigate and infer relations between

molecular components and understand how patterns of interaction translate into

cellular functions.
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