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Abstract

Test-Driven Development (TDD) is a style of agile software development that has re-
ceived much attention recently in the software development community.

Agile software development methods stress the importance of software as the most
significantoutputof a development team, leading to a continuous flow of source code
changes. The view on past source code changegasfor a better understanding of
how a team has produced the software is a topic that deserves much more attention than
it has received thus far.

In this dissertation, | claim that an analysis of past software changes can indicate
TDD process violations. | propose a tool to prepare and analyze software changes from
a source code repository. | propose process compliance indices (PCIs) to interpret the
analysis results in order to focus a manual process assessment effort.

This dissertation facilitates a better understanding of how TDD developers change
software, where they are lazy in following the process discipline, and to help them
improve their development practices.

Zusammenfassung

Testgetriebene Entwicklung (engl. Abk. TDD) ist ein Stil agiler Software-Entwicklung,
der in letzter Zeit viel Beachtung erfahren hat.

Agile Software-Entwicklungsmethoden betonen die Bedeutung von Software als
dem wichtigsterProdukteines Entwicklungs-Teams, was zu einer kontinuierlichen Ab-
folge von QuelltextAnderungeniihrt. Die Sicht auf vergangene Quelltéknderungen
alsQuellefur ein besseres Verstehen wie ein Team die Software erstellt hat, verdient viel
mehr Beachtung als sie bislang erfahren hat.

In dieser Dissertation stelle ich die These auf, dass die Analyse vergangener Soft-
wareAnderungen auf TDD-Prozessverletzungen hinweisen kann. Ich schlage ein Werk-
zeug vor, das Softwar@nderungen aus einem Quelltext-Versionsspeicher geeignet auf-
bereitet um sie anschliel3end zu analysieren. Ferner schlage ich Prozessbefolgungs-
Indices (engl. Abk. PCI) vor, um die Analyse-Resultate zu interpretieren und die
manuelle Prozess-Bewertung zu fokussieren.

Diese Dissertation eraglicht ein besseres Verstehen, wie TDD-Entwickler Soft-
wareandern, wo es ihnen an Prozess-Disziplin mangelt und hilft, deren Entwicklungs-
Praktiken zu verbessern.
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Chapter 1

Introduction

Test-Driven Development (TDD) is a style of agile software development that has re-
ceived much attention recently in the software development community. A growing
number of development teams want to apply TDD in order to benefit from its advan-
tages.

1.1 Problem

TDD requires the execution of given practices with high discipline. An agile software
development team, in general, presupposes continuous feedback on many levels. Or-
ganizational tools, such as self-organizing teams and continuous delivery, are feedback
mechanisms that support a high process discipline. Some software tools (e.g. test cov-
erage monitors) serve the same purpose. Those software tools work in-process and
are typically applied by advanced TDD teams. They help a team to improve its TDD
practices alone or with external process mentoring.

An agile team also reflects about its development process at regular intervals in order
to tune and adjust its behaviour accordingly. Project retrospectives help a team reflect
over what has happened and how the work was done. TDD teams aim at improving
their TDD development practices.

The degree of discipline with which developers perform TDD practices impacts on
how the software (i.e. test and production source code in a source code repository) is
changed. This change history of a whole application contains a wealth of information
about what has happened in the past of a TDD project.

The problem is, that this information in past software changes is not leveraged for
process assessment. The picture of what has happened in the past of a development
project stays incomplete. To my knowledge, no prior work has tried to fill this gap.

It is the goal of this dissertation to show that a static analysis of these source code
changes can support TDD process assessment. | explain how to perform such an analy-

1



2 CHAPTER 1. INTRODUCTION

sis and provide tool support for this purpose.

1.2 Proposed Solution

In this dissertation | claim that an analysis of past software changes can indicate TDD
process violations. | propose (and have implemented) a tool to access such software
changes in a source code repository and have analyzed the data. This tool is called
TddMentor. | propose several process compliance indices (PCI) to interpret the analysis
results in order to focus a manual process assessment effort. Figure 1.1 shows the basic
activities and information flows.

Source code Analysis
repository descriptor

v

Delta Analysis <4 TOO.I
extensions
P S
Analysis results
. ¢ J

Interpretation
by process assessor

Figure 1.1:Basic activities and information flowsl'he source code repository is the
primary information source. The analysis descriptor scopes the information for delta
analysis. The analysis results help focus a manual assessment effort.

The source repository contains the required source code revisions and other version
information (such as commit comments and time stamps). TddMentor recreates the
individual integration versions. An integration version is the result of a basic TDD cycle.
The difference between two consecutive integration versions is called an integration
delta. It contains the software changes that were applied during a basic development
cycle.

The analysis descriptor declares the scope of integration deltas to be analyzed and
some other information required for an automated analysis. It must be provided by the
user of TddMentor.

The delta analysis calculates and reports a number of PCls that indicate TDD process
violations. It performs static source code analyses of the software changes in test and
production code.
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The results are provided as time series diagrams for every integration delta within
the analysis scope. For the prototypical implementation of TddMentor, some tool exten-
sions might be necessary to achieve better results. For example, at the time of writing,
the number of detectable refactoring types was biased towards the documented case
studies.

A TDD process assessor is an individual who performs a TDD process assessment.
This individual interprets the analysis results to focus the manual analysis effort of indi-
vidual integration deltas. The analysis results can indicate process violations. However,
although they can help to reduce the manual assessment effort dramatically, these in-
dications are of a heuristic nature and still require human expert judgement. When in
doubt, the process assessor discusses results with the developers.

A major advantage of this approach is that it can help development teams that did not
start with TDD process assessment in mind. It does not require any in-process support
except for the fact that the past software changes must be available and must conform to
some conventions that are described later. To some degree, this proposed approach can
emulate in-process support in retrospect.

Another advantage is that an analysis of past software changes deals with what really
happened. It is less dependent on what the developers think has happened in the past.
The developer’s remembrance could have been biased towards a misunderstanding of
the TDD development practices.

For TDD developers, the source code is the most important process output. It is also
the most important document for analysing the software design. This dissertation opens
up the source code history for reasoning with respect to the TDD process compliance.

TddMentor is a prototypical implementation of the approach proposed by this dis-
sertation. Several case studies show the validity of the research hypothesis.

1.3 Document Structure

This chapter sets the stage for what follows. It describes the problem and the proposed
solution of this dissertation.

Chapters 2 and 3 review the literature concerning TDD, agile software changes and
software assessment to motivate this dissertation’s approach. The goal of this disser-
tation is to support the assessment of TDD. The static analysis of past agile software
changes is the medium chosen to reach that goal. Software process assessments are
diagnostic studies concerning the state of a development process. Software measure-
ments of agile software changes feed the software process assessment. These software
measurements are performed on change data from software repositories.

The research hypothesis is detailed in Chapter 4.

In Chapters 5 through 7, | propose detection techniques, process compliance indices
(PCls), and TddMentor — a tool that implements the proposed approach. Integration



4 CHAPTER 1. INTRODUCTION

(1) Introduction

(2) TDD & (3) Softw.
Agile Design| |Assessment

(4) Thesis

(6) Process (7) Tool
Compliance | |Architecture
Indices & Use

(8) Case
Studies &
Validation

(5) Detection
Techniques

(9) Summary & Conclusions

(A) List of (B) List of
Detected Design (C) Glossary
SW Changes | Principles

Figure 1.2: Dissertation structure.Chapters 1, 4, and 9 are the “fast track” through
this dissertation. Chapter 8 contains some case studies that demonstrate how to use the
proposed tool. Chapters depicted in parallel can be read in any order.
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deltas and safe software changes are reengineered from existing source code reposito-
ries. PCls are software measurements over past integration deltas. They illustrate a
project’s process compliance over time. TddMentor is a plug-in for the tool integration
platform Eclipse.

The case studies in Chapter 8 validate the research hypothesis. Two case studies had
applied a TDD process. One case study serves as a counter-example.

Chapter 9 summarizes the contributions, gives a perspective on future work, and
concludes this dissertation.

Software changes which TddMentor can detect at the time of writing, are listed in
Appendix A. Appendix B lists agile design principles used in the text. A glossary of
technical terms which have not been defined elsewhere is given in Appendix C.

1.3.1 Conventions

Source code examples in this dissertation are written in Java. Most of the examples are
taken from the documented case studies. Source code, code snippets, and XML files are
rendered likeoString()

The names of the refactorings are taken from literature where possible. If a refactor-
ing is not listed somewhere, an intention-revealing name was chosen. All refactorings,
refactoring participants, and change participants are explained in Appendix A. They are
rendered likeextract Method

The safe software changes are calculated from method deltas. Method deltas are
rendered likeRename Parametekll detected method deltas are listed in Appendix A.

TddMentor program component and module names are renderetSik#atcher.

The names of the Java abstract syntax tree nodes correspond to the names inside the
Eclipse Java model. They are rendered in the same way as source codéefbagl-
Declaration ).

In all UML diagrams that illustrate a source code change the following conventions
apply. The same components in different versions are distinguished via a quote char-
acter (') which does not necessarily imply any change. Components that change are
coloured in light-grey, while new or removed components are coloured in dark-grey.

References to online resources or web sites are collected at the end of this document.
Throughout the text they are rendered like [URL:JUnit].



CHAPTER 1. INTRODUCTION



Chapter 2

Test-Driven Development and Agile
Software Changes

This chapter introduces agile software development and Extreme Programming as its
most prominent method (see Section 2.1). TDD (see Section 2.2) is a style of agile
software development that is an integral part of Extreme Programming but can also be
used in other development methods. Source code in TDD evolves by the continuous
application of agile software changes (see Section 2.3).

2.1 Agile Software Development

Agile software development has recently become popufris agile methodology is
best exemplified by the Agile Manifesto [AllO1]:

We have come to value:

Individuals and interactions over processes and tools

Working software over comprehensive documentation

Customer collaboration over contract negotiation

Responding to change over following a plan

That is, while there is value in the items on the right, we value the items
on the left more.

Boehmet al. [BT03] contrast agile approaches to traditional plan-driven approaches
such as SW-CMM (see Section 3.2.1), SPICE, and Cleanroom [Cox90]. Agile method-
ologies have not yet found their way into the so-calimftware Engineering Body of
Knowledgg AMO3], that is under development by the IEEE. The agile movement ad-
vocates more light-weight processes and encourages programmers to embrace change.

1See special issue of IEEE Computer, June 2003, Vol. 36, No. 6.

7



8 CHAPTER 2. TDD AND AGILE SOFTWARE CHANGES

Instead of executing a constant plan, agile teams constantly plan their success in short
cycle times and keep an adaptive rather than a predictive mind-set.

Agile development methods have created a wealth of strategies to respond to change.
Some of the principles which help in this endeavour are “The best architectures, require-
ments, and designs emerge from self-organizing teams” and “At regular intervals, the
team reflects on how to become more effective, then tunes and adjusts its behaviour
accordingly” [AlI0O1]. Agile methods also address evolutionary delivery as one core
practice; an issue typically neglected by plan-driven approaches [Gil96].

The agile movement stresses the importance of the human side of software devel-
opment. While more traditional methods “try to remove the human factors of intuition,
emotion, creative struggle, and conflict from the software process” [CHK agile
proponents promote people as non-linear, first-order components in software develop-
ment [Coc00]. Constant training is as important as regular reflections about their own
work (see Section 3.4.1).

The agile manifesto distinguishes between values (as cited above) and principles that
are based on this value system. The agile software community has explored techniques
to put those principles into practice.

2.1.1 Extreme Programming

Extreme Programming (XP) is the most prominent agile software development nfethod.

XP proponents see four variables to control a software development project: re-
sources, time, quality, and scope [Bec00]. An XP team tries to control resources, time,
and quality. The fourth variable depends on the other variables and cannot be controlled
directly. In practice, this means that an XP team does not have a fixed feature set at the
beginning of a project. New features are added incrementally and the customer regularly
reviews the application to refine the next incremental feature set.

XP teams share the values communication, simplicity, courage, and feedback. XP
developers communicate with the customers in the planning game; using index cards
to plan requirements as so called “user stories”. They communicate very much face-
to-face with each other in a co-located environment and through source code (in the
form of test and production code). Especially the application design but also all other
artifacts have to be as simple as possible. An XP project allows the team members to
courageously work on the application design to make it better and keep it simple. XP
developers seek constant feedback: from the automated tests, from the customer, and
from each other.

An XP team applies twelve practices that interact strongly with each other, e.g. pair
programming, continuous delivery, coding standards, sustainable pace, and Test-Driven

2See the special issue of IEEE Software, May/June 2003, Vol. 20, No. 3 or the IEEE Dynabook about
Extreme Programming [URL:Dynabook].
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Development. While TDD is part of this development method, it can also be used in
other software development methods. It is, however, not considered to be a method in
its own right. Beck [Bec03, p. ix] categorizes TDD as a “style of development”. In the
context of XP, TDD plays an important role:

e The tests are executable specifications of the user requirements,

they give regular feedback to the programmers,

they communicate the intent and use of application features, and

allow courageous refactoring of the code base.

Each integration delta implements a new feature and

adds to the running application as part of each integration version.

This dissertation concentrates on TDD, because the way it is performed by a team is
directly visible in the code base. Practices such as continuous delivery or pair program-
ming cannot be traced easily in the technical artifacts of a project. Also, TDD is applied
in many other agile software development methods, allowing this research to contribute
to a broader scope of projects.

2.2 Test-Driven Development

The basic development cycle of TDD (see Section 2.2.1) demands the creation of auto-
mated tests to drive the implementation of new features (see Section 2.2.2). Continuous
feedback helps the developers to hold up the process discipline (see Section 2.2.3).

2.2.1 Basic Development Cycle

Like other agile software development methods, TDD values “working software as a
primary measure of progress” [All01]. TDD also demands the creation of automated
tests as the primary driver for this working software [Bec03].

The automated tests work on the level of programming units such as methods,
classes and clusters of classes and are therefore calietests The sum of the tests
forms a test harness. st harnessis a system that supports effective and repeatable
automated testing” [Bin99, p. 957]. Creators of a test harness typically choose a testing
framework for the efficient creation and execution of the tests. For the Java program-
ming language, the JUnit [URL:JUnit] framework has become the de facto standard.
All case studies of this dissertation use JUnit (see Chapter 8).
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In his comprehensive book about testing object-oriented systems, Binder [Bin99,
p. 41] states the classical definitionsifftware testings “the design and implementa-
tion of a special kind of software system: one that exercises another software system
with the intent of finding bugs.”

TDD extends the scope of software testing beyond system verification, as described
by Martin [Mar03, p. 23]: “The act of writing a unit test is more an act of design than of
verification. It is also more an act of documentation than of verification”. The evolution
of the name of the approach also reflects the extended scope of the unit tests. TDD was
formerly called “test-first programming”. That name reflected the order in which test
and production code is written in TDD. However, it neglected the most important role
of the tests to actuallgrive new functionality into the application under development
— hence the new name.

The importance of testing for application design has also been observed by oth-
ers. Eickelmanret al. [ER96] demand that “testing be initiated prior to development.”
Beizer [Bei93] observed that “the act of designing tests is one of the most effective error
prevention mechanisms known[...]. The thought process that must take place to create
useful tests can discover and eliminate problems at every stage of development.”

This driving of new functionality into the application goes along with its design
evolution. At any point in time the application design is only prepared for the features
that it already implements. It is not prepared for features that will be added in the future.
Moreover, TDD sets the goal to “always have the simplest design that runs the current
test suite” [Bec00]. This might require the evolution of the application design at the
end of every cycle. Martin [Mar03] lists a number of principles and patterns that are
regarded as good design (see Section 2.3.2). Refactorings can help to actually perform
the necessary design changes (see Section 2.3.4).

All the design changes are reflected directly in the source code. In the mind-set of
TDD, the “source code is the design” [Mar03, p. 87]. Design models such as UML
diagrams might help the programmers when they are designing a new feature into the
application. However, the only really accurate record of the design changes is found in
the source code.

This quest for simple design also implies that the developers “[D]on’t build for to-
morrow” [JAHOO, p. 129]. The application only has to satisfy the test harness and the
design only has to be the simplest design for the current implementation and test har-
ness. This conceptis known as “You Aren’t Going to Need It” [URL:YAGNI] or visible
in the desire to avoid the so-called design smell of “Needless Compléexity”.

The basic development cycle in TDD consists of the following steps [Bec03]:

3A design smells of “Needless Complexity” if “the design contains infrastructure that contains no
direct benefit” [Mar03]. If a developer anticipates future changes to the software, he/she is tempted to
introduce abstractions into the application which are meant to be used later. This adds complexity to the
application which is not needed at that time. The application is therefore harder to understand and more
difficult to change.
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1. Red — Every development cycle starts with a new test. The objective of the test is
to drive the implementation of a new feature. After the implementation of a new
test, the developer executes the test harness to see if the new test fails (i.e. receive
ared light).

2. Green — Make tests succeed with the simplest and possibly dirty implementation.
Maybe duplicate code and violate existing abstractions. The goal of this step is to
make the test harness succeed as quickly as possible (i.e. receive a green light).
Perfective design changes are deferred to the next step.

3. Refactor — Remove duplication and clean the code. Create new abstractions
required by the new test-driven feature. The goal is to evolve the application
design into a good state for the features that have accumulated in the application.
An important observation is that the tests help to achieve a good design. In order
for the units under test to be testable individually, they must be decoupled from
the rest of the application. This is regarded as good design.

In summary, the important observation is the pivotal role of the tests. They trigger
the implementation of new functionality. Also, the application design may only evolve
as part of a basic development cycle because it needs to be driven by the tests.

2.2.2 Interdependence of Test and Production Code

The test and production code is highly interdependent. On the one hand, the tests drive
new implementations of the production code. On the other hand, new tests need to
build their fixtures by using the API of the production code. Also, refactorings of the
application design might also impact the test harness (see Section 2.3.4).

The relationship of automated tests and static analysis of program evolution has
become the subject of active research. The Echelon system can analyse the differences
between two versions in program binaries to help prioritize the automated tests [ST02].
Echelon works on the granularity of building block in binary files. It is part of the efforts
of the Microsoft Programmer Productivity Research Center (PPRC). Their mission is to
increase the programmer test effectiveness. For this, they collect information concerning
development processes and product cycles [Sta03].

A similar approach uses the program dependence graph to find differences between
two versions of a program and to select an adequate subset of the test suite [RH94]. To
compute this subset, it needs an execution trace of previous test runs. This approach,
however, assumes that the modified test sliits a superset of the original test suite
In TDD, test code evolves in the same manner as production code, and this can lead to
structural changes in the tests via refactoring.
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Common to those approaches is the goal to increase the test effectiveness. How-
ever, the concern of this dissertation is to support the understanding of the development
process by leveraging the interdependence of test and production code.

2.2.3 Discipline and Feedback

The dictionary definition of discipline includes both “common compliance with estab-
lished processes” (external discipline) and “self-control” (internal discipline). Boehm
and Turner [BTO3, p. 5] identified this multiple definition as a source of perplexity,
when comparing agile to plan-driven development approaches.

Typical agile methods require a high level of internal discipline [Coc02]. Even tra-
ditionalists such as Paulk assess that “agile methodologies imply disciplined processes”
[Pau02].

This internal discipline has to be applied by the ones who do the actual work in
the TDD project [BB0O3]. The developers have to perform the right activities without
being controlled by management. This contrasts with the external discipline applied by
more heavy-weight methods. For example, the Capability Maturity Model for Software
(SW-CMM) [Hum89] suggests the establishment of a process improvement group that
enforces the external process discipline by setting up project tracking mechanisms.

While agile approaches require a high level of internal discipline, people are very
bad at being disciplined, being consistent, and following instructions [Coc01] [Hig02].
TDD offers many areas that challenge personal discipline, e.g.:

e Every development cycle starts with a test. Not even small additions are allowed
without having completed a test first. This rule may be hard to follow, especially
in cases where a developer very clearly sees the solution but needs to invest much
more time for the creation of a test case first.

e The application may only implement what is needed to satisfy the tests and may
not contain duplication. It is hard to always perform the third basic development
step thoroughly. The tests are green and so why should one bother? Further,
developers might only be tempted to perform code reorganization in a burst if the
signs of decay have grown too big.

e Defect reports usually trigger an investigation for the defect’s reason. Being at
the spot of defect, a developer might be tempted to “fix the bug” directly. TDD,
however, demands the reproduction of the defect in the test harness. dfélies
[JAHOO, p. 161] suggest to talk about Incident Reports, or Customer Information
Requests instead of defects. They treat the defect resolution as regular develop-
ment activity, applying the basic development cycle which includes the writing of
a test first.
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Agile approaches apply a rich set of feedback mechanisms that help to maintain a
high level of discipline; they also help the developers learn from their own errors. TDD
can be used for Extreme Programming (see Section 2.1.1) that explicitly encourages
regular feedback on all activities. Section 3.4 discusses TDD process assessment that
provides feedback to prevent discipline decay.

2.3 Agile Software Changes

Changing software is perhaps one of the most fundamental activities in software engi-
neering [EGK 02]. Traditionally, software changes fall into one of several categories
(see Section 2.3.1) and are seen as part of a system’s maintenance phase. In agile soft-
ware development, design (see Section 2.3.2) is the result of an evolutionary process
(see Section 2.3.3) which applies unsafe and safe software changes (see Section 2.3.4).

2.3.1 Taxonomy of Software Changes

Traditionally, software changes during system maintenance fall into one of the follow-
ing categories [AGM87], [Swa76]Adaptive changeadapt a system to a new context
(e.g. operating system chang®@grfective changeare intended to improve the design,
usability or non-functional characteristics of the systé&borrective changefix faults
in the system. This taxonomy emphasises the intention of a software change.

Newer definitions extend this notion IBxtending change$at extend the function-
ality of an existing system arféreventive changdbat prepare a system for future needs
[DumO0Q].

The remainder of this section discusses these categories of software changes in the
light of TDD and discusses related work.

Adaptive changes

Making a software system available for end users requires roughly three stegs: (1)
velopmentvhich creates the application software, @ploymentvhich moves the ap-
plication onto the production environment, and p8)ductionwhich ensures the avail-
ability of the software system to the end user.

TDD, as a development style, does not deal with production and deployment. A
development method such as Extreme Programming (see Section 2.1.1) cares about the
continuous deployment of the application under development, however, TDD develop-
ers seek continuous feedback from production and deployment because their goal is
to produce a running application. This feedback contains changes of the production
environment that have to be respected in the development environment.
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Perfective changes

Perfective changes are intended to improve the design, usability or non-functional char-
acteristics of a system.

Improving the design is clearly part of the third basic development step in TDD
(see Section 2.2.1). Such changes are constantly performed on the application under
development. They would not be performed without the prior introduction of some new
feature. In theory, after each basic development cycle, the application should have a very
good design and therefore such design-perfecting changes cannot occur in a stand-alone
like fashion.

Reports from practice, however, indicate that sometimes such phases are necessary.
In particular, inexperienced teams seem to have problems performing all the perfective
changes, along with the other change activities, as part of the basic development cycle
[BCO1].

Improving the usability or non-functional characteristics of a system would be seen
as new feature requests. Such requests would have to run through the full basic develop-
ment cycle. In the TDD sense, such changes are seen as extending changes (see Section
2.3.1).

All new features have to be driven by tests. In practice, this point of view is not
always as easy. Testing some non-functional characteristics might be prohibitively ex-
pensive; for example, some errors in concurrent programs. Link aitdi€n [LFO3]
assess that sometimes a literature study adds more to error prevention in concurrent
programs than non-deterministic test suites.

Corrective changes

Corrective changes are meant to fix faults that have been documented in defect reports.
A TDD team takes such defect reports as regular feature requests that run through the
basic development cycle. Some TDD proponents even discourage the term “defect re-
port” in favour of descriptions such as “Incident Reports”, or “Customer Information
Requests” [JAHOO, p. 161]. While this point of view has its own justification, TDD can-
not ensure an error-free application. A test-driven application has to “green-bar” against
the test suite only.

In practice, bug reports and feature requests are often stored in the same repository.
See, for example, the Eclipse bugzilla defect database [URL:EclipeBugs].

From the point of view of the analyses proposed by this dissertation, corrective
changes are indistinguishable from other changes. A new test reproduces the race con-
dition and drives the corrective changes into the system.
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Extending changes

Extending changes add new functionality to the system. The basic development cycle
(see Section 2.2.1) ensures that for every new functionality, new tests have to be created.
Those tests actually drive the new functionality into the application under development
and cause the extending changes in the production code. Occasionally, new or extended
abstractions (or design closure) result from these extending changes.

The termextendings ambiguous with respect to the Open-Closed principle (OCP).
The OCP states that objects should be open for use but closed to further modification
(see a detailed discussion in Section B.2). Extensions, in the sense of this taxonomy,
can be either closure-preserving, closure-violating, or closure-extending. Note, that
closure-preserving changes extend software entities while staying inside the given de-
sign closure. Closure-violating changes modify existing software entities and violate
the existing design closure. Closure-extending changes extend the existing design clo-
sure so that future changes of the same kind can stay inside the design closure by simply
extending the existing software entities.

Extending changes have to be performed very carefully, in order not to cross the
border to preventive changes, as discussed next.

Preventive changes

Preventive changes prepare a system for future needs. To TDD developers, they are like
a “red rag”. TDD demands to have the simplest design that fulfills the current test har-
ness. Everything on top of this simplest design would smell of “Needless Complexity”.

For a TDD team, having the simplest design at any point in time is the best prepara-
tion for fulfilling future needs. Unless the customer explicitly specifies such preventive
changes, a TDD developer does not try to predict the future.

Related Work

The seminal empirical work in the area of software evolution is by Belady and Lehman
[BL76]. They studied 20 releases of the OS/390 operation system. Their observations
at that time and later [LP80], [MD®7] led to the postulation of “laws” of software
evolution dynamics: Continuing Change, Increasing Complexity, Self Regulation, Con-
servation of Organizational Stability, Conservation of Familiarity, Continuing Growth,
Declining Quality, and Feedback System (in order of publication). The authors and oth-
ers have provided data to validate these laws. The last law “Feedback System” stresses
the importance of feedback loops to achieve significant improvement over any reason-
able base. This observation of Lehman matches the aggregation of some agilists that
agile software development is “about feedback and change” [WCO03]. Lehman’s more
recent FEAST project [MDJ97] seeks to understand those feedback loops better in
order to improve existing software processes.
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Basili et al. [BBC"96] examined 25 software system releases of 10 different sys-
tems at the NASA Goddard Space Flight Center. One focus of the study was to assess
the effort distribution for individual maintenance activities and for maintenance activi-
ties across the projects. The study used the taxonomy of Swanson, as described above,
to categorize the change types. The goal of the study was to estimate the cost of main-
tenance releases of the software system. The study argued against small releases in the
context of the software development environment. Methodologically, the authors as-
sessed that “the combination of qualitative understanding and quantitative understand-
ing has been invaluable.”

Eick et al. [EGK'01] assessed code decay in large software systems by analyzing
past change management data. In their conceptual model for code decay, a unit of
code is termed “decayed” if it was harder to change than it should have been. They
defined code decay indices (CDIs) which quantify symptoms or risk factors or predict
key responses. The process compliance indices (PCIs) of this dissertation (see Chapter
6) are similar to CDIs in the sense that they quantify symptoms found in past change
data. However, the PCls support a TDD process assessment whereas the CDIs point to
code units that need rework.

Kemerer and Slaughter [KS99] extracted a large number of software change event
descriptions from histories or logs that were written by maintenance programmers each
time they updated a software module in the application. They proposed a classifica-
tion scheme similar to this taxonomy with more specific subcategories in each change
category. The objective of their research was to provide data for an evaluation of exist-
ing scientific theories regarding software evolution (e.g. Lehman’s “laws” of software
evolution). They envisaged, that an understanding of software changes over time could
inform current maintenance and development practice — however, they did not provide
concrete advice in that respect. Kemmerer and Slaughter and others [BR0OO] point out
difficulties in the collection of data concerning software evolution and the “lack of much
existing theory and models” [KS99].

Lanza [Lan03] proposes a polymetric-view called evolution matrix to visualize soft-
ware evolution. Lanza describes several specific patterns concerning how classes evolve
over time. This technique can provide a fast, high-level overview of an application’s
evolution history.

In summary, all presented approaches analyze types of software changes on different
levels of granularity in time. They all share the desire to improve understanding and
hence improve software development processes by providing general advice to software
developers. However, all described approaches fall short in giving specific technical
recommendations in sufficient detail, as proposed by this dissertation.

This revision of software maintenance activities, in the light of TDD, supports the
statement that “Software Maintenance Is Nothing More Than Another Form Of Devel-
opment” [SKNF99]. TDD is a development style of continuous maintenance; therefore
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the study of maintenance activities can support a TDD process assessment. The process
compliance indices proposed in this dissertation give specific quantitative guidance to
focus the qualitative work of a process assessor (see Section 3.1).

2.3.2 Agile Design

In the view of agile software developers, “the source code is the design” [Mar03, p. 87];
however, this thinking might not be shared by the broader software engineering commu-
nity. Jack Reeves [Ree92] has already explored this idea in 1992 in his article “What Is
Software Design?”. He concluded that “the only software documentation that actually
seems to satisfy the criteria of an engineering design is the source code listings”. For
the practice of agile software development, this means that (1) only the source code can
give definitive answers on any design question and (2) all design activities are directly
reflected in the source code. Software development is seen as “mainly a design activity”
[McBO03, p. 96]. This attitude concerning design does not mean that more traditional
design approaches should be neglected. Agile developers just take a different view on
these approaches.

Design patterns solve common problems in object-oriented design [GHJV95]. They
capture good designs that have stood the test of time in solving problems that keep reap-
pearing, independent of the external context. Traditionally, design patterns are designed
into the system design. Design pattern collections, in the form of books [BMR
[CS95b] or online catalogs [URL:J2EEPatterns] [URL:Hillside], provide a simple path
from problem to solution. The observation can be made that developers put design pat-
terns into the system’s design with a mind-set that these design patterns will anticipate
future needs automatically. This often leads to overly complex designs with too many
abstractions that will not be needed. If the future needs are not known for sure, needless
design pattern adoption complicates the design and constrains the ability of the appli-
cation under development. Another problem is that an initially well-factored design
pattern implementation might subsequently decay in response to future extensions or
bug fixes to the application. In other words, design patterns are often put into a sys-
tem design to solve a problem that does not initially exist and hence they then become
the problem. The design pattern community has addressed thi$ Isguelvocating
piecemeal architectural growth [Cop99].

In TDD, design patterns are the result of continuous refactoring [Ker04]. In that
sense, refactoring is seen as a type of design [Bec03]. An agile developer does not
put design patterns into the system in the same manner as design pattern snippets into
an UML diagram — calledip-front desigrnfWak03]. Instead, design patterns emerge
slowly from simple implementations which satisfy the test cases to abstractions that

4See special issue of IEEE Software about Architecture and Design, September/October 1999, Vol. 16,
No. 5
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extract duplication from simplistic production code — caltedergent desigfwakO03].

Also the TDD community regards design patterns as elements of good design. However,
they are only included in the system design if they solve a problem that is visible in the
code after the second basic development step.

The system design is the result of the application of a set of design principles that
are described for object-oriented software — possibly leading to design patterns. Those
design principles are the products of software engineering research and practice. Agile
software development adopted these principles for meeting the challenge to create the
simplest design that fulfils the current user requirements, which are manifested as tests.

One example is the Open-Closed principle (see Section B.2): “Software entities
(classes, modules, functions, etc.) should be open for extension but closed for modifi-
cation.” [Mey97] For developers that work test-driven, this means creating abstractions
in the system that allow the closure-preserving extension of software entities in the sys-
tem, as demanded by tests. The design closure should be closed against those kinds of
changes that have not yet been demanded by the test harness.

The application of the design principles is triggered by a set of design smells [Mar03,
p. 85]. Design smells are comparable to code smells [Fow99, p. 75] that trigger the
application of refactorings. In TDD, code and design smells are the result of a quick and
dirty implementation in the second basic development step (see Section 2.2.1). The third
step is concerned with cleaning code and design and therefore involves an evolution of
the system design.

In order to know which changes are likely as soon as possible, an agile development
team tries to simulate changes. One possible process looks like this [Mar03, p. 105]):

e Write tests first. Testing is one kind of usage of the system. By writing test first
we force the system to be testable. Therefore changes in testability will not come
as a surprise later.

e Develop using very short cycles — days instead of weeks.

e Develop features before infrastructure and frequently show those features to stake-
holders.

e Develop most important features first (which might be subject to change as well).
e Release early and often.

Strikingly, this process resembles the basic development cycle of TDD. The main
difference is that Martin proposed an order on the sequence of requirements. TDD does
not cover the area of requirements management. It is just a style of development to
implement a given sequence of requirements.

In summary, in agile development the design is always as good as possible to fulfil
the current requirements. The requirements are the sum of individual change requests
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that have accumulated over time. In other words, the design is closed to the changes
that have already occurred. The design cannot be closed to future changes. When these
occur, the agile developer extends the design closure to fulfil the changed requirements.
Typically, this means putting a new abstraction into the system that has not been there
previously. This view of software development as continuous design effort might pre-
vent a team from having to rebuild the system every few years, as recommended by Fred
Brooks [Bro95].

2.3.3 Evolution of Code Base

The code base constantly changes over time. Every basic development cycle results in
a set of changes on the local copy of the code base. Those changes are comprised as a
single integration delta. This integration delta is integrated into the common code base.
The result is the next integration version. This is the starting point for the subsequent
development cycle.

Definition 2.1
Integration delta is the summary of the code changes of one basic devel-
opment cycle to implement a feature.

Integration version is the state of the code base at the end of each basic
development cycle.

Figure 2.1 shows an example of the code base evolution of the Money Example case
study (see Section 8.1).

The Money Example is taken from [Bec03]; its integration deltas were entered man-
ually into a version control system. For the other case studies in Chapter 8, the integra-
tion deltas were reengineered directly from the commit log of the underlying version
control system. As the case studies show (see Section 8.4), this is a valid approach.

An integration delta is the implementation of a feature that is added to the code base
through a basic development cycle. Eisenbattlal. [EKS03] also tried to find fea-
tures in source code; however, their approach was completely different. They combined
dynamic and static analyses in their calculations; this approach runs execution profiles
for usage scenarios of a program. Using concept analysis, they calculated the computa-
tional units that contributed to the implementation of a feature. It might be worthwhile
to compare their results to our more simple approach, which is based on a system’s
integration history.

2.3.4 Safe Software Changes

Safe software changes in the context of TDD are changes to an application under devel-
opment that do not need to be validated by tests. In general, refactorings are such safe



20 CHAPTER 2. TDD AND AGILE SOFTWARE CHANGES
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Figure 2.1:Evolution of Money Example code bagategration deltas merge into in-
tegration versions over time. Each integration delta contains the changes of one basic
development cycle. The integration versions represent the developer’s view on the code
base between each cycle.
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software changes [Wak03, p. 7]. The discussion amongst TDD experts about when a
software change is regarded as safe and thus does not need a test has not yet come to an
end® The remainder of this section discusses a number of safe software change types.

Refactorings

A refactoring “is the process of changing a software system in such a way that it does
not alter the external behaviour of the code and yet it improves its internal structure”
[Fow99]. The key idea here is to redistribute classes, variables and methods in order
to facilitate future adaptations and extensions [MDB]. In essence, refactorings im-
prove the design of existing code [Wak03] [OJ90] [Opd92].

Refactorings are a very important tool in TDD because they provide a structured
way for the evolutionary design changes in the third step of the basic development cy-
cle. TDD extends the notion of refactoring in an important way. A refactoring in the
traditional sense “cannot change the semantics of the program under any circumstances.
In TDD, the circumstances we care about are the tests that are already passing” [Bec03,
p. 181]. In other words, in TDD a refactoring has to pass with respect to the existing
tests, whereas in general a refactoring has to pass with respect to all possible tests.

Definition 2.2
Refactoring is a semantic-preserving change with respect to the test har-
ness.

For example, thdVlove Methodrefactoring (see Section A.1.6) is triggered by the
smell that a method “is, or will be, using or used by more features of another class than
the class on which itis defined.” [Fow99, p. 142] Listings 2.1 and 2.2 are taken from the
QDox case study (see Section 8.2) and show a method before and after this refactoring.

Listing 2.1 (Method before refactoring)
public class JavaClass {

private boolean isPropertyAccessor(JavaMethod method) {

if (method.getName().startsWith("is")) {
String returnType = method.getReturns().getValue();

SFor a lively discussion see for example [URL:WikiUT]
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The isPropertyAccessor() method is moved from the source clasava-
Class ) to the target classl@vaMethod ). References to entities of the source or target
class have to be adapted. Possibly a new parameter that references the source class in-
stance needs to be introduced. However, an existing parameter that references the target
class instance can be deleted.

Listing 2.2 (Method after refactoring)
public class JavaMethod {

public boolean isPropertyAccessor() {

if (getName().startsWith("is")) {
String returnType = getReturns().getValue();

Appendix A contains a list of refactorings referenced in this dissertation.

As discussed in Section 2.2.2, test code and production code are highly inter-depen-
dent. Therefore a refactoring of production code might require the refactoring of test
code as well, if the refactoring affects code that has been called from the tests. This
would invert the order of changes in terms of the production code driving test code.
Therefore some authors propose performing refactorings in the test code first [Pip02]
[Pip03] [DMO02]. Either way, test code and production code have a strong relationship
which is sometimes visible within the refactorings. From a retrospective point of view,
it is not possible to decide what has changed first — in the context of this dissertation,
that order is irrelevant.

Refactoring participants

Sometimes, refactorings cause other methods to change as well. These other methods
might not count as refactorings but rather as refactoring participants.

An example should help clarify the concept. Listings 2.3 and 2.4 show a refactoring
participant before and after a change. The code is taken from the QDox case study (see
Section 8.2).

Listing 2.3 (Refactoring participant before method move)
public class JavaClass {

private void initialiseBeanProperties() {
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if (isPropertyAccessor(method)) {
String propertyName = getPropertyName(method);

Now the methodssPropertyAccessor() andgetPropertyName() move to
the classlavaMethod — driven by a test in the current integration delta. This means
that all clients of these methods have to change. In this case, the two method calls need
an additional qualification to an instanceJalvaMethod .

Listing 2.4 (Refactoring participant after method move)
public class JavaClass {

private void initialiseBeanProperties() {

if (method.isPropertyAccessor()) {
String propertyName = method.getPropertyName();

Refactoring participantscapture such changes; within this dissertation these are
regarded as safe changes.

Definition 2.3
Refactoring participant is a method that has to change, because a rélated
method undergoes a refactoring.

Change participants

Not only refactorings can cause other methods to change. A test of an integration delta
can drive the signature change of an API method. The changed method is covered by
the test but not all clients of that changed method are necessarily covered by tests of the
current integration delta.

An example should help to clarify this concept. Listings 2.5 and 2.6 show a change
participant before and after a change. The code is taken from the QDox case study (see
Section 8.2).

SEclipse provides an API for rename refactoring participants. Contributed plug-ins can register for
Java-like artifacts (e.g. Java Server Pages) to be informed when a related Java class undergoes a rename
refactoring. They can then apply this rename refactoring to the identifiers in the Java-like artifact.

’See definition of relationship in glossary.
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Listing 2.5 (Change participant before change)

public boolean isA(String fullClassName) {
Type type = new Type(fullClassName, 0, getParentSource());
return asType().isA(type);

Now the third parameter type to the constructorgie changes frordavaSource
to JavaClassParent ~ — driven by a test in the current integration delta. This means
that all clients of the constructor have to change. In this casedeRarentSource()
to this

Listing 2.6 (Change participant after change)

public boolean isA(String fullClassName) {
Type type = new Type(fullClassName, 0, this);
return asType().isA(type);

Change participants capture such changes. In general, change participants cannot
be regarded as safe. The change patrticipant in this example is taken from practice and
was regarded as a safe software change by its developers, who are TDD experts. Only
the invocation argument changed — the remaining method stayed unchanged. Within
this dissertation, such a change participant is regarded as a safe change. It is actually
the only change participant type for which TddMentor implements detection code. Itis
an open question if other types of safe change participants exist.

Definition 2.4
Change participant is a method that has to change, because arelated method
changes and that related method is covered by tests.

A refactoring participant is some kind of change participant. It differs in the fact
that the inducing method itself was undergoing a refactoring — not only some change.

Accessors

Accessors are methods that get and set a specific instance variable. Listing 2.7 shows
an example of a pair of accessors for the variaiobeunt .

Listing 2.7 (Accessor methods)
public int getAmount() {
return amount;

}

public void setAmount(int value) {
amount = value;

}
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In the context of this dissertation, | have assumed the creation and modification of
accessors to be safe. Accessors play an important role in the calculation of some process
compliance indices, as discussed in Section 6.2.

Technical Methods

Some Methods are needed for the sake of easier development. For example Beck
[Bec03, p. 47] writes aoString() method without a test. This method enables the
debugger in an IDE to print the value of a variable in a comfortable way. This method
does not need to be tested. However, he does note this as an exception.

| use the termtechnical methodfor such method&. In the context of this disser-
tation, | have assumed the creation and modification of technical methods to be safe.
Technical methods play an important role in the calculation of some process compli-
ance indices as discussed in Section 6.2.

2.4 Summary

This chapter has presented Test-Driven Development as a style of agile software devel-
opment. TDD is an evolutionary process of applying agile software changes that are
driven by tests. The developers have to be very disciplined in performing given TDD
development practices. The next chapter introduces assessments that help keep up a
high process discipline.

8Some developers prefer the term “tool method”.
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Chapter 3

Software Assessment

Weinberg [Wei93] describes a cybernetic model of a software development project. For
Weinberg, cybernetics is the science of aiming, i.e. of how to best follow a running tar-
get. As shown in Figure 3.1, a software development system produces the software and
other outputs (e.g. greater competence with a specific technology, etc.). The controller
can change the incoming requirements and resources. This input can range from phys-
ical resources such as computers to training courses. The feedback mechanism allows
observation of the actual state of the software development system.

Controller's
Requirements
,7 Controller
<_
(change)
i ] Feedback
Reqwrements‘
(change)
Resources Software »Softw are
development R

Randomness ——p system » Other Outputs

Figure 3.1: Cybernetic model of a software development project. Feedback allows to
control the software development system [Wei93].

The importance of feedback in order to allow control and thus to make orderly
progress is widely accepted [HSW91] [Bro95, p. 121] [Dem82b]. This chapter ex-
plains a number of techniques that have emerged over time that enable the retrieval of

27
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feedback from an actual software development system on the performed process and the
produced artifacts.

Software process assessment (see Section 3.1) is a structured approach for studying
the methods, tools, and practices used in a software development system. Software met-
rics (see Section 3.2) express process and product attributes in numbers. Methods and
techniques for software inspection (see Section 3.3) help understand and improve exist-
ing source code and development practices. All these disciplines find their application
in TDD process assessment (see Section 3.4).

3.1 Software Process Assessment

No matter how much a programmer is aware of the development process — he/she al-
ways executes a process to produce artifacts [McC93]. Software process assessments
study the methods, tools, and practices used by human beings for creating software
[Jon00, p. 21]. These assessments are normally carried out on-site by independent or
in-house process assessors. Process assessors normally gather the assessment data by
means of structured interviews with managers and technical personnel. Gathering as-
sessment data can also involve code inspections (see Section 3.3).

One goal of a process assessment is to identify an organization’s capability of pro-
ducing high-quality software or simply the current state of a development project.

The Capability Maturity Model for Software (SW-CMM) is one such approach at
the organizational level. It was defined by the Software Engineering Institute (SEI) to
evaluate software organizations with respect to their capability to produce high-quality
softwaré [Hum89] [Hum98a] [PM90]. It defines five stages of process maturity: initial,
repeatable, defined, managed, and optimizing [PWC95]. A SW-CMM assessment by an
external assessor can lead to the certification of an organization’s SW-CMM level.

The Capability Maturity Model Integration (CMMI) extends the SW-CMM concept
for engineering processes in general [CMMO02]. It has added several process areas that
encourage agility and customer collaboration [BTO3].

Similar to SW-CMM is Software Process Improvement and Capability Determina-
tion [URL:SPICE]. It is a major international initiative to support the development of
an International Standard for Software Process Assessment [ISO98] [ISO03].

Process assessments for individual development projects often involve project re-
views or retrospectives [Ker01]. Such retrospectives can be part of a continuous learn-
ing experience [Ker04]. A different form of process assessment is applied by in-process
mentors that accompany a development team for some time. Their goal is to identify

“The US Air Force asked the SEI to devise an improved method to select software vendors. [...]
A careful examination of failed projects shows that they often fail for non-technical reasons. The most
common problems concern poor scheduling and planning or uncontrolled requirements.” [Hum98a]
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weaknesses in the development practices and to improve the pfocess.

The objective of process assessments is to assess the quality of a development
process. The reason for performing process quality ensuring activities is the belief that
a high-quality process leads to a high-quality product [Som92, p. 592]. Assessing the
compliance to defined development practices is an important part of the quality ensuring
activities for TDD.

A process assessment is a diagnostic study and is therefore no therapy in itself. It
can identify and rank problems that need to be solved and hence can lead to a successful
therapy program. Assessing an organization’s software process before launching an
improvement effort is crucial [MPHNO2, p. 185]. A process assessment is typically
embedded into a software process improvement effort as depicted in Figure 3.2. For
example, the Software Engineering Institute provides a handbook for software process
improvement with SW-CMM as assessment method [McF96]. The first step of any
process improvement effort is to diagnose the problems in the current set of practices
[Jon0O0, p. 38] [MPHNO2, p. 185].

Identify and
prioritize
improvements

Build
diagnostic
competence

Take action
to improve

Diagnose
problems

Software development
practices

Figure 3.2:Basic Software Process Improvement cy@aftware process assessment

is typically embedded in a broader process improvement effort. Software Process Im-
provement should focus on problems that are perceived in the current process. (Adapted
from [MPHNO2])

The diagnosed problems can either be driven by actual needs of the project’s stake-
holders or they can be driven by weaknesses within the performance of the development
practices.

2Companies such as ObjectMentor have built a business model on providing development teams with
Extreme Programming transition mentors and coaches.
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TDD defines a set of practices. Failure to comply with these practices can at least
limit the advantages of this development style. The approach proposed in this disserta-
tion has concentrated on this second type of problem — the identification of problems
in the performance of given practices.

Tool Support

Software process measurement tools support software process assessment. Most current
tools concentrate on process attributes that are not measurable automatically. Thus, to
a large extent, process measurement tools offer entry, calculation, storage and visual-
ization of process assessment data [Sim01, p. 38]. Even worse, most development or-
ganizations do not even bother to collect quantitative data during software development
[Jon00, p. 34]. This dissertation proposes a tool that measures, automatically, some
of the process attributes from past source code changes in order to support a process
assessment (see Chapter 7).

3.2 Software Metrics

DeMarco [DeM82a, p. 3] observed that “You can’t manage what you can’t control, and
you can’t control what you don’t measure.”

The term software metric refers to any measurement related to software development
[McC93]. Metrics are defined for measuring the software development process and the
software product [Bal98] [Pow98]. They are defined to map certain software properties
to numbers [DD99]. However, as Balzert [Bal98, p. 232] notes, software metrics can
only hint at possible anomalies (in a negative or positive sense). If used wrongly, metrics
can do more harm than good, such as when developers start to optimize the numbers
instead of following the goal for which the metrics provide the numbers.

Control and Predictor Metrics

Sommerville [Som92, p. 598] sees two kinds of metrics. Control metrics measure
process attributes to control the development process (e.g. effort expended and disk
usage). Predictor metrics measure product attributes in order to predict associated prod-
uct quality (e.g. complexity metrics for estimating the maintainability of a program).
Figure 3.3 shows those two metrics in the context of a development project.

Metrics Based on Kind of Entity

Another possible software metrics classification is the kind of measured entity. This
comprises conceptional entities (e.g. processes), material entities (e.g. persons), and
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e A\
Software Software
L prociess ) proiuct
Control Predictor
metrics metrics
e A\
Management
decisions

Figure 3.3:Predictor and control metricsControl metrics measure process attributes to
control the development process. Predictor metrics measure product attributes to predict
associated product quality. [Som92]

ideal entities (e.g. programs) [FP96]. Accordingly, there are three kinds of software
metrics:

e process metrics — for software changing activities
e resource metrics — for process-supporting resources

e product metrics — for artifacts created by the development process

Connecting Measured to Controlled Entities

The two types of metric classifications suggest two dimensions of software metrics.
The vertical axis identifies the entities that aneasured The horizontal axis identifies

the entities that areontrolled The metrics of Fenton and Pfleeger cover the vertical
axis. The metrics of Sommerville connect entities on the vertical axis to entities on the
horizontal axis as shown in Table 3.1.

Control process  Control product  Control resources

Measure Process Control metrics “Conway’'s law”  Control metrics

Measure Product Process compli- Predictor metrics  Predictor metrics
ance indices

Measure Resources Control metrics Control metrics

Table 3.1:Measured versus controlled entitid3ifferent metrics cover different aspects
in connecting measured entities to controlled entities, as explained below.
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Control metrics measure the development process and the resources needed to per-
form the process. Their goal is to optimize both the process and the resource con-
sumption. Predictor metrics measure the produced artifacts in order to predict their
behavioural attributes, possibly leading to product changes. One goal of such a product
optimization is to minimize future maintenance efforts; hence to control the resources
at a future point in time. Another goal of such product measures could be to quantify
developer expertise [MH02] and hence optimize the selection of development resources.
Conway'’s Law states that a system’s architecture will mimic the organization that built
it. In other words — if you have three teams building a compiler, you will get a three-
pass-compiler [Con68] [Bro95]. Coplien [Cop99] observed that “[a]rchitecture is not
so much about the software, but about the people who write the software.”

This matrix that connects measured entities to controlled entities has two gaps.
Process compliance indices, as proposed in Chapter 6, fill one of these gaps. They pro-
vide the means to measure the product for the purpose of controlling the development
process.

In order for a metric to be useful, it must be derived from the development method.
For example, inappropriate use of software complexity measures (see Section 3.2.2) can
have large damaging effects by rewarding poor programming practices and demoraliz-
ing good programmers. Software complexity measures must be critically evaluated to
determine the ways in which they can best be used [K&]. The Goal-Question-
Metric paradigm (see Section 3.2.3) is a way to derive concrete metrics from the project
goals. The Orthogonal Defect Classification (ODC) paradigm [C&#] [BKS98]
[BMKO2] provides a schema to capture the semantics of software defects. It aims at di-
agnosing various aspects of software development such as design, development process,
test and servicé.

The remainder of this section reviews various software metrics and discusses their
relation to TDD.

3.2.1 Software Process Metrics

Every activity during software development can be seen as a process. The measure-
ment of such processes aims to provide a better understanding of the process efficiency
[SimO01, p. 21]. Typical process metrics include defect discovery rate, defect backlog,
test progress [BBS02], and communication metrics [DB98].

Most software process metrics (or software engineering metrics) were designed for
analyses on an organization-wide rather than an individual level {IBA The mea-
surement approaches focus on satisfying the information needs of project managers
[MCO02] [ECO02].

3For a current description of ODC see [URL:ODC].
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SW-CMM sees 17 key process areas (KPAs) [PWC95]. During a SW-CMM cer-
tification, feedback is provided for each KPA, that evaluates the extent to which the
organization meets pre-established criteria in the areas of activities and infrastructure,
institutionalization, and goals. SW-CMM does not measure the development process
itself but rather provides a measure of the capability of a development organization to
perform a process.

Compared to Agile Software Development, SW-CMM puts more focus on organi-
zational maturity than on producing running and high-quality software [Orr02]. Where
SW-CMM sees quality as “following defined practices and plans”, agile methods see
quality as “essential customer satisfaction” [BT03, p. 5].

With the Personal Software Process (PSPlumphrey [Hum95] [Hum98b] intro-
duced metrics on an individual level. The primary goals of the PSP are to improve
project estimation and quality assurance. The collected metrics include size, time and
defect data. However the collection of these metrics has to be performed by the de-
veloper in parallel with the regular development activities. The commonly observed
“natural resistance” [Wel93] of software developers compromises many measurement
efforts. The Team Software Process [Hum98c] and Collaborative Software Process
[Wil0O0] extend this approach to development teams.

Johnsoret al. [JKA*03] estimate that the adoption of continuous data gathering by
software developers, as suggested by PSP, is very low in practice. They ascribe this low
acceptance to the overhead and context switch associated with the data gathering, which
would require a very high level of personal discipline. The authors propose the use of
the Hackystat system which collects the required data automatically. In summary, their
message is that metrics collection on an individual level can only work properly if it is
not associated with overhead for the individual developers.

Weinberg [Wei93, p. 30] proposed an observational model to make sense of the
observed artifacts. This model guides the observation during the feedback process. In
detail, an observation model must tell:

e what to measure

e how to interpret this data

e how to find the significant observations
e which control actions to take

An effective observation model should be able to identify the state of a system. Knowing
this state allows a controller to take appropriate control actions.

TDD, by itself, does not define the software process metrics directly. If it is em-
bedded in a development method such as Extreme Programming (see Section 2.1.1), the

4Personal Software Process and PSP are registered service marks of Carneggie Mellon University.
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number of implemented user stories or task cards measure the progress of a development
team. “Team velocity” measures the productivity of a development team to implement
user stories. Elssamadisy and Schalliol [ES02] report a set of “process smells” for Ex-
treme Programming, ranging from organizational observations to technical issues. Their
smell of large refactorings is clearly due to a TDD process violation. Section 3.4.2 lists
some TDD-specific measurements.

3.2.2 Software Product Metrics

Software product metrics are calculated from the produced artifacts of a software devel-
opment process. Typically, their calculation can be performed completely automatically.
Within a development project, their goal is to predict attributes of the produced system,
such as maintainability and understandability (e.g. complexity metrics). Some metrics
try to rate the design quality (e.g. coupling metrics). Not only the production code, but
also the test harness can be the subject of software product metrics (e.g. test coverage
metrics).

Another use of metrics is in reengineering and research about software evolution
[DD99], where they support an understanding of existing systems. For example, change
metrics can be used to find refactorings [DDNOO] (see also Section 5.4).

Complexity metrics

Complexity metrics try to rate the maintainability and understandability of a system
[HS96].

Lines Of Code (LOC) is perhaps the most basic metric. The size of software entities
can be seen as an indicator of their complexity. In practice, however, the calculation of
LOC bears many ambiguities. For example, LOC could be defined either as a physical
line of code or as a logical statement [Jon00, p. 69]. Humphrey [Hum97] provides a
comprehensive discussion of measurements based on LOC.

Weighted Method Count (WMC) is another complexity metric. This metric sums
up the complexity indices for all methods of a class. These complexity measures of
the individual methods are usually given by code complexity metrics such as LOC or
McCabe cyclomatic complexity [CK94] [CS95a].

The validity of such simple measurements, as indicators for actual program com-
plexity, is questionable. Therefore, some authors suggest complexity vectors which
combine several attributes [Ebe95].

Belady and Lehman [BL76] derived a “law of increasing software complexity” by
observing a number of software changes in an evolving system (see also Section 2.3.1).
Mattsson [Mat00] estimates the amount of change in future releases of a software system
based on the system’s change history.
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Fenton [Fen94] shows that a search for general software complexity metrics is
doomed to fail. However, measurement theory helps to define and validate measures
for some specific complexity attributes.

One of the goals of TDD is to keep a program maintainable and understandable.
New features are added incrementally. The costs for adding new features must not
become prohibitively expensive. Therefore a TDD team must keep the complexity of the
application under development low. XP expresses this desire in its practices of “Simple
Design” and “You Aren’t Going to Need It”. This goal is achieved by driving the code
with tests and continuous refactoring. However, as of today, there is no comprehensive
empirical data available to support this claim.

Coupling and cohesion

Coupling and cohesion metrics try to rate the design quality of an application.

The focus of coupling models is to see how strongly components are tied together
[SMC74] [YC79]. Coupling models exist on different levels of granularity, such as
objects [CK94] and packages [Mar03]. It is seen as a good design if software entities
that implement separate concepts have few dependencies between each other.

Cohesion models describe how closely the elements of one component (typically a
class) are related to each other [CK94] [BK95]. It is seen as good design if software
entities that add to the implementation of the same concept have strong relationships
among each other.

TDD nearly automatically leads to a decoupled design [Mar03, p. 24]. In order for
the production code to be testable, it must be callable in isolation and decoupled from its
surroundings. The act of driving the production code using tests forces the developer to
decouple the application design. While TDD reduces the coupling of production code,
it introduces a coupling between test and production code. This coupling might impact
upon development and production. For example, in order to run the tests against some
test data, it must be possible to provide this data programmatically.

TDD also has an important effect on cohesion. The Single Responsibility Principle
(see Section B.1) directs a programmer to the separation of coupled responsibilities.
Robert Martin paraphrases this principle with: “A class should have only one reason to
change.” Each responsibility is an axis of change. Mixing responsibilities means mixing
axes of change. If the implementation of a new feature touches one such responsibility,
then — in theory — it will be extracted into a new abstraction by removing duplication
in the application (see Section 2.2.1). Separated responsibilities would be decoupled —
thus increasing the cohesion of the separated entities.

As of today, the literature does not provide comprehensive empirical evidence con-
cerning these two positive effects of TDD on coupling and cohesion.
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Test coverage

Test coveraggis the percentage of elements required by a test strategy that have been
exercised by a given test harness [Bin99, p. 52]. Many different test coverage mod-
els have been proposed [KFN93] [Bei93] [ZHM97] [Mil88]. Test coverage is either
specification-based or code-based. Some of the most well-known code-based coverage
models are as follows:

Statement Coverageis the percentage of all source code statements that were touched
at least once during a run of the test harness. A statement coverage of 100% does
not guarantee the absence of errors.

Branch Coverage is the precentage of all prossible branches in a program that were
touched at least once. It is a stronger criterion than statement coverage but still
does not guarantee error free code.

Path Coverage s the percentage of all possible paths — combinations of branches —
that were touched at least once. Still a 100% path coverage does not guarantee
error-free code.

Commercial tools typically calculate statement coverage [LF03]. The capabilities of
more sophisticated test coverage tools are limited by polymorphism and dynamic class
loading. The use of test coverage tools is vigorously discussed in the TDD community.
On the one hand, a program emerging from a TDD process should have a very high test
coverage. On the other hand, if controlled by a tool, people tend to optimize the metric
rather than the goal [LFO3]. And even worse, a high test coverage does not guarantee
that the unit tests really test the core of an application and express the intent of the user
stories appropriately. Low test coverage is, however, an indicator that the developers
did not work properly.

Code-based test coverage tools can either work dynamically or statically. Dynamic
tools observe a program while executing its test harness (e.g. Clover [URL:Clover],
Hansel [URL:Hansel], JXCL [URL:JXCL]). Some tools (such as Clover) instrument the
source code by weaving in coverage measuring aspects. Other possibilities (at least in
Java) are instrumentation of byte code or the use of the Java Virtual Machine debugging
interface. Static tools (e.g. NoUnit [URL:NoUnit]) calculate the test coverage by static
analysis of the source code only. They use models such as control flow graphs [FOW87],
program dependence graphs [BH93], or program slicing [Bin98].

STest coverage is sometimes called test adequacy criteria since it expresses how adequately a test
harness tests entities of a program.
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Other Software Product Metrics

Halstead [Hal77] was one of the first to describe source code metrics. His metrics work
on a very low level. They take into consideration operands and operations to calculate
some numbers which are meant to indicate the complexity of a software module. Be-
sides the critique they received from [HF82] they do not seem to be of great value for
finding potential process compliance indicators.

3.2.3 Goal-Question-Metric Approach

Organizational assessments such as SW-CMM (see Section 3.2.1) start with a set of
practices and issues that are considered to be critical in the production of software.
They then evaluate the extent to which interview and documentation evidence supports
the presence or absence of required criteria elements. Experiences with such criteria-
oriented assessments are mixed. For example, some software organizations aimed at
optimizing the assessment scores but did not achieve meaningful performance improve-
ments [WBP 02].

Basili and Weiss [BW84] [WB85] proposed the Goal-Question-Metric (GQM) ap-
proach for stepwise refinement of a quality model. “GQM is based upon the assumption
that for an organization to measure in a purposeful way, it must first specify goals for
itself and its projects; then it must trace these goals to the data that are intended to define
those goals operationally; and finally it must provide a framework for interpreting the
data with respect to the stated goals.” [BCR02]

The measurement model has the following three levels (see Figure 3.4):

Goal Goals are defined in terms of purpose, perspective and environment. The ob-
jects of measurement are products, processes, and resources (see classification of
metrics above).

Question For the objects of measurements, questions try to characterize these objects
in terms of selected quality issues.

Metric Each question is associated with a set of metrics which should answer the ques-
tion in a quantitative way. Metrics can be objective or subjective and can be shared
among questions.

GQM has found its application in practice and research. For example, Degteyer
al. derive change metrics from the goal to detect refactorings [DDNOQO]. The Avaya
Software Assessment Process [WHBR] is a goal-oriented process that borrows many
concepts from GQM. It combines structured interview with the analysis of change data,
combining aspects of SW-CMM assessments with quantitative analyses.

Over time, GQM has evolved into the Quality Improvement Paradigm (QIP). This
consists of a mechanism for feedback in a software development organization in order
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Goal 1 Goal 2
Question | | Question | | Question | | Question | | Question
Metric Metric Metric Metric Metric Metric

Figure 3.4: Goal-Question-Metric HierarchyFor every goal, a number of questions
are derived. These questions are answered using a combination of software metrics.
[BCROZ2]

to ensure that results learnt from one project could be applied to future projects. The
next evolutionary step was the Experience Factory (EF). EF is a learning organization
model used in increasing the understanding of development problems, characterizing
the current environment, and developing and testing proposed alternatives to solve these
problems [BMPZ02].

Section 6.1 provides the GQM deduction for the metrics in this dissertation.

3.2.4 Measurement over Time

Some metrics only make sense if they are observed over time. For example, the plain
number of touched modules in a new release of a software system contains little valuable
information. However, if the fraction of touched modules continuously grows for suc-
cessive releases, then this observation can be taken as a sign for increasing complexity.
Based on this observation, Belady and Lehman [BL76] stated the “law” of increasing
complexity for evolving software systems (see also Section 2.3.1).

Other metrics change their meaning if they are depicted over time. For example,
Weinberg [Wei93, p. 67] observed that “One measurement of user satisfaction is, of
course, a product measure, but plotting the trend of several measurements of user satis-
faction over time or across different products creates a process measure.”

Biemannet al. [BSW"03] analyzed a large number of versions of some systems.
Their interest was to explore the relationship of software changes to design structures.
They provide insight into the actual use of design patterns over the course of a system’s
evolution.

Weisset al. [WBP*02] extract data from modification requests (MRs) that describe
software changes to a system. The MRs are held in a database, parallel to the source
code version control system. Examples of extracted data include time, effort, MR ex-
tent, developer experience, and history of files being changed. Some information is also
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extracted from the source code version control system, however the authors do not per-
form any source code measurements. They perform statistical analyses on the raw data,
possibly over a time span of several years. The authors observed that it is critical to
discuss the interpretations of the data with those familiar with the project’s history. In
parallel to the analysis, the data are stored in a “data mart” for future comparisons. This
data mart is comparable to the Experience Factory paradigm (see Section 3.2.3).

Mockus and Herbsleb [MHO2] analyzed change histories to quantify developer ex-
pertise. Similar to Weisst al. they extracted data from a modification request (MR)
database and the source code version control system. Data from the version control
system was only used to correlate source code deltas to the author of that delta.

Gall, Jazayeret al. [GIKT97] [GHJ98] applied several kinds of analyses of change
data of a Telecommunications Switch System to find potential architectural inadequa-
cies.

Kan et al. [KPMO01] collected in-process metrics over time which helped to decide
when a product could be shipped. However, they only collected process metrics that
could not be extracted from the source repository.

Axes of Aggregation

Eick et al. [EGK™01] pointed out the importance of positioning an empirical study on
the two axes of aggregation: the axis of module decomposition and the temporal axis of
change.

On the axis of module decomposition, you find entities such as line, type, file, pack-
age, subsystem, system. Most approaches to software product measurement work on
this axis for the most recent version of the system (see also [Sim01]).

Software evolution studies are positioned on the temporal axis. The entities on the
temporal axis range from simple file deltas, modification requests, initial modification
requests, feature requests [EGKL] to product releases [BL76].

For this research on TDD, the interesting units of aggregation on the temporal axis
are the integration deltas. They contain the changes from one basic development cycle.
On the axis of module decomposition, this research deals with individual methods and
classes. At the time of writing, no higher-level abstractions were taken into account,
and no further distinction between regular feature/modification requests and production
releases was made.

Tool Support

A first set of generally available tools has appeared that allow the ongoing collection of
metrics over time.

For example, JMetra [URL:JMetra] can collect some simple metrics over time. It
can even be configured for metric continuity over package and class name changes.
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However, there are no heuristics implemented for an automatic mapping of changed
names and this has to be configured manually.

The tool support proposed by this dissertation allows the reconstruction of past inte-
gration versions and deltas from a CVS source code repository [URL:CVS]. Identifica-
tion of the integration deltas is the basis for the proposed process compliance index cal-
culations (see Chapter 6). TddMentor applies a heuristic, to connect renamed or moved
entities, across such changes. Furthermore, the reconstruction of integration deltas can
be used to calculate the completion rate of “todo pragmas” in the source code.

3.3 Software Inspection

Software inspections are peer reviews of a programmer’s work to find problems and
improve quality [Hum95, p. 171]. They are based on Weinberg’s [Wei71] concept of
egoless programming. Weinberg refers to cognitive dissonance as the human tendency
to self-justify actions. This tendency limits our ability to find errors in our own work.
Software inspections, by peers, help overcome this limitation.

Software inspections were originally introduced by Fagan [Fag76] as a method of
finding errors in design and code. In 1976, Fagan assessed the beneficial influence of
software inspections for a “constant process improvement” through removal of systemic
defects [Fag86]. This lead to the dual objectives of the inspection process [Fag01]:

e Find and fix all defects in the product, and

e Find and fix all defects in the development process that gives rise to defects in the
product (namely, remove the causes of defects in the product).

Fagan emphasised the importance of tool support for software inspections (like syntax
error compiler flags and LINT-type compiler tools) so that the human inspectors can
focus their efforts on the more intellectually challenging aspects.

Despite the dual objectives of the inspection process, recent empirical research has
focused mainly on detection of software defects of the product [PV94].

The types of software artifacts submitted to an inspection process typically includes
requirements documents, design, code, test cases and more [GG93] [Won02].

The discipline of code reading has established a number of techniques that help with
the understanding of large amounts of source code. See, for example Spinelli [Spi03],
who compares code reading with the way an engineer examines a machine. Code read-
ing not only enforces programming standards, but facilitates a quicker understanding of
the existing system. Understanding Open Source software is just one possible area of
application.

Basili et al. [BGL"96] propose to read artifacts from a specific perspective (e.qg.
tester, developer, user). They evaluated their approach of perspective-based reading for
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defect detection in requirements documents. The authors see strong similarities to that
of reading source code.

Dunsmoreet al. [DRW02] extend reading techniques to object-oriented software.
Object-oriented software is inherently less accessible for reading techniques due to its
delocalized nature. The Famoos project [DD99] collected some patterns for object-
oriented software reverse engineering.

For a TDD developer, software inspections and reading techniques are tremendously
important, because in TDD the source code is the only reliable source of reference. In
the context of Extreme Programming, programming is performed by pairs of developers.
This so-called pair-programming [WKO02] is a kind of continuous software inspection
or peer review. Another important XP practice is “collective code ownership”, which
leads to a continuous inspection of other team members’ code.

For a TDD process assessor, inspection techniques are even more important, because
he or she is confronted with all the source code as a whole, whereas a TDD developer
can build up knowledge of the source code incrementally. The tool proposed by this
dissertation helps a TDD process assessor focus the assessment effort on those areas in
the source code that are likely to be troublesome.

3.4 TDD Process Assessment

A team of developers might state that they work in a TDD manner while the process
actually performed proves to be different. As cited in [Pau02], Robert Martin reported
an incident of such method misuse at the 2001 XP Universe conference. Someone
from a software organization claimed they were doing Extreme Programming with the
argument that they did not document anything. Process assessment cannot only help
uncover such massive method misuse but can also help uncover more minor forms of
misunderstanding of a development method.

Maximilien and Williams [MWO03] document the assessment of a TDD project. The
developers were inexperienced in TDD and needed an introduction to this style of de-
velopment. The project was closely monitored because it was the first TDD project in
this development’s organization. One experience of the authors was that the developers
needed continuous encouragement to add unit tests to the system, for new features and
bug fixes. Therefore, the process assessors set up a monitoring system that reported the
relative number of unit tests for every subsystem. The developers needed a third of the
overall project time until they appreciated the test harness.

The remainder of this section discusses retrospectives and measurements as concrete
techniques for performing a TDD process assessment.
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3.4.1 Retrospectives

One of the major contributions of agile methodologies is the emphasis on the team to
organize itself. This contrasts to most traditional development methodologies. Cock-
burn [Coc01] argues that the people involved in the development process are the most
important factor in guaranteeing the success of a project. Battain [BTO3] empha-

sise that “agile retrospectives and reflections enable continuous process and technical
improvement.”

The self-organization can be driven by interviews, post-increment workshops, post-
morta, post-parta, project reviews, and study groups [Coc98] [Ker01] [Ker04] [Hig00].
They aim at harvesting the experiences made by the team members throughout the
project. Some agile methodologies advocpéer programmingas an extreme form
of such reviews where two programmers constantly review each other [WK0Zohnd
lective code ownershiwhere the developers review the other team members’ code con-
tinuously.

Such retrospectives typically concentrate on the established tracking mechanisms
and personal experiences of the team members [Ker01]. Usually, there are only a few
documents available describing the project’'s evolution because agile methods, espe-
cially TDD, value running software over comprehensive documentation. The collected
assessment data are more qualitative than quantitative.

In this spirit, TDD retrospectives are comparable to traditional process assessments
which collect assessment data by interviewing project members. The agile manifesto
[AllIO1] adds the principle of self-organization, where teams reflect at regular intervals
on how to become more effective.

3.4.2 TDD-Specific Measurements

The retrospective activities outlined above provide more qualitative observations about
the state of a development process. TDD-specific measurements allow the derivation of
more quantitative observations from the produced source code. Here is a list of some
TDD-specific measurements:

Test Coverage For Integration Deltas: Typically, current test coverage tools concen-
trate on determining the test coverage of the most current integration version.
Such tools neglect the process aspect of building a highly covering test harness,
piece by piece.

Every change in the production code is driven by tests. Hence every production
code change in every integration delta is covered comprehensively by the tests that
were added or changed in that integration delta. The only exception are refactor-
ings and other safe software changes (see Section 2.3.4). They do not have to be
covered by tests.
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Some advanced TDD developers regularly generate test coverage reports during
development [Ast03, p. 419], for example as part of the nightly build process.
Such regular reports would identify process-violating integration deltas very quickly.
However, such practice cannot be expected commonly. A retrospective analysis
of past integration deltas reveals similar insight as a continuous observation.

This metric is actually one of the PCls discussed in Chapter 6.

Test Code Versus Production Code Ratio:Beck [Bec03, p. 78] observed that “You
will likely end up with about the same number of lines of test code as model code
when implementing TDD.” Astels [Ast03, p. 418] reports a typical ratio of test
code to production code between 1:1 to 2:1.

This test code must be available during daily development. Actually, one of the
regular requests in TDD process assessments is to show the @stasionally, a

team fails to show the tests. Some modern project management tools like Maven
[URL:Maven] even have a separate tag for identifying test code.

Continuous Integration: The rule to check in only clean code leads to the attitude that
developers try to integrate and commit as soon as possible. They do not want their
tests to get broken by other programmers’ changes. In practice, this means that a
developer commits rather small amounts of changes. In TDD, the smallest amount
of cohesive changes is the implementation of a new feature because in order to
allow for a commit all tests must run and all duplications must be removed by

refactoring. Thus, an analysis of the commit log should show that the integration
deltas are neither too small nor too big.

Changes per refactoring: Beck [Bec03, p. 85] expects the number of changes per re-
factoring to follow a “fat tail” or leptocurtotic profile [Man97]. Such a profile
is similar to a standard bell curve but the distribution is different because more
extreme changes are predicted by this profile than would be predicted by a bell
curve. Beck does not provide proof for this statement but points to a possibly
fruitful area of research. This dissertation supports such a kind of research by
providing a way to identify the integration versions in real world TDD projects
and detect refactorings in past software changes.

Large refactorings stink: Elssamadisy and Schalliol [ES02] report a set of process
“smells” for Extreme Programming ranging from organizational observations to
technical issues. Relevant to this dissertation is the smell of large refactorings.
Elssamadisy and Schalliol describe this smell as follows: “Basically, the premise
here is that if you find yourself having to do large refactorings then you should

SPersonal communication with Peter RoRbach, a professional TDD assessor.



44 CHAPTER 3. SOFTWARE ASSESSMENT

have done many smaller refactorings earlier and you got lazy.” There are, how-
ever, exceptions to this rule. Sometimes a big refactoring might be necessary due
to a customer request or a technical issue.

This dissertation covers that “smell” as a process compliance index in Section 6.3.

Low Coupling, High Cohesion: Low coupling and high cohesion (see Section 3.2.2)

is generally regarded as good object-oriented design [Boo94, p. 136]. It is, how-
ever, a goal which is hard to achieve. Writing tests first helps to reach that goal.
Being able to perform each test in isolation as good as possible requires the fea-
ture under test to be decoupled from the rest of the system. Also the desire to
minimize fixture code in the automated tests requires a high degree of cohesion
of a feature in production code [Bec03, p. 125] [Mar03, p. 24]. Elssamadisy and
Schalliol [ES02] report a similar smell of extensive setup and teardown functions
in test code.

Typically, high coupling and low cohesion indicates that the refactoring step was
not performed thoroughly enough.

Use Of Advanced Testing TechniquesTest-driving every single change to a system
requires advanced testing techniques in many cases. The literature contains a
number of advanced testing techniques such as Mock Objects, Crash Test Dum-
mies, Self Shunt, etc. [Bec03] [LFO3].

The absence of advanced testing techniques might indicate that not all changes to
a system were actually driven by tests.

3.5 Summary

This chapter has presented a number of software assessment approaches.

Software process assessments are diagnostic studies that identify the current state of
the development process. While such assessments can be supported by software process
metrics, they tend to give a high-level qualitative picture of the development process
rather than providing concrete suggestions for improving the development practices.

Software product metrics try to quantify some product properties. However, they are
mainly used to predict product and resources attributes. They are not used for reflection
about the development process that has produced the product.

Section 3.4.2 lists some TDD-specific measurements. They have in common that
they (1) can be performed on the actually produced source code and (2) to a great extent
leverage the distinction between test and production code. That way an application’s
source code can become subject to TDD process assessment in addition to rather quali-
tative retrospectives.
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Some of the measurements become process metrics by measuring product attributes
over time. This means that, in order to be feasible, any analysis must identify the indi-
vidual integration deltas from a project’s past.

The analysis of past source code changes for process assessment has not yet been
subject to extensive research. Yet in TDD, the source code repository is one of the
best resources to find out what has happened in the past of a project because a TDD
team focuses on running software as the most important artifact that emerges from a
development process.

Such analyses require tool support to focus the assessment effort. Especially the
source code repository withstands a comprehensive manual inspection due to the vol-
ume of information.

This dissertation proposes a tool to support such assessments as outlined in the next
chapter and detailed in the remainder of this document.
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Chapter 4

Thesis

This chapter states the research hypothesis, explains the keywords, and lists the con-
straints of this dissertation. The subsequent chapters will detail the proposed approach
and validate the research hypothesis.

4.1 Thesis Statement

In a Test-Driven Development context, a software process assessment can
benefit from a static analysis of past source code changes. It is possible to
provide automated support for this analysis.

4.1.1 Explanation of Keywords

Test-Driven Development is a style of development that has recently become popu-
lar. Like other agile software development methods, it values “working software as a
primary measure of progress” [AllO1]. Test-Driven Development (see Section 2.2) also
demands the creation of automated tests as the primary driver for this working software
and continuous refactoring [Bec03].

Software Process Assessmentsare diagnostic studies that can identify and rank prob-
lems in a software development project that need to be cured. They are normally carried
out by on-site independent assessors that gather qualitative information about the prac-
tices, methods, tool suites, and organizational structures used for software development
(see Section 3.1).

Past Source Code Changesare software changes to an application that have hap-
pened in the past of a project. They are stored in a source code repository. An integra-
tion delta consists of a number of source code changes (in test and production code),

a7
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bundling a cohesive piece of functionality. Each integration delta is the result of a basic
development cycle (see Section 2.2.1). An integration version is the sum of all integra-
tion deltas that had been integrated into the application over time.

Static Analysis calculates some software product metrics on the integration deltas
(see Chapter 5). This static analysis does not require an executable application for
the individual integration versions. The calculated metrics are composed to process
compliance indices (see Chapter 6). The process compliance indices help find process
violations and focus the assessment effort during process assessment.

Automated Support is provided by the tool TddMentor (see Chapter 7) that was de-
veloped as part of this research. TddMentor is the vehicle with which a software process
assessor would perform the outlined analyses. In its prototypical state, TddMentor
helped to validate the research hypothesis using the analysis of a number of case studies
(see Chapter 8).

4.2 Constraints

This section discusses constraints on the problem and the proposed solution.

4.2.1 Constraints on the Problem

Lack of formalization. There are numerous publications about TDD, but there is cur-
rently no rigorously formal description of its techniques in detail, or their interaction
and impact on the created source code. Jackowski [Jac03] proposed a process descrip-
tion meta-model; however, it does not allow the required level of detail. Recent efforts

in the area of software development patterns [GNIR] [Cop97] [HGO04] are promis-

ing. The literature also contains approaches to describe a software development process
as interacting agents [PB02], finite state machines [BIH], or in terms of differential
equations [CDMO02].

A process assessment supported by analysis of past source code changes will al-
ways require expert judgement. A completely automated assessment is not possible.
The calibration and interpretation steps are intrinsically manual steps. This dissertation
proposes an approach that should help process assessors focus their analytical effort on
the integration deltas that are potentially process-violating.

Experts’ dispute. Elements of TDD have been well-known for some time now (e.g.
unit tests, principles of good design, etc.). However, the comprehensive description of
TDD as a development style is relatively young. The expert debate concerning all the



4.2. CONSTRAINTS 49

details of TDD has not yet come to an end. For example, there is still no generally
accepted guideline for when tests can be omitted. Beck [Bec03, p. 194] discusses one
guideline that demands to “write tests until fear is transformed into boredom”. In the
discussion he becomes more specific about the issue but still leaves some questions
open. The QDox case study discusses one such incident (see Section 8.2.2).

Programming tasks that are hard to test. TDD generally assumes that new features
have to be driven by tests into the application under development. Then the tests can
demonstrate the availability of the new feature. This might be prohibitively expensive.
Examples are security software and concurrency, where such a demonstration can be
very hard to achieve within reasonable work effort. Some of the most important algo-
rithms in this dissertation rely on the fact that new features are actually test-driven. This
might restrict the applicability of the proposed approach or at least might impact on the
accuracy of the reported results.

4.2.2 Constraints on the Solution

Concentration on Test-Driven Development. This research explicitly concentrates

on TDD. Other agile software development methods might benefit from similar ana-
lytical approaches as those described here. TDD concentrates specifically on tests and
on how they drive new features into the system. This is very accessible for the pro-
posed analytical approach. Other development methods have a much broader spectrum
of activities that might not be as accessible.

Statistical bandwidth. This research does not carry out a broad statistical evaluation
of a large number of TDD projects. It concentrates on a few case studies to show the
validity of the research hypothesis. A broader evaluation might add to the knowledge
about TDD and other agile methods in general. TddMentor would enable future projects
to attempt such an undertaking.

Identification of integration versions. The analysis requires the identification of the
individual integration versions. The explicit declaration of such integration versions,
by the developers, is the exception rather than the rule. Some authors list examples
of stored change management data [EGK] [MEGK99]. | did not find any publicly
accessible TDD project that had stored change management information in sufficiently
fine detail required for this research. Therefore, TddMentor reengineers this data from
the information in the source code repository (see Section 5.1). The assumptions of the
reengineering algorithm for finding the integration versions are met by the documented
case studies and by a few more projects that have been screened during this research.
However, there is no guarantee that these assumptions apply in general.
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Concentration on source code. The proposed solution concentrates on Java source
code and neglects all other produced artifacts (except from the version information of
the Java source files). For example, it ignores specification files from which source
code could be generated. It also ignores build information which would control the
processing of such specification files. These omissions lead to the introduction of new
concepts such as span claims (see Section 6.2). The QDox case study discusses one
such incident (see Section 8.2.2).

Static program analysis of source code only. TddMentor performs only static pro-

gram analysis. It does not have the capability to build and run the individual integration
versions. This prohibits assessment tools that hook into the program execution, such as
some test coverage calculation tools, and therefore it restricts the capability to calculate
the process compliance indices in terms of a theoretical respect. Also, many analysis
tools work on compiled binaries that TddMentor can not produce. This restricts the
analytical capabilities for the calculation of process compliance indices in a practical
respect.

Detection of safe software changes. The proposed algorithm for calculating test cov-
erage requires the detection of refactorings and other safe software changes in source
code (see Section 5.4). A detection algorithm had to be developed as part of this re-
search. It works well for the evaluated case studies but is not tested on a broader range
of safe software changes. The proposed algorithm can, however, facilitate further re-
search on the topic of detecting refactorings.



Chapter 5

Detection Techniques

This chapter describes a number of detection techniques that help find and understand
changes in source code on various levels of abstraction. This understanding of source
code changes is required for the calculation of the PCls in Chapter 6.

At the most basic level, individual integration deltas are reconstructed from the
source repository (see Section 5.1). The PCI calculations require the distinction be-
tween test and production code (see Section 5.2). PCls are calculated for added and
changed methods; they are not directly managed by the source repository (see Section
5.3). Safe software changes, such as refactorings, have to be detected in past software
changes (see Section 5.4).

5.1 Reconstructing Integration Deltas

The most basic level is to reconstruct the individual integration deltas and versions (see
Section 2.3.3) of a program. An integration delta is the sum of the increments that are
added together to the system in order to implement a new feature. An integration version
is the sum of all integration deltas from the beginning of the project. All the projects
in the scope of this research use CVS as their version management system. CVS stores
every individual revision of each file. Tags typically combine specified file revisions of
a baseline. Individual integration versions or deltas, however, are not tagged. Given the
agility of the development method, a record of integration deltas is very unlikely to exist
(for example, in Extreme Programming, task cards are typically physically destroyed
after their implementation).

This dissertation assumes that all commits of one integration delta

e use the same commit comment and
e are commited in close temporal proximity.
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This way it is possible to reconstruct each individual integration delta from the revi-
sion log of the underlying CVS. This assumption is supported by the documented case
studies (see Chapter 8).

Another proof for this assumption is provided by the version management system
Subversion [URL:SVC]. It aims at being a “a compelling replacement for CVS”. Com-
mits of a number of files are atomic, and revision numbers are per commit, not per file.
Subversion contains a tool that migrates CVS source code repositories to Subversion.
This migration needs to identify those CVS file revisions that were committed together
— operationalizing exactly the assumptions from above. Also, some TDD developers
use Subversion in combination with an XP project planning tool and link user stories to
the Subversion revision that contains their implementation.

The proposed approach for reconstructing the integration deltas from the revision
log was inspired by StatCvs [URL:StatCvs]. StatCvs analyzes a given revision log and
constructs, what it calls, a commit log. Yet, this basic approach needed to be extended
in several ways.

In some cases, it is necessary to deal with several CVS modules at one time. An
application could consist of several Eclipse plug-ins (where each plug-in resides in a
separate CVS module). Also, a separate test plug-in resides in its own CVS module (see
Section 5.2). Hence, the first extension over StatCvs is to deal with multiple modules
at the same time and correlate the entries of multiple revision logs. The criteria for
analyzing a single module apply to this case as well. A different approach might be
the use of CVS aliases [Ced93, p. 129]. A CVS alias allows the combination of several
CVS modules to one combined module. The only remaining issue then might be the
identification of the test code (see Section 5.2).

The analysis also needs to access the actual source code of the individual integration
versions — it is not sufficient to use the names and revisions of the individual files only.
More specifically, it needs to have access to multiple integration versions because it
analyzes source code changes over time. In a way, this means running CVS backwards
stepwise and storing each of the steps at a specific location (see Section 5.1.1).

A program not only consists of source code but also of artifacts of other types.
Examples are images, libraries, grammar specifications for a compiler compiler, etc.
TddMentor concentrates solely on Java source code. It has to filter out the undesired
artifacts. However, the build process of the application under inspection might apply
some code generation techniques to create necessary source files. It does not have the
means to generate those source files because it does not run the program’s build process.
This policy leads to problems in the construction of the call graph (see Section 6.2).

!Personal communication with Jens Uwe Pipka, a professional TDD developer.



5.1. RECONSTRUCTING INTEGRATION DELTAS 53

5.1.1 Fetching from Source Code Repository

TddMentor contains a component callietegration Reducer which is responsible for
fetching the integration versions from a source code repository. It saves network band-
width by reducing the accesses to CVS to a minimum, as explained below.

Thelntegration Reducer computes the commit log from the CVS revision log. Each
commit log entry contains the file names that are different between the two integration
versions — which is basically the integration delta. To be able to fetch the whole inte-
gration version, théntegration Reducer needs to know about all files and their revisions
— not only the changed ones.

The commit time stamp identifies each integration version as stated in its integration
delta. Thelntegration Reducer computes a data structure that contains all file names
and their revisions for a specified integration version. It starts with an empty set of files.
It then applies every integration delta up to the specified integration version. At this
stage, the integration deltas are only applied to the internal data structure — no files are
fetched from the source repository yet. Tiheegration Reducer scrolls forward in the
project history, up to the so called analysis head.

Definition 5.1
Analysis head: The most recent integration version in the analysis scope.
It is declared by the project-specific analysis descriptor.

This analysis head can be checked out from CVS using its standard ARhtétetion
Reducer creates a separate Eclipse project for every integration version (called integra-
tion project). If the application under inspection consists of a number of modules, then
every integration version will consist of the same number of integration projects.

Each integration project is named uniquely by appending the commit time stamp to
the name of the application under inspection.

Now, the integration projects that precede the analysis head must be created. The
difference between two integration versions is located in a few files, as stated by the
integration delta. To save network bandwith, thiegration Reducer copies the current
integration project’s contents and only fetches the changed files from CVS. It scrolls
backwards in the project’s history. Files that are added in the integration delta have to
be removed. Files that are deleted in the integration delta have to be added from CVS.
Changed files have to be reduced to their previous revision. These activities give this
TddMentor component the nanreegration Reducer.

The motivation for the scroll forward — scroll backwards approach is that, typically,

a process assessor is most interested in the analysis head and its closest predecessors.
They are the most current integration versions and are therefore the most accurate ar-
tifacts of the current project reality. It is always possible to dig deeper into the project
history when needed.
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5.2 Differentiate Between Production and Test Code

Test code has a very important role in test-driven development. It is not part of the
production codg but it drives modifications of the production code (see Section 2.2.2).
Thus, the capability to differentiate between production and test code is at the core of
the proposed approach. All the systems within the scope of this dissertation use JUnit
[URL:JUnit] for their regression unit test suite. JUnit demands the tests to be written in
Java and tests are encapsulated in individual methods [GB99].

TddMentor starts building the call hierarchy graph from the modified test methods
(see Section 6.2). It helps projects that are already running and therefore must be able
to deal with a variety of test code organization methods. The remainder of this section
discusses the different methods used to organize test code and its identification.

In the most basic and unstructured case, the test code is co-located with the pro-
duction code. With a bit more structure, the test code is encapsulated in separate Java
packages, closely related to the production code. In these cases, finding the test code
might rely on conventions for naming test code classes and extracting them from the
common code base. A more exact approach is to find all the classes that extend the
JUnit-provided test case class. However, this can still leave some test code undetected,
e.g. test suite, test setup, and test resource classes that are not structurally marked as
test code.

JUnit itself has its means to identify test code to enable it to run the test cases.
Ordinarily, the developer has to provide a test suite that compiles together a set of test
cases. Following this approach, TddMentor would need to know the starting test suite
for this specific integration version and then it would mimic the JUnit mechanism to
find all test cases (i.e. test methods).

A very common approach to organize the test code is to put it into a separate source
directory. This facilitates the test code identification dramatically because all code in
the specific directory is test code. Newer project management tools such as Maven
[URL:Maven] even introduced a JUnit test directory construct into their project de-
scriptor to organize test code more easily.

Eclipse knows yet another approach to organize test code. All test code for an
Eclipse plug-in is typically located in a separate test plug-in. PDE JUnit (which is an
extension to JUnit) starts a new Eclipse instance and invokes such test plug-ins. Since
such a separate test plug-in requires a separate Eclipse project, test code is again easily
identified. Given CVS as version control system, this test code resides in a CVS mod-
ule separate from the production code module. This requires dealing with two distinct
revision logs (see Section 5.1 for a discussion of this case).

Other test frameworks (such as Parasoft’'s Jtest or SilverMark’s TestMentor) have
other mechanisms to organize unit tests. The documented and scanned case studies

2Test code might be used for the production environment for integration tests, though.
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did not use any test frameworks other than JUnit but as long as the individual tests are
located in Java methods that call production code, TddMentor is able to process it.

5.3 Finding Modified Methods

Most of the analysis of TddMentor is based on individual methods of test and production
code. More specifically, it is based on modifications of individual methods between two
integration versions (namely the integration deltas). For example, the test coverage is
defined in terms of method reachability within the call graph (see Section 6.2) from
modified test methods. This section explains how to find these modified methods. In
other words, it deals with how to get from modifications in the byte stream world on disc
to the corresponding modifications in the static structural analysis world of the Eclipse
Java model [SDF03] [GB04]. In this model, every method is clearly identified by its
signature, class and project. This means, while a method has the same signature and is
located in the same class as its predecessor, it is still located in a different project and
hence can be uniquely identified.

Each modified method is either changed, added, deleted, or moved according to the
following definitions:

Definition 5.2
Changed Method: The method has changed, however, leaving the method
signature the same.

Added Method: There was no previous method.
Deleted Method: There is no successor method.

Moved Method: The method has moved to a different class or the class
has moved to a different package, leaving the method otherwise un-
changed.

The algorithm described here will not find any members of the Moved category. Rather,
it will find a lot of false positives for the Added and Deleted categories and it will find far
too few for the Changed category. Section 5.4 deals with how to adjust this mismatch.
The integration delta tells which files were added, deleted or just changed. File
changes occur far more often than additions or deletions. However, the recorded file
changes refer to textual changes in the managed files. CVS has no means for recording
structural file changes although newer version control systems can deal with structural
changes to some extent (see Section 5.4.5).
The TddMentor component callédedecessor Finder marks all methods in added
or deleted files as added or deleted methods accordingly, because for now, no further
information is available. It uses the method abstraction of the Eclipse Java model.
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A major drawback is that CVS records classes that are renamed or moved to a differ-
ent Java package as deleted and added files. Thus, many of the marked methods should
be in the moved category; however, this correction must be left to later stages in the
analysis (see Section 5.4.1).

In practice, the majority of files are changed and recorded as such by the version con-
trol system. These files are eligible for calculating their structural changes at the level of
changed, added or deleted methods (see definition 5.2) between two given files. Miller
and Myers [MM85] describe an algorithm for exactly this kind of structural compari-
sion of two given files. Eclipse already implements this algorithm and provides structure
creators for Java.For the sake of simplicity, TddMentor ignores all modifications in
inner classes and non-public top level classes. This is an area for further improvement
of future versions of the tool.

Another improvement would be to find, rename and move modifications on class
level. In [WLO1] we showed that this is possible, heuristically. The algorithm described
below finds rename and move modifications on method level.

5.4 Finding Safe Software Changes

Finding refactorings in existing code seems to be almost a blind spot in current research.
See Section 5.4.5 for the few existing approaches. TddMentor, however, needs to find
the refactorings and some other safe software changes for the PCI calculations in Chap-
ter 6.

This chapter explains a pragmatic approach to finding refactorings, refactoring par-
ticipants and change participants. The approach has three steps:

1. Select a predecessor for a given method.
2. Find the raw differences between the two methods (called method deltas).

3. Reason about those differences in order to identify refactorings, change partici-
pants, and refactoring participants.

5.4.1 Selecting a Predecessor Method

TddMentor needs to find the refactorings in the methods of a given integration delta.
A refactoring changes a given method — and sometimes creates a new method as in
Extract Method'see Section A.1.6). Because CVS does not record changes for methods,
it cannot return a method’s predecessor. So the first challenge is to find a predecessor for
a given method before the next step can start to calculate the exact differences between
a method and its predecessor. The two steps to select a predecessor are:

3Whitespace modifications are ignored.
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e Select the exact predecessor if possible.

e Select a predecessor heuristically.

Select Exact Predecessor

Some refactorings leave a method’s signature and locatiochanged — lik&Rename
Parameter(see Section A.1.10). In the preceding integration version, such a method is
found easily, at exactly the same location with exactly the same signature. That method
is called the exact predecessor — assuming the developer did not change the intention
of that method while leaving its signature and location unchanged.

Having found a predecessor, the next algorithm step can begin to calculate the dif-
ferences between a method and its predecessor (see Section 5.4.2). If such an exact
predecessor is not found, TddMentor applies the heuristic below.

Select Predecessor Heuristically

Some refactorings change a method’s signature —Rkaame Metho@see Section
A.1.9) — or its location — likeMove Method(see Section A.1.6). Predecessors for
such methods are not easily found. A simple heuristic helps to find a good-enough
predecessor, given the following observations.

e Whenever a method signature changes between two integration versions, the al-
gorithm in Section 5.3 reports the preceding method as deleted and the successive
method as added.

¢ Whenever a method moves to a different class, the same algorithm reports the
preceding method as deleted and the successive method as added.

e Whenever a classes moves to a different package, CVS reports the preceding class
as deleted and the successive class as added. The above algorithm reports methods
in deleted classes as deleted and methods in added classes as added.

Thus, all methods that change signature or location are added and their predecessors
are deleted. This is the search space for the heuristic to find a good-enough predecessor.

The heuristic iterates through this search space and tries to match two methods by
calculating the raw differences (see Section 5.4.2) and then the refactorings (see Section
5.4.3). If it finds a match (i.e. the difference between two methods is identified as
refactoring), the heuristic stops and reports the matched method as predecessor. If it
does not find a match, no predecessor is reported.

4The location of a method is its declaring class and the location of that class. The location of a class
is its package. Therefore moving a method to a different class or moving its declaring class to a different
package would change its location.
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This heuristic has its limitations, though. For example, if a method is duplicated
from one integration version to the next, only one of these methods is found. Also, the
heuristic does not respect local proximity, if it has several choices — a method in a
different class of the same package would be more likely to be the predecessor than a
method in a package “far away”.

5.4.2 Finding Method Deltas

The changes of interest for finding refactorings are structural differences. An abstract
syntax tree (AST) models the structure of a programming language construct like a
method. To find the structural differences between two methods, TddMentor has to find
the differences of the ASTs of the two methods at hand. Those differences are called
method deltas.

Definition 5.3
Method delta: A structural difference between two given ASTs. It is an
instance of a number of known method delta types.

The Eclipse Java model has built-in support for Java ASTs. Moreover its AST
matcher can compute whether two given AST subtrees are structurally isomorphic or
not. It does this by visiting the two trees from their rodtSype-specific match meth-
ods (likeboolean match(Block node, Object other) ) compare the nodes of
the two ASTs in each step. Every two pair of nodes has to match in order for the whole
subtree to match.

This AST matcher is an excellent basis for computing the method deltas. TDD
demands to go in small steps; doing one piece of change at a time. Method deltas
cannot change the structure dramatically. Thus the ASTs of interest are similar except
for incremental differences.

TddMentor provides aST Differencer component, which is a specialized AST
matcher. It reports two ASTs to be structurally isomorphic if they have well-known
differences only and returns a list of these method deltas. The delta mapping algorithm
below only detects method delta types for the match methods which have been imple-
mented already. See later for some match method implementations in TddMentor.

The Delta Mapping Algorithm

The AST Differencer visits the AST subtree just like an AST matcher. In every match
method, it tries to match the elements of the AST node at hand (the elements are AST
subtrees by themselves). Whenever it finds a difference, it tries to match it to one of the
known method delta types.

5The AST matcher is an implementation of the Visitor design pattern as described in [GHJIV95].
However it visits two trees at the same time, not only one tree.



5.4. FINDING SAFE SOFTWARE CHANGES 59

This match might involve a direct comparison of attributes of the given nodes. In
many cases, it requires to walk deeper into the subtrees and collect the method deltas
found on the way. If such a subtree walk does not result in a match, the method deltas
found up to that point are invalid. They must be discarded. The next match attempts
provide another chance until the match method has attempted all possible method delta
types — in which case the match method retdaise . The following example hope-
fully clarifies this algorithm.

Listing 5.1 (match method for a Java block)

public boolean match(Block node, Object other) {
int saveResultSize = fDeltas.size();
boolean superMatch = super.match(node, other);
if (superMatch) return true;
restoreSavedResult(saveResultSize);
if (checkForDelegatingCtorDelta(node, other)) return true;
restoreSavedResult(saveResultSize);
if (checkForExtractMethodDelta(node, other)) return true;
restoreSavedResult(saveResultSize);
IDelta delta = new OtherBodyDelta(fSuccMethod);
fDeltas.add(delta);
return true; // Typically returns false. See text!

Listing 5.1 shows the match method for a J&kack . Before any match attempt
starts,saveResultSize  points to the current end of the results lisuper.match
(node, other) invokes the regular match method of the AST matcher. Be aware that
this might still indirectly invoke some oth@ST Differencer-specific match methods. If
the regular match method did not find a match, all results collected so far are invalid.
restoreSavedResult(saveResultSize) discards all the invalid results.

This specific match method always retutng , because it reports adther Body
method delta, if all other match attempts fail. This method delta type only makes sense
for the calculation of change participants, as detailed in Section 5.4.4.

Note the observations about how to implement a match method:

e No match method exists in isolation.
e The order of the attempted delta matches is important.

¢ An introduction of a new method delta type might impact the detection mecha-
nism for other method delta types.

e Clean up after a match attempt has failed.
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e Sometimes a match method higher in the subtree needs to prepare some informa-
tion for a match method deeper in the subtree. For an examplése®ge Return
Type delta below.

In the following section, details of how to detect some specific method delta types
are shown. Only a selection of method deltas types that help explain the concepts of this
chapter are shown. Appendix A contains a comprehensive list of all method deltas that
are detected by TddMentor.

Rename Parameter Delta

Parameter names are found easily inMeehodDeclaration AST node. The match
method finds the corresponding parameters via their position in the parameter list. This
way, it is easy to detect if a parameter name has changed. The match method records
these changes &&ename Parametdeltas in the results list.

If parameter names change, then references to those parameters change as well.
This means the match method ®impleName nodes will run into name changes. A
normal AST matcher would report such a name change as non-isomorphi®SThe
Differencer however will not report it as mismatch, if it finds a corresponditename
Parametedelta in the list of results that have been found so far.

Extract Method Delta

An Extract Methodrefactoring (see Section A.1.4) replaces a subsequenstatef
ment nodes with aMethodInvocation node and moves the replacgthtement s to
a new method.

The match method looks for a subsequence in the prededssbkr’s Statement s
that corresponds to thethodinvocation  inthe success@lock . TheStatement s
before and after the subsequence have to matclstdiement s before and after the
MethodInvocation

The MethodIinvocation refers to thevethodDeclaration of the newly created
method. ItsStatement s have to match the identified subsequence in the predecessor
Block . Then the predecessor and the succe8smk are reported as structurally
isomorphic modulo thé&xtract Methoddelta (see Section A.4.10).

Change Return Type Delta

The return type of a method is found in thlethodDeclaration . Only SimpleType s
are allowed as return typ&sThus a comparison of the identifiers of the t&inple-
Type nodes detects a change.

A SimpleType is aType node for a named class or interface type.
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However, to allow for a good interplay with other detection algorithms, the detec-
tion is left to the match method f@impleType s. TheMethodDeclaration match
method simply saves the return typenpleType node. Then its match method knows
when to check for &hange Return Typédelta.

Other Body Delta

The AST Differencer returnsOther Bodydelta (see Section A.4.12), if all other match
attempts for aBlock fail; as seen in listing 5.1. The purpose of this method delta is

to enable theAST Differencer to return a list of method deltas if it can match the two
method signatures but not the two method bodies. As seen in Section 5.4.3, this method
delta will never be reported as refactoring. However, to calculate change participants
(see Section 5.4.4) the detection mechanism needs a list of method deltas in the signa-
ture, even if the two method bodies do not matGither Bodydelta somehow resembles

the Null Objectdesign pattern [MRB97].

5.4.3 Identifying Refactorings

The TddMentor componerRefactoring Finder gets the method deltas from tRe&T
Differencer. It analyses the method deltas to identify refactorings. As the raw method
deltas are already at hand, it is an easy procedure; sometimes as easy as directly ac-
cepting a method delta as refactoring sucliRasame Parametetn other cases it has

to search the type hierarchy of affected types asfeconcile Difference®r do some

other checks.

The Refactoring Finder gets a list of method deltas. It only accepts a method as
refactored if it can resolve the whole list of method deltas to refactorings. Otherwise, it
will not accept the whole method. There are two reasons for rejecting a method delta
as refactoring. Firstly, some precondition has not been met (e.g. the new type cannot
be found in the type hierarchy of the old type). Secondly, some method deltas will
never resolve to refactorings. For example, @é&er Bodywill always be rejected as
refactoring.

The details of when to accept some specific method deltas as refactoring have been
outlined below.

Rename Parameter Refactoring

Detecting thdRename Parameteefactoring (see Section A.1.10) is easy. Redactor-
ing Finder simply accepts everiRename Parameteelta as refactoring. All reference
checks were already performed by #8T Differencer. There is nothing else to reason
about.
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Extract Method Refactoring

TheRefactoring Finder accepts artxtract Methoddelta (see Section A.4.10) Bgtract
Methodrefactoring (see Section A.1.4), if the called method was added in this integra-
tion version. TheAST Differencer already has ensured that the extracsetement s

have been moved to the newly created method. Aie€ecessor Finder reports new
methods as added.

Reconcile Differences Refactoring

The Reconcile Differenceefactoring (see Section A.1.7) tries to unify pieces of code
that look similar [Bec03, p. 181]. One type of this refactoring is to replace a type
with its supertype if the accessed functionality has moved to the supertype. For some
methods this means “return an object of a supertype of the type that it had declared in
its predecessor”. The following example is taken from [Bec03, p. 35].

Listing 5.2 (Before refactoring: Method returns Franc)
public Franc times(int multiplier) {
return new Franc(amount * multiplier);

}

As a small step in the process of unifying the typesnc andDollar , thetimes
method returns the supertyp®ney instead ofranc .

Listing 5.3 (After refactoring: Method returns supertype Money)
public Money times(int multiplier) {
return new Franc(amount * multiplier);

}

The Refactoring Finder receives such changes @sange Return Typdelta. It has
to check whether the new type is a supertype of the old one. In the exaviyley is
an ancestor ofranc . This means the method delta is reported as refactoring.

5.4.4 Finding Change and Refactoring Participants

Change and refactoring participants (see Section 2.3.4) are method changes that also
need to be detected for the correct calculation of the test coverage PCI (see Section 6.2).
Again, theAST Differencer has to detect a raw method delta before Refactoring
Finder can decide on the type of change.

For an example see listings 2.5 and 2.6. ThereA®ie Differencer detects aChange
Argumentdelta. To see if this method delta was induced by a change in the called
method, TddMentor has to check the list of method deltasdtirocation . If it finds
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aChange Parameter Typelta for this parameter position, then it repg@gCompile-

Classpath as change participant. This check is the raisdtre’ for theOther Body

delta. It allows checking for deltas in the method signature even if the two method
bodies do not match. The TddMentor compon@aterage Finder will report such a
change participant as covered if the method that induced the change is in the test span
(see definition 6.3).

A refactoring participant is some kind of change participant. It differs in the fact that
the inducing method itself was undergoing a refactoring — not only a change. Thus the
inducing method does not have to be spanned by tests. The method at hand is still within
the test coverage.

5.4.5 Discussion

The described approach for finding refactorings has some shortcomings, but they are
more than compensated for by its benefits.

Firstly, the proposed approach is not as stable against simple changes as one might
hope for. Malpohlet al. [MHTOO] describe an algorithm for detecting renamed iden-
tifiers in existing code. Their intent is to support the merge of different branches in a
version control system. The algorithm is stable against some simple statement reorder-
ings. Yet they only detect renamed identifiers. The approach in this dissertation clearly
needed to detect more kinds of refactorings.

Secondly, the proposed approach may not scale well for big changes between two
compared versions. Demeyetr al. [DDNOO] describe an algorithm that finds a small
number of refactorings via change metrics. They compare major releases of three OO
systems as case studies. However, most of their refactorings are too big in the sense
that such refactorings would not be possible without a test in TDD. Also, they mainly
find class reorganizing refactorings suchEagract Superclasésee Section A.1.5) and
Collapse Hierarchy(see Section A.1.2). The PCI calculation in Chapter 6 on the other
hand needs to find a large number of small refactorings — sushoas Methodsee
Section A.1.6) andRename Parametésee Section A.1.10).

Steiger [Ste01] takes the idea of Demegeal. [DDNOO] a bit further by providing
a flexible query engine. This query engine helps to detect more refactorings. However,
the author still has the problem of identifying predecessors. He proposed to calculate a
fingerprint of software entities to identify predecessors but did not carry out this idea.

Antoniol et al. [ACL99] compare two versions of classes in an intermediary abstract
language. They present metrics to express the distance between the two versions of
the same class. Such metrics might help to find refactorings similar to the approach
described above.

A completely different approach records refactorings as meta information in the
source code repository. Existing version control systems traditionally support opera-
tions such as add, delete, change on a file or method level. They are not designed for
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huge amounts of structural changes such as refactorings. A new idea is to treat refac-
torings as basic operations. This extension facilitates more advanced operations such
as merging different program branche€ollard [Col03] describes several approaches

for attaching meta information to source code. For example, he plans to attach differ-
ence and refactoring information to changed code. However, such meta information is
currently not available for real world projects.

The proposed approach finds a large number of refactorings on a level of detail that
fits into the PCI calculations. It is stable against some identifier renamings and some
method movements, and it scales well for TDD code, which is the scope of this research.
The case studies support the adequacy of this approch.

| presume that the topic of finding refactorings will attract more research interest in
the near future. The software engineering research community starts to understand the
importance of refactorings [MDB03]. When design patterns were first proposed, they
were seen as tools to help design computer programs [GHJV95]. Nowadays they are
reengineered from existing code to better understand program design [Bro96] [SS03].
It is my conviction that detection of refactorings and other safe software changes will
see a similar career to enable better understanding of source code evolution.

5.5 Summary

This chapter describes techniques for detecting software entities on several levels of
abstraction. The detection of those entities is required for the PCI calculations in the
next chapter.

Appendix A lists and describes the method deltas, refactorings, refactorings par-
ticipants and change participants that are found by TddMentor, which prototypically
implements the detection techniques of this chapter.

"For expoges that envision this research direction see [URL:CmEclipse] and [URL:Freese].



Chapter 6

Process Compliance Indices

This chapter defines a number of process compliance indices (P®€)s quantify
symptoms of TDD process violations based on an analysis of past source code changes.
Chapter 5 describes detection techniques for a number of software change entities that
are used for the PCI calculations. PCls are calculated for a sequence of integration
deltas (see definition 2.1). They help focus the manual assessment effort in order to find
integration deltas that document a process violation.

These integration deltas that were found can be subject to a review with the devel-
opment team members to discuss the reasons and find ways to prevent such process
violations in the future. A PCI can only be an indicator for a process violation — it can-
not serve as proof. The process assessor has to judge based on his or her TDD process
expertise and when in doubt discuss a software change with its developers. Or, as Ar-
mour [Arm04] has put it, “Simply collecting one metric rarely gives us the answer —
on the contrary, it usually gives us the question.”

Section 6.1 below deduces the research assumptions and metrics criteria based on
the GQM paradigm. The test coverage PCI (see Section 6.2) is used in Chapter 8 to
validate the research hypothesis. Section 6.3 defines another possible PCI. More PCls
could be derived from TDD-specific measurements easily (see Section 3.4.2).

6.1 Goal-Question-Metric Deduction

This chapter defines several process compliance indices that are based on software
product change metrics. The decision which metrics to apply is made using the Goal-
Question-Metric paradigm (see Section 3.2.3). The goal and the question are defined
firstin Table 6.1.

1The notion of PCls is inspired by Code Decay Indices of Etkl. [EGK101], who also analyze
past source code changes to estimate maintenance effort.

65
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Goal Identify those integration deltas that suggest a TDD process compliance
violation in order to focus the manual assessment effort.

Question When analyzing the software changes of one TDD integration delta,
what characteristics can be used as symptoms for a TDD process viola-
tion?

Table 6.1: Goal and question for the definition of the process compliance indices (PCI).
Each PCl is a specific answer to the question that was deduced from the goal.

The question “How to find symptoms of process violation in software changes” leads
to the following research assumptions:

e Source code reflects process violatiol®D is a very source code centered style
of development (see Section 2.2.1). All development activities are directly re-
flected in the sources. Process violations also directly impact the source code
(e.g. not having a test for some production code change would be a process vio-
lation). Some process violations are detectable — like a missing test. Clearly, not
all process violations are detectable (like creating the right design closure for the
problem domain).

¢ Integration deltas can be identified and integration version can be recreated.
Since TDD developers typically do not tag individual integration deltas, this re-
search assumes that all changes of one integration delta are submitted to the source
code repository as a whole. TddMentor allows to reconstruct the integration deltas
and hence the integration versions based on this assumption (see Section 5.1).

e Test code is distinguishable from production cofiest and production code have
different but very important roles. This dissertation describes a number of possi-
bilities to distinguish between the two types of source code (see Section 5.2). Itis
becoming standard development practice to mark test code as such.

A PCl is a heuristic for indicating process violations. It is the combination of one
or more software product change metrics. Each PCl is one possible answer to the GQM
guestion from Table 6.1. The metrics used in a PCI have to satisfy the following criteria:

e The metrics must be derivable from the source code and/or the version control
information.

e The metrics should be cheap to collect because the process compliance indices
should be calculated for several integration deltas as part of two successive inte-
gration versions. Each of which can contain a lot of source code.
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e The metrics must be computable via static source code analysis. Every integration
version should have been executed by running the automated tests. But it is very
hard or might even be impossible to recreate the test execution context for every
single integration version.

Each PCI specifies a recipe that explains how to interpret whether the result indicates
a process violation or not. In other words, the interpretation gives a positive or negative
response to the question, whether a given integration delta contains a process violation
or not. This interpretation can also lead to false positives and false negativiasseA
positivefor a PCI is a case where the PCI indicates a process violation but should not
have reported one. false negativéor a PCl is a case where the PCI does not indicate a
process violation where it should have reported one; thus where TddMentor would fail
to report a process violation.

A PCI fulfils the first three requirements of Weinberg's observational model as intro-
duced in Section 3.2.1. Weinberg [Wei93, p. 30] also suggests to define a set of top tier
metrics for a quick overview of a development process and a set of second tier metrics
for more detailed root cause analysis. The PCls can give an overview of what has hap-
pened in the past of a development project. Finding the root cause requires a detailed
inspection of the identified integration deltas and its discussion with the developer.

Each section below defines one PCI, containing a detailed description, a recipe for
its interpretation, and a discussion of false positives and false negatives.

6.2 Test Coverage PCI

As in Figure 2.1, an integration delta consists of both test code and production code.
As outlined in Section 3.4.2, all the software changes of an integration delta have to be
covered by the tests of the same integration delta. This PCI calculates the test coverage
for individual integration deltas. The PCI calculation is modelled along the basic TDD
development cycle, as outlined in Table 6.2.

Step Development Analysis

Red Write a test Start the call graph at the
modified test methods

Green Implement a new feature Mark all spanned methods as
covered

Refactor Clean the code structure Mark all safe method changes
as covered

Table 6.2: The Test Coverage PCI calculation is modeled along the TDD mantra
Red/Green/Refactor.
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The test coverage is calculated in terms of a call graph that starts at the test methods
of the integration delta. The algorithm marks all the production methods spanned by this
call graph as covered. This call graph might need to be extended artificially as detailed
below. Safe software changes (see Section 2.3.4) do not have to be tested explicitly and
therefore are also marked in the last step as covered.

The literature knows a lot of different test coverage types and calculation algorithms
(see Section 3.2.2). | chose the approach presented here, because it models the way
a developer test-drives new functionalities. The case studies (see Chapter 8) provide
empirical evidence that this simple algorithm works well.

Details of this test coverage calculation are described below.

6.2.1 Detalls

The test coverage has to be calculated for the changes in each integration delta within
the analysis time frame. This notion differs from the traditional view on test coverage
(see Section 3.2.2) where it is typically calculated for the whole system.

Definition 6.1
Test coveragedenotes to which degree methods of an integration delta are
covered by tests in the TDD sense.

# covered production methods in integration delta

Test coverage rate= # all production methods in integration delta

TddMentor applies a very simple test coverage algorithm based on the method call
graph. Informally, a method call graph represents the calls between methods in a given
program. The quality of the call graphs computed by available static call graph extrac-
tors varies widely [MNGL98]. TddMentor uses the static call graph extractor found in
Eclipse?

Definition 6.2
Method call graph: A directed graph with nodes representing individual
methods and edges from methodto m2if micallsm2

The call graph extractor simply looks for all methods that are called somewhere from
within the method at hand. For the test coverage calculations, it starts at the test methods
of an integration delta. This includes methods that are not specifically marked by JUnit
as test cases (likeetup() ). The algorithm marks all methods in the integration delta
that it reaches via the call graph as spanned.

21t is found in the packagerg.eclipse.jdt.internal.corext.callhierarchy
in Elipse 3.0.
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Definition 6.3
Test span: The set of all methods reached from a test method via the call
graph.

Spanned method: A method contained in the test span.

Test coverage is basically this test span of the call graph that starts in the test methods
of the integration deltd.As described below, this algorithm needs some extensions to
provide realistic results. Chapter 8 documents some case studies where these extensions
were needed.

Implementors and Subclasses

In TDD code it is common to modify existing abstractions such as interfaces and su-
perclasses. Test-driving such modifications means to write a test case or to modify an
existing test case that executes the modified methods. Interfaces, however, have imple-
mentors, and superclasses have subclasses that implement or override methods. They
have to change if their ancestors change. Because the tests drive against the ancestor
types, the simple algorithm would leave modified descendants as not spanned.

Thus, the algorithm marks modified methods as spanned if they changed because of
a signature change of their ancestor method and the ancestor method is spanned.

Span Claims

TddMentor only analyzes Java source files (see Section 5.1). It leaves out other artifacts
(like grammar specifications) that a build process might use to generate Java source
code. TddMentor is missing those would-be-generated Java source files and thus it is
missing some links in the call graph if the generated Java source code calls manually
created code.

For an example see listing 6.1 from the QDox case study (see Section 8.2).

Listing 6.1 (Calling generated code)
public class JavaClass {

public JavaSource addSource(Reader reader) {
ModelBuilder builder =
new ModelBuilder(classLibrary, docletTagFactory);
Lexer lexer = new JFlexLexer(reader);
Parser parser = new Parser(lexer, builder);
parser.parse();

3This algorithm does not take into account more advanced test coverage techniques such as branch
reachability and the like.
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The classesdFlexLexer andParser would be generated from some specification
files. Theparser object would call theaddPackage(p) method in thebuilder
object as seen in Figure 6.1.

:JavaDocBuilder

builder : Builder

addSource( reader)

«create»

\ 4

«create»
» parser : Parser

—

missing class — parse()

addPackage(p)
| __missing in
call graph

Figure 6.1: Rationale for span claims. The classParser cannot be generated
during the static analysis, thus it breaks the call graph. Therefore the call to
Builder.addPackage(p) has to be declared manually be a span claim.

Span claims make up for those missing links.

Definition 6.4
Span claim: A user-provided extension of the call graph. A span claim

consists of

¢ the method signature of a method that the call graph reaches from
a test method and

¢ a set of method signatures of the methods that would be called by
the generated code.

The tool user declares this information in a project-specific analysis descriptor. A
simple call graph detection algorithm stops when it does not find a method that is called
from within an existing call graph. In this case, the call graph has to continue at the
target methods declared by the span claim.

The QDox case study documents the span claim for the example above (see listing
8.3).
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Safe Software Changes

In TDD, every production code modification should be test-driven, except for safe soft-
ware changes. A refactoring is such a safe software change (see Section 2.3.4). Assum-
ing the code before the refactoring was developed in a test-driven way, there should be
tests that cover this piece of code. The semantic-preserving code modifications neither
change the coverage nor invalidate the the old test, so there will not be any new tests.

Modified code, due to a refactoring, is not spanned by tests in the current integration
version. It is, however, spanned by tests in an earlier integration version and as such
regarded as covered for the current integration version.

Refactoring participants, change participants, and accessor method are similar kinds
of safe software changes (see Section 2.3.4). TddMentor can detect some of those
safe software changes automatically (see Section 5.4). All automatically detected safe
changes are marked as covered.

Coverage Claims

TddMentor cannot detect all kinds of safe software changes, e.g. some accessors and
technical methods (see Section 2.3.4).

For an automatic analysis this means that TddMentor will report some methods as
uncovered because it does not find a test, even though the developer of this method did
not define a test on purpose. Reporting such methods would disrupt an analysis report.
To prevent them from reappearing, a TddMentor user can declare coverage claims.

Definition 6.5
Coverage claim: A user-provided extension of the test coverage. A cover-
age claim consists of

e a method signature of the method that should be added to the test
coverage.

The methods declared by a coverage claim are not reported as uncovered in any case.
Coverage claims can be applicable globally or specifically to an individual integration
version.

The Money Example case study shows an example of a coverage claim for the
toString() method (see listing 8.1).

Test Span Fix Point

A simple call graph algorithm does not compute the test span adequately, as described
above. The above extensions add to a test span that has been calculated so far. Data from
TDD projects show that the call graph algorithm has to continue after these additions.
Then again, the algorithm extensions need to determine whether they can add even
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more to the test span. This whole procedure needs to be performed until a fix point is
reached, where the call graph algorithm and its extensions find no further addition to the
test coverage.

6.2.2 Recipe for Interpretation

The source of interpretation is a time series diagram of the test coverage rates for the
individual integration deltas. This diagram also contains the number of detected safe
software changes, as exemplified in Chapter 8.

The analysis of fully TDD compliant projects should result in a test coverage rate
of 1.0 for every integration delta (e.g. see the Money Example in Section 8.1). The
analysis of a project that does not have any tests at all results in a test coverage rate of
0.0 for every integration delta. These two cases mark the extreme ends of the spectrum
for real world projects.

This PCI has two different recipes for interpretation according to the two ends of the
spectrum. One recipe is for cases that are close to an ideal TDD project (see QDox case
study is Section 8.2 for an example). For such projects, an interpretation of the numbers
can help find individual process violations. A review of such process violations supports
a TDD process optimization on an advanced level. The other recipe is for cases that have
hardly any TDD process elements (see Ant case study in Section 8.3 for an example).
For such projects, an interpretation can help the team members recognize first steps into
the right direction and encourage to build on initial success.

Nearly Ideal TDD Process

1. Find the integration deltas that have a poor test coverage rate and order those
candidates accordingly.

2. Manually review those integration deltas to find the reason for the poor test cov-
erage. Possible reasons are: no tests defined in this integration delta, refactorings
and other safe changes were not detected, changes were not driven by tests, or any
other process violation that reflects in the source code.

3. Inthe case of missing coverage claims or span claims, declare them in the analysis
descriptor and rerun the analysis. Coverage claims can also make up for refactor-
ings that were not detected by the tool.

4. Discuss the identified integration deltas with the developers to prevent misinter-
pretations.
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Hardly any TDD Process Elements

1. Find the integration deltas that have some reasonable test coverage rate.

2. Check the number of detected safe software changes to see if this non-zero test
coverage rate is the sole result of detecting safe changes. In this case, the integra-
tion delta does not provide insight into initial TDD steps.

3. Manually assess the remaining integration deltas to identify the TDD process el-
ements.

4. Discuss the results with the developers to learn more about their comprehension
of these TDD process elements.

6.2.3 False Positives and Negatives

False positives.A false positive scores a low test coverage rate while it is process-
compliant. Probably the most important reason for a low test coverage rate is the refac-
toring detection mechanism. It is limited in the number of refactoring types that it
can detect in software changes. A tool user would need to detect such cases manu-
ally. He/she can then declare a coverage claim for that integration delta to prevent the
refactored method from reappearing again in the analysis report.

Occasionally, the regular build process generates source code from some specifica-
tion. The presented approach does not run the build process, thus some source code
might be missing. Such missing source code might break the call graph and therefore
is another source for false positives. The declaration of span claims can alleviate such
problems.

Another reason for false positives is the static extraction of the call graph. This
extraction relies on the unit tests to invoke the production code via static method calls.
If those calls are made dynamically, the test coverage calculation would fail. TddMentor
does not offer a quick fix for such cases but they are rather rare.

False negativesSome integration deltas could score a high test coverage rate but
in reality they are not TDD process compliant. They would be seen as false negatives.
The simplest example of such a case is an integration delta with a test coverage rate
that is explained only in terms of detected safe software changes. The Ant case study
(see Section 8.3) documents such integration deltas. For this reason, the results diagram
always shows the number of detected safe software changes so that the process assessor
gets an idea for such false negatives.

Another possibility to obtain a false negative is a wrong coverage claim declaration.
The user has to exercise the tool calibration with great care.
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6.3 Large Refactorings PCI

As outlined in Section 3.4.2, Elssamadisy and Schalliol [ES02] reported a process
“smell” for Extreme Programming named “Large refactorings stink”. They recommend

to put more effort into the refactoring step during every basic development cycle if the
refactoring activities become too large. They assess that, in this case, the developers
had become lazy with the continuous refactoring activities. As a result, the required
refactorings accumulate to a large amount of work at several discrete points in time as
opposed to a continuous refactoring effort during each integration delta.

6.3.1 Detalls

During the refactorings development step, not only refactorings happen, but in general,
all kinds of safe software changes can happen (see Section 2.3.4). Besides refactorings,
there can be changes in refactoring participants or change participants.

It is possible to detect a number of safe software changes in past integration deltas
(see Section 5.4.3). For the calculation of the test coverage PCI (see Section 6.2), only
the safe software changes that had not been covered by tests already were of interest.
The Large Refactorings PCI needs to find all safe software changes, irrespective of their
coverage by a test.

This PCI simply counts the number of safe software changes for every integration
delta within the analysis time frame. These numbers are depicted as time series diagram.

6.3.2 Recipe for Interpretation

1. Identify the integration deltas that have the highest numbers of safe software
changes and mark them as candidates for the manual assessment. As a first guess
for the control limit you might choose three times the standard deviation from the
arithmetic mean.

2. Manually assess the marked integration deltas in order to see if they indicate some
refactoring activities that should have been performed in an earlier integration
delta. Possibly adjust the control limit.

3. Discuss the identified integration deltas with the developers to prevent misinter-
pretations.

6.3.3 False Positives and Negatives

False positives A false positive integration delta scores a PCI above the control limit
but does not contain any safe software changes that have been deferred from earlier
integration deltas due to programmer laziness.
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One reason might be that the new tests in this integration delta really require such a
massive refactoring activity. Another reason might be the size of the integration delta.
A big integration delta contains more safe software changes than a small one.

A more technical reason might be a wrong value for the control limit. It requires
some experience to find the right adjustment. Another technical reason could be the safe
software change detection mechanism itself. The detection algorithm is limited in the
number of different types of safe software changes that it can detect. This shortcoming
equally applies to all integration deltas. If, however, one integration delta has a much
higher rate of detectable safe software changes than all other integration deltas, it is
reported as a false positive.

False negativesA false negative integration delta scores a PCI below the control
limit but shows an accumulation of many deferred safe software changes.

The control limit might just be too high for the detection of a process violating
integration delta.

Another technical reason is the limitation of the safe software change detection
mechanism to detect a large number of safe software change types. This would result in
a PCl that is too low.

6.4 Summary

This chapter introduces PCls that indicate process violations for individual integration
deltas. It lists two specific PCls. The test coverage PCI was implemented by TddMentor
to validate the research hypothesis. The TddMentor implementation and usage is dis-
cussed in the next chapter.
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Chapter 7

TddMentor Architecture and Usage

TddMentor is a prototypical implementation of the detection techniques of Chapter 5
and the test coverage PCI of Chapter 6. It supports the assessment approach proposed
by this dissertation. In the taxonomy of Demegeal. [DMWO01], TddMentor provides
change-based retrospective evolution support. Itis a semi-automated tool because it still
requires human assistance. In fact, it helps a process assessor focus the inspection effort
during TDD process assessment.

This chapter outlines the tool architecture and briefly describes its components (see
Section 7.1). It lists the configuration options and discusses the calibration process (see
Section 7.2). While TddMentor is mainly used for TDD process assessment, it could be
applied in other areas as well (see Section 7.3).

7.1 Architecture

TddMentor plugs into the Eclipse IDE. An integration of an analysis tool into the de-
velopment environment has many advantages. Separate tools would construct separate
models of the application under inspection and often need to omit details. “Omitting
those details often has the effect of producing spurious error reports.” [YTFB89]

Eclipse provides several types of tool integration: invocation, data integration, con-
trol integration, and GUI integration [WSP2] [Ams01].

7.1.1 TddMentor as Eclipse Plug-in

Eclipse is a tool integration platform that has a built-in Java IDE [SOQ8} [GB04].
TddMentor uses several Eclipse components, namely the plug-in mechanism, the re-
source model, the Java model, and the CVS tooling as described below (see also Figure
7.1). Itis integrated with Eclipse on the control and GUI levels.
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TDDMentor
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Figure 7.1:Architecture of TddMentorTddMentor plugs into the Eclipse IDE. It ac-
cesses the CVS repository to reconstruct the integration deltas and versions. The ana-
lyzer produces PCI reports from those integration deltas. The analysis descriptor scopes
this analysis.

The Eclipse plug-in mechanism provides an easy integration into existing tools in
the platform. Extension points allow the reuse of core functionality or integration into
the GUI. TddMentor is one such external plug-in.

The Eclipse resource model organizes resources such as files, directories and proj-
ects. TddMentor reads the analysis descriptor for an application under inspection. It
generates PCI report files. TddMentor creates an Eclipse project for every integration
version extracted from the source code repository.

The Eclipse Java model parses Java files and provides handles to program elements
such as classes and methods. It provides a comprehensive library for program analysis.
TddMentor does not define its own program model or model database but rather com-
pletely integrates with the model in Eclipse. It uses the static analysis capabilities to
calculate the PCls.

The Eclipse CVS tooling allows easy access to CVS source repositories from the
Eclipse GUI. TddMentor uses its internal core functionality to fetch individual source
files for reconstructing the integration versions.

In the current implementation, TddMentor requires the user to create the CVS log
file manually via the CVS command line. The location of this log file is declared in
the analysis descriptor. TddMentor uses the StatCvs library to parse this log file and
identify the individual integration deltas.
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7.2 Usage

TddMentor seamlessly integrates with the Eclipse GUI as seen in Figure 7.2. It is trig-
gered via the context menu of the analysis descriptor of an application under inspection.
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Figure 7.2:Seamless GUI IntegrationflddMentor plugs into the context menu of the
analysis descriptor file. This is located in the project directory of the application under
inspection. The projects below contain recreated integration versions.

The steps to perform an analysis are as follows:

1. Identify the application that should be inspected in the CVS browsing perspective
and check it out as project.

2. Open a command line on the project directory and create a CVS log filec(s.g.
log > cvslog produced the log file in Figure 7.2).

3. Create an analysis descriptor file as described below in Section 7.2.1.
4. Fill outthecvslog and theproject entries.

5. Generate the integration deltas repdddMentor>-Report Log Deltas). This re-
port shows the identified integration deltas. Each integration delta has a unique
identifier.

6. Identify the analysis head and tail of the integration deltas and fill out the
analysis-scope entry of the analysis descriptor.
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7. Generate the analysis hedadi§Mentor>Generate Analysis Head Project). This
creates a new Eclipse project and fetches all revisions of the files in the latest
integration version.

8. Generate all remaining delta projects within the analysis scopeéMentor>
Generate Deltas Projects). Figure 7.2 shows the result of this operation. For
every integration version within the analysis scope you see a separate Eclipse
project.

9. Generate the desired report (eTddMentor>Report uncovered methods reports
the Test Coverage PCI and the methods that are not covered in this integration
delta).

This first report might contain some inappropriate results because of some inappro-
priate configuration of span claims or coverage claims. TddMentor needs to be cali-
brated, as described below in Section 7.2.2.

7.2.1 Analysis Descriptor

The analysis descriptor scopes the integration deltas and provides some additional in-
formation for the analysis. Table 7.1 explains the analysis descriptor for the Money
Example case study (see Section 8.1).

In addition to the configuration elements in Table 7.1, there are some more configu-
ration options as follows.

Coverage claims can also be specified for individual integration deltas. Such a cov-
erage claim would look like:

<edition name="030828154711">
<method type="tddbook.Money" name="currency" paramsig="[]"/>
</edition>

It would declare the specified method as covered only in one single integration delta,
whereas the coverage claims in Table 7.1 apply to all integration deltas within the analy-
Sis scope.

Span claims (see Section 6.2.1) are another possible extension to the above analysis
descriptor. Listing 8.3 shows the span claims from the QDox case study.

Theorigin-method  entry is the starting point of a span claim. It denotes a method
that tries to call some source code that is not available (for example because it would
have been generated during a regular build). It contmiethod entries. They denote
methods that would have been called by the missing code. Declaring these call targets
fixes the broken call graph.
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tddmentor.xml

Description

<cvslog file="cvslog"/>

Path to CVS log file.

<project name="TDDBook"/>

Name of the analyzed project.

<analysis-scope
head="030828154711"
tail="030828110835"/>

Scope of integration deltas.
Latest in scope.
Last in scope.

<sources>

Production sources list.

<dir path="src/java"/>

Source directory path.

</sources>

<tests>

Test sources list.

<dir path="src/test"/>

Test directory path.

</tests>

<coverage-claims>

List of coverage claims.

<edition name="global">

global applies for every in-

tegration delta in scope.

<method name="toString" paramsig="[]"/> Parameter signatures as
<method name="equals" paramsig="[QObject;]"/> used by Eclipse Java model.
<method name="hashCode" paramsig="[]"/>

</edition>

</coverage-claims>

Table 7.1: Analysis descriptor of the Money Example.

7.2.2 Calibration

Calibration is the process of tailoring the current analysis descriptor to the current ap-
plication under inspectioh.This step is necessary due to the diversity of projects that
are assessed.

After the generation of the first report, a tool user would interpret the results ac-
cording to the PCI descriptions (see Chapter 6). He or she would then manually inspect
the integration versions to check the validity of the suggested process violations. This
inspection either confirms a process violation or disproves it.

In case of disproval, the tool user calibrates TddMentor to prevent this method from
being reported again. This process repeats until the process assessor has enough confi-
dence in the reported PCls.

TddMentor calibration uses two different approaches: configuration evolution and
tool extension.

Porter and Selby [PS90] describe the calibration of classification trees to identify high-risk compo-
nents in evolving software systems.
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Configuration Evolution

Configuration evolution is the simplest case. It simply adds an entry to the analysis
descriptor (such as a span claim or coverage claim).

For example, technical methods (see Section 2.3.4) do not need to be covered by
tests but would be reported as uncovered by the test coverage PCI. A coverage claim pre-
vents such a method from reappearing. Similarly, span claims are added to the analysis
descriptor.

Tool Extension

The prototypical implementation of TddMentor still has some deficiencies in the auto-
matic detection of refactorings and other safe software changes. In order to produce
adequate results, the detection mechanism might need to be extended to further types of
refactorings, refactoring participants and change participants.

Such extensions change the Java source code of the existing tool. There is no plug-
gable extension mechanism available. It is unclear if it is feasible to create such an
extension mechanism for refactoring detection.

7.3 Other Application Areas

TddMentor was developed to support TDD process assessment and validate the research
hypothesis of this dissertation. Beside this use, TddMentor might be beneficial in a
number of further application areas which have been outlined below.

7.3.1 Teaching TDD

Extreme Programming and TDD have been taught at universities [Wil01] [WGO1].
Mugridge [Mug03] identified two major challenges in teaching TDD to students:

¢ fast feedback during the learning process on how to incrementally evolve the de-
sign and

¢ building interdependent technical skills (like writing a test and refactoring source
code).

To answer such challenges, Edwards [Edw03b] [Edw03a] proposed a web-based
system for automatic grading in teaching TDD. Students submit their test and produc-
tion code to a grading server that performs a results-based assessment in terms of test
coverage and functional completeness.

TddMentor supports a change-based assessment and could also be used in a class-
room setting. Students would integrate their test and production code after each basic
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development cycle with the central source code repository. At the end of the day, the
trainer would assess the repository with the help of TddMentor. This assessment would
reveal good and bad performance of TDD practices. The next day of the course would
start with a discussion of the findings. The major advantage of this approach is that
the learning environment is closer to a real world development project and the students
learn to work as part of a team.

7.3.2 Refactoring Mining

Software system mining is the activity of finding valuable information in the source code
of a software system in order to make this information explicitly available to developers
[Mo002]. Refactoring mining is the activity of finding new types of refactorings in
existing source code changes in order to make them explicitly available.

TDD developers continuously refactor their application and possibly apply refactor-
ings that have not been documented. TddMentor could be used to assess source code
from advanced TDD teams. It is expected that an advanced TDD team should achieve
high scores for the test coverage PCI. Part of its calculation is the detection of refactor-
ings. A low test coverage for an individual integration delta can mean a shortcoming
of the refactoring detection mechanism or a new type of refactoring that has not been
documented (and implemented in TddMentor) before.

| applied this process for calibrating TddMentor (see Section 7.2.2) in the docu-
mented case studies. During that process | found some refactorings that were not doc-
umented in the literature. Appendix A lists those refactorings among others for which
TddMentor contains detection code.

7.3.3 Test Pattern Mining

Test pattern mining is the activity of finding test patterns in existing source code in order
to make them explicitely available.

Similar to refactoring mining, test pattern mining would work by assessing the
source code from advanced TDD teams. Again, a low test coverage score would be the
starting point. The test coverage algorithm calculates the call graph from the changed
unit tests. This call graph calculation requires the tests to call production code statically.

While scanning several projects as potential case studies, | found unit tests that per-
formed dynamic calls only, by providing an invocation target as a string. Further case
studies might reveal more types of test patterns.

7.3.4 Empirical Research

Abrahamssoret al. [AWSRO03] assess that empirical evidence, based on rigorous re-
search, is scarce in the area of agile software development methods. They call for more
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empirical, situation-specific research and the publication of the results. A general prob-
lem of this endeavour is that TDD produces hardly any artifacts except source code,
while it puts a very strong focus on source code and design evolution.

To some extent TddMentor can support such empirical work by:

e reconstructing individual integration versions and making them available inside
an IDE,

¢ identifying all changes within an integration delta and making them accessible for
static program analysis,

¢ heuristically identifying renamed and moved methods to some extent which al-
lows to make observations across such changes, and

e detecting a number of refactorings and other safe software changes.

An analysis across several projects would try to find commonalities within several
projects that all use TDD as their style of development. These commonalities would
add to the body of knowledge about TDD.

7.4 Future Implementation Improvements

TddMentor exists only as a prototypical implementation. It still has some areas that
require improvement.

These limitations do not impact on the validation of the research hypothesis. How-
ever, before applying TddMentor in a broader context, these limiatations need to be
removed. Here is a list of such limitations:

e TddMentor ignores all modifications in inner classes and non-public top level
classes.

e It ignores instance variables completely. As seen in the Money Example case
study, this can result in missing data points.

e TddMentor needs to detect more types of refactorings and other safe software
changes than it does at the time of writing. The current set of detected safe soft-
ware changes is biased towards the documented case studies.

e TddMentor does not deal with refactorings in test code. Improving test code
requires some specific refactorings [DMBKOL1].

e TddMentor does not take into account the more advanced test structuring capabil-
ities of JUnit or of its extensions (like MockObjects).
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e Maven is a Java project management and project comprehension tool. Its project
object model (POM) contains an entry that specifies the locations of the unit tests
of a project. TddMentor could read that information to simplify the configuration

step.

e The current implementation supports CVS as version control system only. Sub-
version aims at being a “a compelling replacement for CVS”. Commits of a num-
ber of files are atomic and revision numbers are per commit, not per file. The
reconstruction of integration deltas would be a lot easier in Subversion. Also,
some TDD developers link user stories to their Subversion revision.

7.5 Summary

This chapter describes the architecture and usage of TddMentor — the prototypical
implementation to support the approach proposed by this dissertation. It is used to
validate the research hypothesis as documented in the next chapter.
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Chapter 8

Case Studies and Hypothesis
Validation

This chapter lists several case studies, each documenting the TddMentor-supported
analysis of a project. The goal of those case studies is “theory testing and experimen-
tation” [Tic98]. The case studies serve theory testing by providing real world data for
validating the research hypothesis. They were also experiments to refine the imple-
mented concepts; e.g. the original test coverage algorithm did not consider span claims
(see Section 6.2).

Zelkowitz and Wallace [ZW98] list several important aspects for experimental data
collection. For this research, these aspects are as follows:

Replication The chosen systems are open source systems and freely available (QDox,
Ant) or even published in a book (Money Example). This means the raw data
are available for repeated analysis. This work describes all relevant algorithms to
replicate such an analysis.

Local control The goal of this research is to provide automated support for process as-
sessment. For the sake of validating the research hypothesis, no control over the
project’s developers was necessary. Only in a future step of a process improve-
ment effort should such a local control be relevant.

Influence Experimental designs have to take their influence on the studied subjects into
consideration. l.e. active methods may suffer from the Hawthorne éffébe
data collection of this research is passive in the sense that it analyzed the source

10ne problem of actually observing a project team is the Hawthorne effect [Boe81, p. 672] [May45].
In a classical experiment, Elton Mayo examined the effect of lighting and illumination on employee
productivity. In essence, the mere fact of observing and including the observed persons in the observation
process had an impact on the results.
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code repositories of already existing software. Therefore, the analysis itself did
not have any influence on the project’s developers.

Temporal properties The data collection for the hypothesis validation is retrospective
(or archeological). A more current data collection might apply to a later applica-
tion of TddMentor (see Section 7.2) in a process mentoring or process improve-
ment context.

Given the retrospective nature of the data collection, Zelkowitz and Wallace might
call this a legacy analysis or historical lessons-learned study. The term “case study” is
justified by the fact that (1) the analysis has all necessary information available in the
source code repository, (2) it can calculate the necessary quantitative data, and (3) the
results can directly help an assessed team.

The scope of this thesis is to provide tool support for TDD process assessment.
It is outside the scope of this thesis to collect data from a large number of projects for
statistical evaluation. This would be a separate research project. TddMentor can support
such an endeavour. Therefore | selected two case studies that serve as typical examples
for TDD and one case study as a counter-example for TDD.

Each case study is documented in a separate section. The structure of those sections
is as follows:

1. Introduce the case study.

2. Outline the scope of the analysis. This might be the whole project history or
just a selected time frame. Document the performed calibration steps. The listed
refactorings, refactoring participants, and change participants, for which detection
mechanisms had to be implemented, are described in appendix A.

3. Document the raw results as reported by TddMentor. Chapter 6 introduces a
number of process compliance indices (PCI). The case studies focus on the Test
Coverage Rate PCI as reported by TddMentor.

4. Interpret the results and derive recommendations for the authors of the case stud-
ies where applicable. Their interpretations are examples for the use of TddMentor
In a process assessment context (see Section 7.2).

5. Discuss consequences of the case study for TddMentor and the underlying con-
cepts.

8.1 The Money Example

In his bookTest-Driven Development by Exampkeck [Bec03] introduces and dis-
cusses TDD. In Part | he demonstrates the development of typical production code
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completely driven by tests. His goal is to illustrate the principles of TDD by working
through the Money Example in the book.

Every chapter introduces a small increment of functionality. For every increment,
Beck goes through the three basic TDD steps Red/Green/Refactor (see Section 2.2.1).
At the end of every chapter, he has an integration version (see definition 2.1) that is
working, fully driven by tests, and consisting of clean code that had undergone the
necessary refactorings. All code changes in one chapter form an integration delta. In
a real project, a developer would check-in such an integration delta into the revision
control system. For the purposes of this case study, | checked-in every such integration
delta to CVS in order to be able to use TddMentor for the analysis.

8.1.1 Analysis Setup
Scope

The Money Example consists of 16 individual integration versions. The number of
classes varies between 2 and 6. All tests had been merged into one test class for the sake
of simplicity of this scholarly example. The author restricted the example to show how
tests drive functionality into the system. It was out of the scope of the study to show
good testing techniques:

“One of the ironies of TDD is thatitisn’'t a testing technique. It's an analysis
technique, a design technique, really a technique for structuring all activities
of development.” [Bec03, p. 204]

It is only a small example but it is ideal to study code changes over time in TDD. This
analysis covered the whole CVS history of the Money Example.

Calibration

The Money Example was the first case study used to calibrate TddMentor. TddMentor
needed to show perfect results for it because with this example Beck demonstrated the
concepts of TDD. Making TddMentor show perfect results here helped refine many of
the concepts discussed earlier in this work.

TddMentor needed to implement detection code for the refactoRegencile Dif-
ferencesReplace Constructor with Factory Methadd detection code for the refactor-
ing participantAdd Argument

Some methods, however, were still reported as uncovered. A manual inspection
revealed that these methods had not been covered by tests intentionally because they had
been considered too trivial (see Section 6.2 for a discussion of those exceptions). The
project-specific analysis descriptor therefore declares coverage claims for the methods
as shown in listing 8.1. Section 7.2.1 explains the syntax of coverage claims.



90 CHAPTER 8. CASE STUDIES AND HYPOTHESIS VALIDATION

Listing 8.1 (Coverage claims for the Money Example)
<coverage-claims>
<edition name="global">
<method name="toString" paramsig="[]"/>
<method name="equals" paramsig="[QObject;]"/>
<method name="hashCode" paramsig="[]"/>
</edition>
</coverage-claims>

Span claims (see Section 6.2) were not needed for the Money Example.

8.1.2 Analysis Results

Figure 8.1 shows the test coverage rate over time. One can see complete test coverage
for all integration deltas except for one missing data point in the third integration delta.

© 1
= n )
Q 0,8 3 - Test Cowerage Rate
S 06 3 [ Change Participant
0>) 25 Deltas
804 ,.-C? [ Refactoring
< 19 Participant Deltas
|9 02 = [ORefactoring
Deltas
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0123458678 9101112131415
Integration delta

Figure 8.1:Test coverage rate and method deltas of the Money Exailiaetegration

deltas except number three had a test coverage rate of one. This exception was due to
a missing data point that revealed a limitation of TddMentor as discussed below. Some
integration deltas required the calculation of refactoring method deltas.

A manual inspection of the integration delta that missed the data point revealed
that (1) in the test code, a reference to an instance variable had been removed and that
(2) in the production code, the visibility of this instance variable had been changed
to private . TddMentor takes the number of changed production code methods as
divisor for calculating the test coverage rate. The set of production code methods in this
integration delta being empty lead to the missing data point.

TddMentor detected a number of method deltas that were not spanned by tests.
All those method deltas were identified as refactorings. TddMentor accepted all those
method deltas as covered (see Section 6.2). Figure 8.1 also shows the number of those
method deltas over time.
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The figure only shows method deltas that were needed to calculate the test coverage
rate. TddMentor might have identified other method deltas between two integration
versions. They are not shown because they were irrelevant for the calculation of the
test coverage rate. The objective behind the method delta detection for this PCI is the
correct calculation of the test coverage rate.

8.1.3 Discussion of Results

The test coverage rate history in Figure 8.1 is not very surprising, as the Money Example
is a scholarly example for demonstrating TDD. Therefore, a complete test coverage for
every individual integration delta could have been expected.

The noted exception reveals a limitation of TddMentor. At the time of writing it has
only analyzed changes in methods. Therefore the change of an instance variable went
unnoticed. The manual inspection showed a full test coverage for this integration delta.

Even though the Money Example starts from scratch and in small steps, very soon
the code needs to be cleaned up by applying some refactorings. The detected refactoring
method deltas also shown in Figure 8.1 were essential for reaching a test coverage rate
of one for those integration deltas. Without the detection of those method deltas, the test
coverage rate would have been below one.

Clearly the production code had been refactored while the developer could rely on
the tests that had been written for the preceding integration deltas. A small amount of
production code changes could be explained by the application of refactorings. New
functionality had been driven into the system by new tests. This introduction of new
functionality had triggered the need to refactor the already existing code. Without this
new functionality, the refactorings would not have been appropriate in the TDD sense.
In TDD, a redesign is always the third of the three steps of a basic development cycle.

Summary and Recommendations

Unsurprisingly, | do not have any recommendations for Beck on how to improve his
TDD process compliance.

8.1.4 Discussion of Case Study

TddMentor produced results as expected. The example illustrates the basic TDD devel-
opment cycle. Therefore, it was expected that it would comply to this process.

The test coverage rate could only be calculated correctly because TddMentor de-
tected some refactorings in the source code. This shows the necessity of the refactoring
detection mechanism.
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The missing data point in Figure 8.1 reveals a limitation of TddMentor; it ignores
instance variables completely. Dealing with instance variables will be left as future
work.

Another PCl is the distribution of all refactorings across a period of time as described
in Section 6.3. However, the test coverage algorithm only needs the method deltas of
those methods that were not spanned by tests already. In order to make a more extensive
analysis of refactorings, TddMentor needed to detect more types of refactorings than it
does at the time of writing.

8.2 QDox

QDox [URL:QDox] is a high speed, small footprint parser for extracting class, inter-
face, and method definitions from source files complemented with JavaDoc @tags. It
Is designed to be used by active code generators or documentation tools. QDox imple-
ments a custom built parser using JFlex [URL:JFlex] and BYacc/J [URL:BYacc]. Itis
open source.

According to its developers it is one of the best examples of a completely test-
driven application. Many of the developers of QDox are affiliated with ThoughtWorks
[URL:ThoughtWorks], a company well known for its leadership in agile methodologies
and TDD. At the time of writing, QDox had 5 developers and listed 6 contributors that
“have contributed to this project through the way of suggestions, patches or documen-
tation.”

8.2.1 Analysis Setup
Scope

From September 2002 to year end 2003, QDox summed up to over 120 individual inte-
gration deltas. At that time the system contained around 20 manually created production
code classes and around the same number of test code classes.

The classes that would have been generated from the lexer and parser specifications
were not taken into account for the analysis. TddMentor could not run build processes
for the individual integration versions, therefore it had no chance to generate classes
from the specifications.

This analysis covered 29 integration deltas from September 2003. The selected inte-
gration deltas contained mainly changes in Java code. Other integration deltas showed
changes in the lexer or parser specifications or in other non-Java artifacts.
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Calibration

QDox is used in practice. It is not an example project, and its developers claim that
QDox is a good example for applying TDD. Therefore, similar to the Money Exam-
ple, this case study was expected to show good results and help validate and refine the
concepts of TddMentor. Moreover, this case study provided numbers that are closer to
actual project reality than the Money Example.

TddMentor needed to implement detection code for the refactorings

Extract Method

Expose Method
Move Method

e Remove Parameter
e Replace Exception with Error Code,
and detection code for the refactoring participants

e Add Argument

Remove Argument

Add Leftmost Invocatign

Remove Leftmost Invocation

Delegate Constructor
e Delegate Method,

and the change participa@Ghange Argument
Within the given scope, the QDox analysis did not require coverage Claims; how-
ever, it did require span claims (see Section 6.2).

Listing 8.2 (A method that called generated code.)
public JavaSource addSource(Reader reader) {
ModelBuilder builder =
new ModelBuilder(classLibrary, docletTagFactory);
Lexer lexer = new JFlexLexer(reader);
Parser parser = new Parser(lexer, builder);
parser.parse();
JavaSource source = builder.getSource();
sources.add(source);
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addClasses(source);
return source;

For an example of span claims, see the method in listing 8.2 (section 7.2.1 explains
the syntax of span claims). In a regular build, the clagéésxLexer andParser
would have been generated from the lexer and parser specifications. Calls to instances
of those classes would have been part of the method call graph. Their absence resulted
in an incomplete method call graph and thus in an incomplete test span. Span claims as
listed in listing 8.3 filled this gap.

Listing 8.3 (Span claims for the QDox analysis)
<span-claims>
<origin-method type="com.thoughtworks.qdox.JavaDocBuilder"
name="addSource" paramtypeO="Reader">
<method type="com.thoughtworks.qdox.parser.Builder"
name="addPackage" paramtype0="String"/>
<method type="com.thoughtworks.qdox.parser.Builder"
name="addimport" paramtype0="String"/>
<method type="com.thoughtworks.qdox.parser.Builder"
name="addJavaDoc" paramtype0="String"/>
<method type="com.thoughtworks.qdox.parser.Builder"
name="addJavaDocTag" paramtype0="String"
paramtypel="String" paramtype2="int"/>
<method type="com.thoughtworks.qdox.parser.Builder"
name="beginClass" paramtypeO="ClassDef"/>
<method type="com.thoughtworks.qdox.parser.Builder"
name="endClass"/>
<method type="com.thoughtworks.qdox.parser.Builder"
name="addMethod" paramtype0O="MethodDef"/>
<method type="com.thoughtworks.qdox.parser.Builder"
name="addField" paramtypeO="FieldDef"/>
</origin-method>
</span-claims>

8.2.2 Analysis Results

Figure 8.1 shows the test coverage rate over time and the method deltas that were de-
tected during the test coverage calculation.

The diagram shows complete test coverage except for four integration deltas.

A manual inspection revealed that at data péinthe integration delta contained a
new convenience method. This method had been introduced without a test and it was
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Figure 8.2:Test coverage rate and method deltas of QDblxe test coverage rate was
one, except for a few integration deltas. Those exceptions are discussed in the text. A
number of integration deltas required the calculation of method deltas.

not referenced from anywhere within QDox. This resulted in a test coverage rate below
one.

At data pointB a new JUnit test class had been introduced. This class had been
stored, however, in the production code directory.

A new method in a public interface was responsible for the non-existing test cov-
erage in data point. No test and no implementation were found in the system during
manual inspection.

For data poinD the integration delta contained three new methods that had no tests.
One method contained some initialization code that relied on a new helper method.
These two methods called accessor methods of an other class and as such they were
not reported as uncovered (see Section 5.4.4). The third method had introduced a new
catch statement in the method’s body to discard some exception.

For the calculation of the test coverage, TddMentor needed to detect method deltas
of all three kinds (refactoring method deltas, refactoring participant method deltas and
change participant method deltas). The number of detected method deltas was mostly
similar to the money example. In integration delta 10M@e Methodefactoring for
several methods had resulted in some signature and many method body changes due to
the new context of the moved methods.

8.2.3 Discussion of Results

For nearly every new functionality, the repository contained a test as requested by the
TDD process. This is a strong indication that new functionality was really driven into
the system by tests.
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The exceptional data pointé ¢o D) in Figure 8.2 do not invalidate this result. For a
real world project a complete process compliance could not be expected — as opposed
to the scholarly Money Example.

The convenience method in data pofnis a public method and as such part of the
interface to the user. One could argue that it does not require a separate test case because
it only combines existing functionality. Yet the method is part of the public APl and its
logic is complex enough that | would dedicate a separate test case to it.

Initialization logic in data poinD was important enough for requiring a dedicated
test. The additionatatch statement in the third uncovered method in data poing-
vealed a general problem of TDD. Exception-handling code deals with situations where
something goes wrong. Some of those race conditions never occur during development
and occur only in a production environment. In such cases, a developer should write
a test that reproduces the race condition before changing the production code. That
means that in the integration delta for data pdmthere should have been a test case
that would have led to the exception. Such a test case might be very hard to write with
reasonable effort. For the case at hand, this means that a human process assessor would
have had to decide whether the missing test foctheh statementwas a TDD process
violation or not. A coverage claim (see Section 6.2) could have prevented the method
to be reported in subsequent runs of TddMentor.

The test code in the production code directory for data @®is¢emed like a major
error. A final judgement however should only be made after a review with the developer
of that code.

The integration delta of data poift contained a hew method in a Java interface
without having either a test or an implementation. This was a TDD process violation
in several ways. First, it is clear that this new method had not been driven into the
application by tests. It also was not the result of a refactoring which would not have
needed a separate test — this new method is the only change in the whole integration
delta. Second, the new interface method extends an abstraction without providing an
implementation for that extension. This strongly smells of “Needless Complexity”.

Summary and Recommendations

The high reputation of the QDox developers had promised a good TDD process com-
pliance. The source code history of QDox was holding this promise.

However, the developers should review the discovered exceptions in order to avoid
such process violations in the future.

8.2.4 Discussion of Case Study

TddMentor produced results that met the expectations for the known TDD system. Still
it found some areas that require improvement and thus demonstrated the value of such
an analysis.
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Method delta detection was necessary to produce correct results for the test cover-
age. The case study demonstrates that it is possible to detect those method deltas in
non-scholarly code.

The case study also demonstrated how to find potential TDD process violations. It
recommended that the developers should review those process violations.

The uncovered convenience method in the integration delta of dataAaould
fuel an expert discussion about when not to test (see Section 6.2).

8.3 Ant

Ant [URL:Ant] is a Java build tool hosted by the Apache [URL:Apache] software foun-
dation and was meant to replace the well-known “make” tool for building the Tomcat
servlet engine [URL:Tomcat]. The Ant project has around three dozens of “commit-
ters”. Within a few short years it has become the de facto standard for building open
source Java projects. Itis also used in a large number of commercial projects and with
other languages like C++ and C# [HLO3].

Ant’s source code is written in Java and is freely available as open source. It uses
CVS for keeping its revisions. The Ant developers use JUnit for writing unit tests. The
development process is incremental and most increments are directly integrated into the
system. Ant applies a nightly build process with fast feedback from its users by their
nightly builds for other open source Java projects.

Within the context of this research, Ant serves as a counter-example. The Ant project
has some aspects that would qualify for TDD (like incremental development and fast
integration). However, it is not developed in a test-driven way (at least not within the
scope of the analysis presented here). See the following quote from the Ant developer
mailing list.

“Testcases tend to be added to ant when problems have appeared, for in-
stance to demonstrate that a change fixes a bug report from Bugzilla. In
some instances, test cases are added proactively, to ensure that functional-
ity will be preserved after a change.

One of the problems with testcases is that a lot of tasks require specific
external resources (databases, application servers, version control systems,
SMTP mail server, ...) which do not always exist and do not exist under
the same name everywhere. These tasks are often very badly covered by
testcases?”

This is clearly not a TDD process where new functionality would be driven by tests.
Also the testing techniques are not very elaborate in Ant. TDD typically applies a lot

2Posting from September, 21st 2003 in the ant-dev mailing list [URL:AntDev].
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of highly sophisticated testing techniques (like mock objects) to get around limitations
such as mentioned in the posting. Link an@Mirch [LFO3] list a number of sophisti-
cated testing techniques for TDD.

At the time of the analysis scope, TDD had not been described as a method. Ele-
ments of it had been available and were partly described for example in [Bec00]. At
that time, the approach was named Test-First Programming.

8.3.1 Analysis Setup
Scope

This analysis comprised 34 individual integration deltas from July/August 2000. The
number of production classes was around 110. The number of test classes was around
7. It was not a big application but of reasonable size for a system in daily production
use.

During the chosen time frame, the use of JUnit was in the beginnings. First JUnit
test classes had appeared in the repository. Many integration deltas did not contain any
tests. The existing tests had a very simple structure that TddMentor could analyze easily.

At a later stage of the Ant development, the source repository contained unit tests
that extended the JUnit testing framework. These tests were still not very elaborate, as
witnessed in the posting above, but they were less accessible to analysis by TddMentor
than the tests at the early stage of JUnit usage within Ant. Therefore, this analysis was
scoped in the same way.

Calibration

Within the analysis scope, there was no need to apply span claims (see Section 6.2).
Also, | have not seen any possibility to apply coverage claims. TddMentor did not need
to implement any new detection code.

8.3.2 Analysis Results

Figure 8.3 shows the test coverage rate over time. Most integration deltas were not
covered by tests at all. The integration deltas simply did not contain any test class.

The integration delta for data poiAthad a moderate test coverage rate. A manual
inspection revealed that this was the only integration delta within the analysis scope
that comprised changes in production code and in test code. That test code covered
some of the production code. The change participants of the same integration delta
(also depicted in the diagram) extended the coverage. The resulting test coverage rate,
however, was still below one.
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Figure 8.3:Test coverage rate and method deltas of AMast integration deltas were
not covered by tests at all. Some peaks show moderate or weak test coverage. Note the
missing data points. All marked data points are discussed in the text.

The integration deltaR: to R. showed a test coverage rate above zero. This was
exclusively due to the detected refactorings that are also depicted in the diagram. All
those integration deltas did not have any new or changed test.

B denotes a missing data point. A manual inspection showed that some existing
test cases had been refactored. No production code had been touched. This caused
TddMentor to divide by zero and thus resulted in the missing data point.

Integration deltd) also had no test coverage rate. A manual inspection showed that
this integration delta only contained the deletion of two files. The algorithm to calculate
the test coverage rate counted the touched methods that continued to stay in the system.
Methods of deleted classes did not add to the divisor which resulted in the missing data
point.

The missing data points denoted By and C. were caused by changes in inner
classes. As seen earlier, TddMentor could not deal with inner classes which resulted in
the two missing data points.

8.3.3 Discussion of Results

Even though Ant had a JUnit test suite during the analyzed period, new tests were only

added occasionally. New functionality had not been driven by tests. Even in the case

of data pointA, where new tests had been introduced, the test coverage was not com-

plete. This indicates that the production code changes were not driven by tests but rather
accompanied by tests. This observation matches the description of the development
process in the posting from the Ant developers’ mailing list above.
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The test coverage rate pedRsto R. give a false picture of the actual development
process. The test coverage algorithm (see Section 6.2) assumes that refactored methods
do not have to be spanned by tests, because they had been spanned in earlier integration
deltas. The test coverage rates of the surrounding integration deltas in Figure 8.3 clearly
indicate that this assumption does not hold here. The objective of the refactoring detec-
tion is to calculate a correct test coverage rate in the case of a TDD process as seen in
Figures 8.1 and 8.2. For the non-TDD process of Ant, the data pRints R. should
have been zero. A human process mentor would identify such false test coverage rates
by the fact that they are solely induced by detected refactorings and that surrounding
integration deltas have a poor or not existing test coverage (as exemplified in Figure
8.3).

The refactoring of test code for data pobitn Figure 8.3 also shows that the devel-
opers were still working on their testing techniques. In TDD, refactoring is one step of
the basic development cycle. This applies to production code as well as to test code. A
refactoring of test code would not occur without the need to introduce new functionality
into the system.

The deletion of the production code for data pdnalso reveals an understanding
of refactoring that is not compliant with TDD. In TDD, every development cycle ends
with a refactoring step. This is the time when dispensable code would have gone out. It
also would have required the deletion of the tests that had triggered the production code
to be in the system. No test code had been delet&d iHence the deleted production
code had obviously not been driven into the system by tests.

The missing data pointS: andC. clearly show a limitation of TddMentor to deal
with inner Java classes at the time of the analysis.

Summary and Recommendations

The development process of Ant during the analyzed period was not TDD. Especially

e new functionality was occasionally accompanied by tests — not test-driven into
the system,

¢ the testing techniques were not elaborate enough, and

e refactorings were not performed as a mandatory step of the basic development
cycle.

The existence of a JUnit test suite and its occasional use as exemplificahdB
can be a start for evolving a development process that is more test-driven. The devel-
opers who had already worked with the test suite can be an example for the other team
members. However, even those developers still needed to refine their testing techniques.
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8.3.4 Discussion of Case Study

This case study shows how a process that did not conform to TDD could be discov-
ered. A manual inspection of the code confirmed the automatically calculated results.
The case study also demonstrates the deduction of concrete recommendations for the
project’s developers in getting closer to a TDD process.

The case study is a counter-example for a TDD process. It supports the relevance of
the data reported by TddMentor.

At the same time, it reveals some limitations of TddMentor. E.g., it does not deal
with refactorings in test code. The case study also shows some limitations of the under-
lying concepts. E.g., they do not cover inner Java classes at the time of writing. Such
cases can result in missing data points. Their solution, however, is left as future work
because those cases have only a minor impact on the results reported by TddMentor.

8.4 Hypothesis Validation

In their preliminary guidelines for empirical research in software engineering, Kitchen-
hamet al. [KPP*02] see two types of studies for validating a research hypothesis:
observational studies and formal experiments. The combination of the case studies of
this chapter takes the form of an observational study. More specifically, it resembles a
qualitative effects analysis which “provides a subjective assessment of the qualitative
effect of methods and tools” [Kit96]: TddMentor extracts quantitative information from

a source code history. However, a human subject still has to interpret the numbers for
translating them into concrete recommendations.

8.4.1 Case Study Selection

For a validation to be significant, the selected case studies should be representative for
the field of study [KPP95].

Sim et al. [SEHO03] propose the use of benchmarks to advance software engineer-
ing research. They define benchmark as “a test or set of tests used to compare the
performance of alternative tools or techniques”. A traditional example of technical
benchmarks is TPC-A — the Transaction Processing Council (TPC) Benchfwark
for Online Transaction Processing including a LAN or WAN network [Gre91]. De-
meyeret al. [ DMWO01] propose a benchmark for software evolution. For TDD there is
no benchmark available. It would consist of a set of typical test-driven programs.

In the absence of some form of benchmark for TDD, | had to select some case stud-
ies. Table 8.1 summarizes the state variables of the three case studies. All three projects
use Java as programming language and JUnit as unit testing framework. The Money Ex-
ample (see Section 8.1) is a scholarly example of how to apply TDD. Therefore, we can
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have high confidence in its TDD process compliance. Also narrative evidence suggests
that QDox can be seen as exemplary demonstration of TDD. QDox (see Section 8.2) and
Ant (see Section 8.3) can be regarded as good examples of real world projects applied
in industry and with experienced software developers. They are not industrial projects.
As open source projects they are much more open than a closed industrial project and a
high commitment of the individual developers can be assumed.

State variable Money Example  QDox Ant

TDD process compliance highest high accidential
Number of classes (prod/test) at 6(5/1) 40(20/20) 117(110/7)
time of analysis scope

Number of analyzed integration 16 29 34
deltas

Number of developers at time of 1 5 14
analysis scope

TDD experience of developers highest high poor

Table 8.1:State variables of the studied projecthe Money Example and QDox are
representative TDD projects. Ant is a representative counter example.

8.4.2 Confounding Factors

When the effect of one factor cannot be properly distinguished from the effects of an-
other factor, the two factors acenfoundedKPP95]. For avoiding a negative effect on
the internal validity, the case studies minimized the confounding factors.

TDD is not the only method that uses automated unit tests. Unit tests are probably
still more often written after the implementation of some production code. The appli-
cation of JUnit in Ant can be seen as a typical example for this. Even Beck [BG98]
had been working in that order before he developed TDD. Thus the mere presence of
unit tests does not suffice to identify a TDD process. It is rather the relentlessness of
unit testing and the very high test coverage rates that are a strong indication, together
with the iterative and incremental design changes if they are driven by tests. TddMentor
can only provide the raw numbers; they still have to be interpreted. The Ant case study
gives an example of the application of JUnit tests in a non-TDD way. As discussed in
the case study, a manual inspection can minimize the effect of this confounding factor.

Every basic development cycle of a TDD process has to leave with the design
being as good as possible by iteratively refactoring the new feature into the system
design. Some process compliance indices (see Chapter 6) incorporate those design
changes. However, TDD does not prevent non-TDD developers from creating good
designs and effectively applying refactorings. A TddMentor-based assessment takes the
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test-coverage as the most important process compliance index. Not only new function-
ality but also design changes have to be driven by tests. A rejection of design changes
without tests minimizes this confounding effect.

Another possibly confounding factor is that the selected case studies are at both
ends of the spectrum. Two case studies are exemplary TDD projects. One case study
has some TDD elements more by accident rather than on purpose. Projects somewhere
in between might be more difficult to analyse correctly and therefore might produce
inaccurate results. The objective of TddMentor, however, is to support a TDD process
assessor. It is not meant to quantify the performance of a development team. The
TddMentor results give hints where the effort of a manual inspection might be invested
best. Therefore the analysis of a project within the spectrum might result in a higher
assessment effort but does not affect the internal validity of this research.

One might argue that the selection of the case studies was biased towards the capa-
bilities of TddMentor, which is still a prototype. This argument might hold in the sense
that other analytical contexts such as new types of refactorings, other types of source
code organization might have required more development effort for TddMentor. How-
ever, all detection mechanisms cover only well-known and well-documented concepts
(like agile design changes, refactorings, etc.). Those concepts are very likely to appear
in other case studies that could have been selected. Therefore such a selection bias as a
confounding factor can be neglected.

A similar confounding factor might be the limitations of TddMentor at the time of
the analyses as documented above. Some unhandled changes of inner classes caused
TddMentor to omit some data points. However, for the demonstration of a good TDD
process in the case of the Money Example and QDox, this limitation was not an obstacle.
In the case of Ant, only two data points were lost due to changes in inner classes and the
remaining data points provided enough evidence as to neglect the confounding influence
of TddMentor’s limitations.

The calibration phase of a TddMentor-supported assessment is another possibly
confounding factor. A false calibration could potentially invert the results reported by
TddMentor. For the three presented case studies, the calibration was manually checked
with great care.

8.4.3 Conclusion of Validity

Chapters 2 and 3 state the theory of Test-Driven Development, agile design changes and
process assessment. Chapter 4 describes the research hypothesis. Chapter 6 derives the
process compliance indices (PCIs) from the theory. Chapter 5 describes the algorithms
that allow the PCI calculations. Chapter 7 outlines TddMentor that implements the
described approach. This chapter discusses several case studies of the application of
TddMentor. The reported results match the expectations for the selected projects.

In summary, this discussion provides strong evidence for the validity of the research
hypothesis.
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Chapter 9

Summary and Conclusions

9.1 Summary of Contributions

This dissertation makes the following important contributions:

1. It shows how a better understanding of past software changes can supporta TDD
process assessment.

2. It shows how the interdependence of test and production code can be leveraged
for better understanding of past software changes.

3. It introduces the concept of Process Compliance Indices (PCIs) as indicators for
TDD process violations. PCIs help focus a manual assessment effort. This dis-
sertation lists a number of specific PCls, shows how to calculate them via a sta-
tic program analysis of source code changes, and how accurately they indicate
process violations in some case studies.

4. It explores the automatic detection of a number of safe software changes via delta
mapping of abstract syntax trees; namely refactorings, refactoring participants,
change participants and accessor methods. The detection of safe software changes
is required by some PCI calculations. A prototypical detection algorithm was
developed as part of this research.

5. It provides TddMentor, which is a prototypical implementation of the presented
concepts. TddMentor makes the past source code changes, that are buried in
a source code repository, accessible for static program analysis. Without this
extraction of integration deltas, an analysis of the software changes in the source
repository would not be manageable. Such analysis enables this dissertation’s
research but can also enable further research about source code evolution in TDD.
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9.2 Limitations of Approach

There are several limitations to the proposed approach:

1. TDD combines well-known software engineering practices (e.g. unit tests, prin-
ciples of good design, etc.) in a new way. The comprehensive description of the
interaction of those elements in TDD as a development style is relatively young.
The expert debate about all details in this respect has not come to an end yet.

2. The explicit declaration of integration deltas by the developers is rather the ex-
ception than the rule. The approach relies on a heuristic for the identification
of integration deltas. While this heuristic provides no proof for being correct, it
shows good results in the documented case studies.

3. This research concentrates on Java source code. It neglects all other source arti-
facts (like grammar specifications).

4. TddMentor performs only static program analysis. It has no capability to build
and run the individual integration versions. This prevents the use of some dynamic
analysis techniques.

5. The proposed algorithm for calculating test coverage requires to detect refactor-
ings and other safe software changes in source code. A detection of such safe
software changes might be complicated if developers mix refactoring activities
with corrective and extending changes (and thus violate the “two hats” principle).

9.3 Application Considerations

“Overreliance ontools and procedures, and underreliance on intelligence and experience
are recipes for disaster.” [Mar03, p. 202] The proposed approach only supports human
judgement, it does not replace it. TDD process assessors apply their human judge-
ment and process expertise during TDD process assessments. The proposed tool —
TddMentor — calculates some heuristics that indicate TDD process violations. These
indications still have to be judged by an individual. However, the use of TddMentor
helps focus the assessment effort and thus allows a process assessor spend his or her
time more effectively.

This dissertation does not impose a specific assessment approach on the expert. The
inspection of source code as output of a development process is part of process assess-
ment practice. TddMentor supports a process assessor during this activity by making
past source code changes accessible and manageable, that are normally buried in the
source code repository.
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Today, a TDD process assessor still has to work in process mentoring sessions to
see how individual developers change software. By facilitating the assessment of past
source code changes, TddMentor allows to decouple this assessment activity from men-
toring actvities and thus gain a more comprehensive understanding of what happened in
the past of a development project. In that spirit, it is comparable to a refactoring tooling
inside an integrated development environment (IDE). The availability of such tools en-
abled refactorings to become common practice. Similarly the availability of tools like
TddMentor could increase the amount of inspections of source code changes.

Software developers might be tempted to learn TDD alone by applying TddMentor.
While TddMentor implements some TDD expertise as PCIs, it cannot replace human
TDD expertise. To a certain extent this expertise can be acquired by literature study,
insight and discussion with peer developers. TddMentor can facilitate the study of own
source code. Also it can facilitate the study of source code that was produced by others.
The study of source code from respected TDD teams (as in the case of QDox), can give
a wealth of insight into how source code is changed in a TDD world.

9.4 Areas of Future Research

“Empiricists in software engineering often complain about the lack of opportunities to
study software development and maintenance in real settings.” [Sea99] A TDD project
continuously creates a huge amount of data in the form of source code changes, that wait
for their exploration. A broader evaluation of a large number of TDD projects would
add to the knowledge about TDD and other agile methods in general. TddMentor could
enable such an undertaking.

New process compliance indices should be explored. For example, Beck [Bec03,
p. 85] expects the number of changes per refactoring to follow a “fat tail” or leptocurtotic
profile. Such a profile resembles a standard bell curve but with more extreme changes
than predicted by a standard bell curve [Man97]. Beck does not provide proof for this
statement but points to a possibly fruitful area of research. This dissertation facilitates
such a kind of research by providing a way to identify the integration versions in real
world TDD projects and detect refactorings in past software changes.

| expect that the topic of finding refactorings will attract more research interest in
the near future. The software engineering research community starts to understand
the importance of refactorings [MD®3]. When design patterns were first proposed,
they were seen as tools to help design computer programs [GHJV95]. Nowadays they
are reverse engineered from existing code to better understand program design [Bro96]
[SS03]. It is my conviction that refactoring detection will see a similar career to better
understand source code evolution.
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9.5 Conclusions

The agile community stresses the importance of software as the most imprtaat

of a software development team, leading to a continuous flow of source code changes.
The view on past source code changempsatfor a better understanding of how a team
produces the software is a topic that deserves much more attention than it has received
thus far.

While there are still some problems to solve before the exploitation of source code
changes can become day to day practice, these problems need to be solved to gain a
better understanding of how TDD teams change software, where they had been lax in
following the process discipline, and to help them improve their development practices.

This thesis is a step towards their solution.



Appendix A

List of Detected Software Changes

This chapter lists and describes the refactorings, refactorings participants, change par-
ticipants, and method deltas that TddMentor can detect at the time of writing.

A.1 Refactorings

Most of the refactorings are taken from the literature. For each refactoring, the reference
is given after its name. Refactorings without reference have, to my knowledge, not been
documented elsewhere.

All refactorings in this chapter have the same format. They have four parts which
are as follows:

e The name identifies the refactoring. If available, followed byraference to
where it is described in more detail.

e The summary of theituation in which you need the refactoring is rendered as
regular text.

e The summary of thaction you take to perform this refactoring &nphasised

¢ A shortdescription containing just enough information to understand the refac-
toring in the context of this dissertation.

The refactorings in this list do not contain comprehensive motivations, mechanical
procedures or examples. Please refer to the existing literature for these details.

A.1.1 Add Parameter [Fow99]

A method needs more information from its caller.
Add a parameter for an object that can pass on this information.
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A very common refactoring. Authors regularly advise against this refactoring be-
cause it is so obvious. Several alternatives to this refactoring are possible (such as
deriving the needed information from the already available parameters). However, due
to the incremental nature of TDD, it is sometimes inevitable.

A.1.2 Collapse Hierarchy [Fow99]

A superclass and subclass are not very different.
Merge them together.

With all the refactorings during agile development, a class hierarchy can easily be-
come too tangled for its own good. It is often the result of pushing methods and fields
up and down the hierarchy.

A.1.3 Expose Method

A private method could reasonably be used by another class.
Make the method public.

Wake [Wak03] lists this refactoring as missing in Fowler’s catalog. Fowler [Fow99]
only documents how to restrict the visibility of a method because, as he argues, it is
easy to spot cases in which one needs to make a method more visible.

This refactoring is listed here because TddMentor needed to implement detection
code for this refactoring. It was observed in the QDox case study togetheMaoitk
Method

A.1.4 Extract Method [Fow99] [Bec03]

You have a code fragment that can be grouped together.

Turn the fragment into a method whose name explains the purpose of the
method.

It is one of the most common refactorings. This refactoring makes the code more
readable and saves comments in the source code. In TDD, it is often used to remove
duplication — left-overs of the second basic development step.

A.1.5 Extract Superclass [Fow99]

You have two classes with similar features.
Create a superclass and move the common features to the superclass.
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Another way to remove duplication. It creates a new abstraction and generalizes the
common functionality. The refactored object-oriented code uses the built-in mechanism
to simplify this situation with inheritance.

A.1.6 Move Method [Fow99] [Bec03]

A method is, or will be, using or used by more features of another class
than the class on which it is defined.

Create a new method with a similar body in the class it uses most. Either
turn the old method into a simple delegation or remove it altogether.

Fowler sees moving methods as the “bread and butter of refactoring”. It is good at
uncovering unwarranted preconceptions and helps to disentangle a design. Sometimes
only a part of a method needs to move. This part can be extractedtgct Method

A.1.7 Reconcile Differences [Bec03]

Two methods contain similar looking pieces of code.

Gradually bring them closer. Unify them only when they are absolutely
identical.

The second basic development step in TDD often leaves duplication in the source
code. This refactoring is one of the most common activities to remove duplication — as
described by Beck. Itis not a classical refactoring since it relies strongly on the test suite
rather than being semantic-preserving under all circumstances. It also is not described
with as much rigor as, for example, the refactorings from Fowler. It works on several
levels of scale: similar loop structure, branches of a conditional, methods, and classes.

A.1.8 Remove Parameter [Fow99]

A parameter is no longer used by the method body.

Remove it.

Programmers often add parameters but are reluctant to remove them. Fowler advices
to remove not required parameters because they indicate a meaning which does not exist
and hence make the method harder to use.
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A.1.9 Rename Method [Fow99]

The name of a method does not reveal its purpose.
Change the name of the method.

Methods should be named in a way that communicates their intention. Due to the
evolutionary nature of the development style, a method might change its intention or it
may have been inappropriately named initially.

A.1.10 Rename Parameter

The name of a formal parameter does not reveal its purpose.
Change the name of the formal parameter.

This refactoring is so simple and basic that it is not described elsewhere. However,
for a refactoring-aware IDE like Eclipse, it is one of the most important to provide
support for. In the documented case studies, it is one of the most commonly detected
refactorings.

A.1.11 Replace Constructor with Factory Method [Fow99]

You want to do more than simple construction when you create an object.
Replace the constructor with a factory method.

The most obvious motivation comes from replacing a type code with subclassing.
You have an object that often has been created with a type code but now needs subclass-
ing. A constructor can only return an instance of its own type and thus the constructor
is replaced with a factory method [GHJV95].

A.1.12 Replace Exception with Error Code

A method throws an exception to indicate an error that should never
happen and the exception disrupts the method’s interface.

Return a special error code instead.

Fowler [Fow99] argues for the inverse refactoring because exceptions are a better
way to deal with race conditions. However, there are rare cases when this refactoring
might apply, such as that illustrated in the example below. The exception should never
occur as, after making the method public, it would disrupt the method’s interface.

The refactoring is applied at one’s sole discretion. While Fowler argues for the
inverse refactoring and it is arguable whether this refactoring makes sense or not, it
exists in practice (e.g. in the QDox case study). Therefore, TddMentor needs to be able
to detect this refactoring.
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Example

/I This method will fail if the method isn't an accessor or mutator,
/[ but it will only be called with methods that are, so we're safe.
private Type getPropertyType(JavaMethod method) {
Type result = null;
if (isPropertyAccessor(method)){
result = method.getReturns();
} else if(isPropertyMutator(method)){
result = method.getParameters()[0].getType();
} else {
throw new lllegalStateException("Shouldn’t happen”);

}

return result;

4

* @return the type of the property this method represents,
* or null if this method
* js not a property mutator or property accessor.
* @since 1.3
*/
public Type getPropertyType() {
Type result = null;
if (isPropertyAccessor()){
result = getReturns();
} else if(isPropertyMutator()){
result = getParameters()[0].getType();
} else {
result = null;

}

return result;

A.2 Refactoring Participants

The format of refactoring participants resembles the format of refactorings (see Sec-
tion A.1). Instead of a description you find a reference to the refactoring in which it
participates.
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A.2.1 Add Argument
A method call misses an argument to the refactored method.

Add required argument to referencing call.

Participant to:Add Parameter

A.2.2 Add Leftmost Invocation

A referenced method is moved to a different class.

Prepend an instance of the target class to the referencing method call.

Participant to.Move Method

A.2.3 Delegate Constructor

A new parameter is added to a constructor but the old constructor interface
is still needed.

In the old constructor delegate to the new constructor, using a default
argument for the new parameter.

Participant to:Add Parameter

A.2.4 Delegate Method

A new parameter is added to a method but the old method interface is still
needed.

In the old method delegate to the new method, using a default argument for
the new parameter.

Participant to:Add Parameter

A.2.5 Remove Argument

A method call has too many arguments for the refactored method.

Remove the argument corresponding to the removed target method
parameter.

Participant to.Remove Parameter
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A.2.6 Remove Leftmost Invocation

A referenced method is moved to the same class from another class.

Remove the instance to the originating class from the referencing method
call.

Participant toMove Method

A.3 Change Participants

The format is the same as for refactorings (see Section A.1).

A.3.1 Change Argument

A parameter type of a referenced method changes.

Change the argument in the referencing method call to match the new
parameter type.

Listings 2.5 and 2.6 give an example of this change participant. Such a change can
be assumed to be safe. In general, it is arguable to what extent change participants are
safe software changes. This change participant was the only one that was found during
the assessment of the case studies. The discovery and discussion of further types of
change participants might be an interesting subject for future research.

A.4 Method Deltas

A method delta is a difference between two methods’ abstract syntax trees. This section
lists and describes method deltas that TddMentor can detect. Section 5.4.2 documents
the detection conditions in detail for some selected method deltas.

Many of the method deltas listed here have the same name as the safe software
changes for which they are used. Within the text, the difference between method deltas
and safe software changes is made clear by the context in which they are used and they
are rendered differently, as declared in Section 1.3.1.

All method delta descriptions have the same format. They have four parts which are
outlined as follows:

¢ Thenameidentifies the method delta.

e The summary of thelifference between two AST nodes for which this method
delta is identified.
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e A Used forclause that lists the safe software changes for which this method delta
Is used.

e If necessary, some furthdescription of the method delta or the context in which
it is observed.

A.4.1 Add Argument

The argument list of &lethodInvocation node contains an additional
entry.

Used for:Add Argumentefactoring participant.

A.4.2 Add Leftmost Invocation

A MethodInvocation node has an additional expression to qualify the
method invocation target.

Used for:Move Methodefactoring participant.

This method delta is typically observed when the calling method had invoked a
method of its own class and that called method was moved away.

A.4.3 Add Parameter

The parameter list of MethodDeclaration node contains an additional
parameter declaration.

Used for:Add Parameterefactoring.

A.4.4 Change Argument

An entry of aMethodInvocation node’s argument list changes.
Used for:Change Argumenthange participant.

At the time of writing, this is the only method delta that can result in the identifica-
tion of a change participant. The way the argument changes is not further specified for
the detection of this method delta.

A.4.5 Change Parameter Type

A SingleVariableDeclaration of aMethodDeclaration node’s pa-
rameter list changes its type.

Used for:Reconcile Differencesfactoring.
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A.4.6 Change Return Type

The return type of &ethodDeclaration node changes.
Used for:Reconcile Difference®factoring.

A.4.7 Change Visibility

The visibility modifier of aMethodDeclaration node changes.
Used for:Expose Methodefactoring.

This method delta could also be used Hide Method which does not appear in
this dissertation.

A.4.8 Delegate Constructor

The statements of Block node that represents a constructor’s body are
replaced by &onstructorinvocation

Used for:Delegate Constructorefactoring participant.

A.4.9 Delegate Method

The statements in Block node that represents a method’s body are re-
placed by aviethodinvocation

Used for:Delegate Methodefactoring participant.

A.4.10 Extract Method

Some statements in a method’s body are replacedvstiadinvocation
Used for:Extract Methodrefactoring.

To identify this method delta, the delta mapping algorithm also checks if the replaced
statements are found in the called method.

A.4.11 Move Method

A MethodDeclaration is moved to a different location.
Used for:Move Methodefactoring.
This method delta applies if the method is moved to a different class or if its defining

class is moved to another package. For detecting this delta, the method’s body is not
touched.
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A.4.12 Other Body

Any change in a method’s body that cannot be identified as one of the other
method deltas.

Used for:Change Argumenthange participant.

The Refactoring Finder component must be able to see if a called method changes
in a way that allows the identification of a change participant. For such a called method,
the Other Bodydelta is reported together with other identified method deltas. This
method delta implements tidull Objectdesign pattern [MRB97].

A.4.13 Remove Argument

The argument list of &ethodinvocation ~ node misses an former entry.
Used for:Remove Argumeméfactoring participant.

A.4.14 Remove Leftmost Invocation

A MethodInvocation node misses a former expression to qualify the
method invocation target.

Used for:Move Methodefactoring participant.

Typically, this method delta is observed when the calling method has invoked a
method of its own class and that called method has moved to here from a different class.

A.4.15 Remove Parameter

The parameter list of BlethodDeclaration node misses a former para-
meter declaration.

Used for:Remove Parameteefactoring.

A.4.16 Rename Parameter

A SingleVariableDeclaration of aMethodDeclaration node’s pa-
rameter list changes its name.

Used for:Rename Parameteefactoring.

To identify this method delta, the delta mapping algorithm also checks if the para-
meter name is also changed throughout the method body.
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A.4.17 Replace Constructor with Method Call

A Constructorinvocation is replaced by #ethodInvocation
Used for:Replace Constructor with Factory Methoefactoring.

A.4.18 Replace Throw with Assignment

A ThrowStatement is replaced by arssignment .
Used for:Replace Exception with Error Codefactoring.

A.4.19 Replace Throw with Return

A ThrowStatement is replaced by &eturnStatement
Used for:Replace Exception with Error Codefactoring.
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Appendix B

List of Design Principles

This chapter lists some principles of object-oriented design that are used in the text.
These principles “help developers eliminate design smells and build the best designs for
the current set of features.” [Mar03, p. 86]

B.1 Single—Responsibilty Principle (SRP)

Also known ascohesion which goes back to [DeM79] and [PJ88]. It is defined as
“the degree to which something models a single abstraction, localizing only features
and responsibilities related to that abstraction” [FE95]. Martin [Mar03] defines it as
follows: “A class should have only one reason to change.”

Despite its simplicity, the SRP is hard to get right. Martin’s view on responsibility
as “a reason for change” helps in the practical application of the principle. If a new test
drives a change in a class for which it was not intended then this might be a violation
of the SRP. The reason for the change might be a new responsibility that needs a new
abstraction (e.g. a class or interface) in the application design.

B.2 Open Closed Principle (OCP)

Bertrand Meyer [Mey97] coined the well-known Open-Closed principle. It says that
software entities (classes, modules, function, etc.) should be open for extension but
closed for modification.

A single change in production code might induce a cascade of changes in dependent
modules, which is a smell of bad design [Mar03, p. 99]. The OCP advices to redesign
the application so that future changes of the same kind do not have the same effect. To
achieve this goal, a programmer typically introduces a new abstraction.

The design closure determines against which changes a design is closed for mod-
ification but open for extension. In agile development, design evolves over time; it
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is not planned up-front. In other words, the design closure is extended each time the
implementation of a new feature does not fit into the existing design closure.

The remainder of this section discusses how software changes impact upon the de-
sign closure.

B.2.1 Closure-Preserving Changes

A closure-preserving change lies within the design closure of the existing system. This
means in some earlier point in time, a software change of the same kind was imple-
mented, which resulted in the creation of the appropriate abstractions.

Figure B.1 shows an example of a closure-preserving change. Interface IX is an
abstraction for some functionality in class V. Now the addition in class W can rely
completely on the already existing abstraction in interface IX.

[ P1 | P’
@lx @m

change
R
P2|| P2||

[V ] [v ]

Figure B.1: Example of a closure-preserving changéhe new class W fits into the
already existing abstraction that is implemented by interface IX.

Closure-preserving changes are commonly observed in TDD. In fact the application
under development evolves to its own framework. Such closure-preserving changes
demonstrate the beneficial use of that framework.

B.2.2 Closure-Violating Changes

Closure-violating changes do not fit into the set of abstractions offered by the existing
application. The design closure consists of all the abstractions that were introduced to
implement new features in the application. Whenever a change of a new kind is imple-
mented, the programmer needs to add a new abstraction and thus extend the existing
design closure. Closure-violating changes implement a new feature but fail to introduce
a new abstraction by hacking a “solution” which does not fit the existing design.
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Figure B.2 shows an example of a closure-violating change. Interface 1X is an ab-
straction for the functionality in class V. Now class W is part of some new functionality
for which no existing abstraction can be used. To implement the required functionality,
changes in existing classes are performed without creating an appropriate abstraction.
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Figure B.2: Example of a closure-violating changeNew functionality in class W
doesn't fit into the existing abstractions. In order to integrate with the application, some
existing class V has to be modified.

Agile methodologies request that whenever a programmer introduces a change of a
new kind into the system, he/she has to create the appropriate abstractions at the same
time. Failing to do so introduces design smells in the design. The purpose of applying
design principles is to remove design smells. Deferring the removal of design smells to
a later point in time is not valid because it reduces the ability to be agile.

B.2.3 Closure-Extending Changes

In the same fashion as closure-violating changes, this kind of change does not fit into the
existing design closure. However, instead of just violating the existing design closure,
this change extends it.

Figure B.3 shows an example of a closure-extending change. Interface IX is an
abstraction for the functionality in class V. Class W is part of some new functionality for
which no existing abstraction can be used. Thus the new interface 1Y is the abstraction
necessary to implement the new functionality. Existing classes have to be changed as
well but now the new abstraction extends the design closure.

In a strict Test-Driven Design (TDD) sense, a developer would first implement the
new feature using the existing design closure. At first this looks like a closure-violating
change. As discussed above, this results in design smells because the additions do not
fit into the existing design closure. After detecting these smells, the developer applies
the design principles in order to return to a smell-free state.
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change
—>
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Figure B.3:Example of a closure-extending chandéew functionality in class W fits
into a new abstraction implemented by interface 1Y. Some existing class V might need
to be adapted.

A developer which is not following TDD in the strict sense could apply the principles
first to prepare the system for the new feature. He simply has to ensure that there are no
smells left after having finished the software change.

Whether or not the software change goes through the closure-violating state, the ap-
plication of the design principles introduces new abstractions into the system that are
used by the newly implemented feature. It is important to note that the newly intro-
duced abstractions have to be used right away unless they are a smell for “Needless
Complexity”.

Closure-extending changes are commonly observed in TDD. In fact, as seen above,
an application under development evolves to its own framework. Such closure-extending
changes are the means for this framework evolution.
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Glossary

This chapter describes some commonly used terms that are not defined elsewhere in the
document.

Abstract class A class whose primary purpose is to define an interface. An abstract
class defers some or all of its implementation to subclasses. An abstract class
cannot be instantiated. [GHJV95]

Ancestor (type of a given type) Any type from which the given type is directly or in-
directly derived via inheritance. [FE95]

Application Any collection of classes that work together to provide related functional-
ity to the end uselSynonymProgram. [FE95]

Committer A developer who has commit rights to a source repository (typically of an
Open Source project).

Delegation An implementation mechanism in which an object forwarddelegates
request to another object. The delegate carries out the request on behalf of the
original object. [GHJV95]

Descendant (type of a given type)Any type that inherits, either directly or indirectly,
from the given type. [FE95]

Framework A set of cooperating classes that makes up a reusable design for a specific
class of software. A framework provides architectural guidance by partitioning
the design into abstract classes and defining their responsibilities and collabora-
tions. [GHJV95]

Implementor A concrete realization of the contract declared by an interface. [JBR99]
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Interface A collection of operations that are used to specify a service of a class or
component. [JBR99]

Method call graph A graph representing calls between methods in a given program.
[MNGL98]

Program seeApplication.

Relationship Arelationshipis any logical static connection between two or more things.
[FE95]

Software SystemAny application consisting of software, hardware, documentation
(a.k.a. paperware), and roles played by people (a.k.a. wetware). [FE95]

Type The declaration of the interface of any set of instances that conform to this com-
mon protocol. [FE95]
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