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Chapter 1

Introduction

1.1 Negative concord

This thesis is an investigation of negative concord withliagppon to Romanian. Negative concord
(NC) languages like Romanian pose an important challengartoommon linguistic practice of com-
posing meaning: they use several negative constituentsearsentence with an overall interpretation
of single negation. The negative sentence (1a) with onetwegaxpressionr(obody in a non-NC
language like standard English has the Romanian countérpétb), a sentence with two negative
expressionsnimeni‘nobody’ andnu ‘not’. In English employing both negative expressiarabody
andnotresults in an affirmative interpretation (1c), which is usitable for the Romanian (1b):

(1)

a.

Nobody came.

=3z [person’(x) A come'(z)]
Nimeninu a venit.
nobodynot hascome
‘Nobody came.’

i. =3z [person’(x) A come' (z)]
ii. # -3z [person’(z) A\ ~come'(z)]
Nobody did not come.

—3x [person’(z) A —come’(z)]

The fact that botmimeniand nu have negative semantics is confirmed by (2a) and (2b), where
each one alone is responsible for the negative interpoatafithe construction, just like in the English
parallel translations:

()

a.

Cinea venit? Nimeni.
who hascome nobody

‘Who came? Nobody.’

lon nu a venit.
Johnnothascome

‘John didn’t come.’

| use the term ‘negative marker’ (NM) to refer to the verbafjatzon in NC languages, likeu
in Romanian. The term ‘n-word’ introduced by Laka (1990) ispboyed to designate nominal and
adverbial negative constituents likemeniandnobodyin both NC and non-NC languages.

1



2 CHAPTER 1. INTRODUCTION

This thesis aims at an analysis of NC in Romanian that acediantthe negative semantics of
n-words and the NM and provides a semantic mechanism by wieatan interpret two or more such
negative expressions as contributing one sentential ioegat

1.2 The theoretical problem and two possible solutions

The linguistic interest in NC has a rich tradition startiridesast with Jespersen (1917), but the term
was introduced in Labov (1972). More recently, NC has besnudised both from a crosslinguistic
perspective (Ladusaw (1992), Haegeman (1995), CorblinTamdna (2001), Zeijlstra (2004), Gian-
nakidou (2006), Richter and Sailer (2006), Penka (2007hatliu2008)) and in relation to individual
languages (for Spanish: Laka (1990), Suiier (1995), Hgdo(2001), Catalan: Espinal (2000), Por-
tuguese: Peres (1997), French: Déprez (1997), Mathie@lj2@e Swart and Sag (2002), Italian:
Zanuttini (1991), Acquaviva (1997), Przepiorkowski (288 Tovena (2003), Romanian: Isac (1998,
2004), lonescu (1999, 2004), Greek: Giannakidou (1998h&E€roatian: Progovac (1994), Polish:
Przepiorkowski and Kups¢ (1997, 1999), Btaszczak (J9R&hter and Sailer (19992004), to name
just a few).

The problem that NC raises for linguistic theory, informgadlescribed above, can be formulated
in more precise terms if we consider NC in relation to the giple of compositionality, which is
fundamental in linguistics nowadays.

Compositionality and negation The principle of compositionality (3) states that the magrof a
complex linguistic expression must be composed from thwimhagal meanings of its syntactic parts
by means of a function that is consistent with their syntaixis Tunction is usually referred to as the
‘mode of composition’.

3) The principle of compositionalitfPartee (1984, p. 281))
The meaning of an expression is a function of the meanings phirts and of the way they
are syntactically combined.

To check if the principle of compositionality is respectadhe interpretation of the sentences in
(1), we should first identify their parts with the correspmgdmeanings. Let us start with (1c). This
sentence has two syntactic parts: themdBodyand the VRlidn't come If we represent the meaning
of linguistic expressions in terms of a higher-order logleaguage (Gamut (1991)), the English n-
word nobodycorresponds to the negative quantifier in (4a) ditth't cometo the negative property
in (4b)

4) a.  nobody~ AP.—3x [person’(z) A P(x)]

b.  didn't come~ Av.—come(v)

Combining the two parts by functional application, the tgpimode of composition, gives us the
derivation inFIGURE 1.1. Furtherg-reduction and functional application at the S level ultieia
lead to the predicate logic formula that was given in (1c)hesrheaning of the English sentence:
—3x [person’(z) A —come’(x)]. This shows that the interpretation of the English sentémcgre-
spects the principle of compositionality with functionglpdication as the mode of composition.

!l'ignore here the tense and auxiliary semantics as well addtaled syntactic information of the verb, as they are not
relevant for the present purposes.
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S
Nobody didn’t come
=3z [person’(x) A —come’ ()]

!

—3x [person’(x) A [Av.—come' (v)](x)]

|
AP.—3zx [person’(x) A P(x)](Av.—come’ (v))

T

Nobody didn’t come
AP.—=3z [person’(z) A P(x)] Av.—come’ (v)

Figure 1.1: Syntactic derivation and interpretation Nwbody didn’t come

Double negation (DN) The cooccurrence of two negations in the predicate logimita obtained
in FIGURE 1.1 makes it truth-conditionally equivalent to a positieenfiula, if we consider the logical
law of double negation inLEmMmA 1.1), by which two logical negations cancel each other.

Lemma 1.1 The law of double negation
For every formulap, the following holds:

To apply the law of double negation to the formul&isURE 1.1 we have to make the two negative
operators adjacent by use of logical inference rules. Bhisne in (5a). We first replace the existential
quantifier outscoped by negation with a universal quantifigscoping negationLEmmA 1.2). The
result contains the negation of a conjunction which can betstuted by an implication with a positive
antecedent and a negative consequentiA 1.3). We thus obtain the desired adjacent negative
operators that cancel each other (see the third line in.(3&)g result is the positive formula in (5a),
which corresponds to our intuition concerning the Englishtence (1c): see (5b).

Lemma 1.2 The law of quantifier negation
For every variabler, for every formulap, the following holds:
—-dz Y < Vo —

Lemma 1.3 For all formulas¢ and1, the following holds’
(@ NY) & (¢ — )

(5) a. —dx [person/(z) A ~come'(z)]
e Va—[person'(xz) A —come ()]
s [person/(x) — ——come(x)]

2 vy [person’(x) — come’(z)]

2This rule is derived on the basis of the DeMorgan lagp A ) < (—¢ V —p) and the conditional law—¢ V v) <
(¢ — ) (see Partee et al. (1990, Sec. 6.4)).
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S
Nobody came
=3z [person’(x) A come (x)]
T
=3z [person’(x) A [Mv.come' (v)](x)]

|
AP.—3x [person’(x) A P(x)](Av.come’ (v))

/\

NP VP
Nobody came
AP.—=3z [person’(z) A P(x)] Av.come’ (v)

Figure 1.2: Syntactic derivation and interpretation Xwbody came

b. Nobody did not come. = Everybody came.

The fact that the cooccurrence of two negative expressioaséntence triggers a double negation
interpretation makes standard English a so-called DN lagguThis contrasts with NC languages like
Romanian, where two negative expressions yield a NC irg&pon.

The NC challenge Let us now return to the Romanian sentence in (1) to see wbkaprinciple
of compositionality predicts. (1b) is made up of syntacttg similar to those in (1c): the n-word
nimeni‘nobody’ and the negated veru a venit‘didn't come’. Assuming, as for English and as
indicated by the data in (2), that the meaning of the formeresponds to the negative quantifier
and the latter to the negative property in (4), the princigfleompositionality allows us to derive the
formula inFIGURE 1.1 as the meaning of (1b). The translation and the prediogie formula in (1b),
however, indicate that the Romanian sentence has a differenpretation, with only one negation.
(1b) is synonymous with the English sentence (1a) ‘Nobodyecalf we interpret (1a) we easily get
the derivation irFIGURE 1.2 and the right interpretation with one negative operator

The interpretation irFIGURE 1.2 is the one that we need for the Romanian sentence (1b)las we
The problem is that the Romanian sentence contains two imegatpressions instead of one. To
make it match the structure mGURE 1.2 we have to hypothesize that one of the two expressions
is not negative, which is contrary to what the data in (2) gstjg Alternatively, we have to find a
different mode of composition which yields the interpritatin FIGURE 1.2 from input expressions
similar to those iIrFIGURE 1.1. As we will see in this thesis, this is not a trivial matter

This conflict between the compositionally derived meanmg(RE 1.1) and the actual interpre-
tation FIGURE 1.2) of a NC sentence like (1b) illustrates the challengé M constructions pose to
linguistic theory.

Two solutions: NPI vs. NQ approaches Comparing the Romanian and the English data in (1b)
and (1c) with respect to the principle of compositionalibgre are two points where the analysis for
Romanian could differ from that for English: (1) the init@$signment of a negative meaning to the
parts or (2) the function by which the two negative parts ammosed. Let us consider each option
in turn.

In the first case, a thorough empirical investigation is eeetd determine if the n-word and the
negative marker are indeed negative, that is, if they botitritute semantic negation in the contexts
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where they occur. If we can conclude that only one of themuly tnegative, the compositionality
problem is solved, as we can derive the interpretation by éhar@sm similar to that ifFIGURE 1.2.

In NC languages the NM expresses sentential negation alone:

(6) a. Marionon & venuto.
Mario NM is come
‘Mario hasn't come.’ (Italian)

b. lonnu a venit.
lon nothascome

‘John didn’t come.’ (Romanian)

This does not hold of n-words, which at least in some enviemisirequire the occurrence of the NM
to make the sentence grammatiéal:

(7 a. Mario*(non) ha dettoniente (a nessung.
Mario NM  hassaid nothing(to nobody)
‘Mario didn't say anything (to anybody).’ (Italian)

b. lon*(nu)a zis nimic (nimanui).
lonnot hassaidnothingnobody-Dat.

‘John didn’t say anything (to anybody).’ (Romanian)

The data in (6) clearly indicate that the NM bears semanti@atien independently of n-words. Thus
it is reasonable to assume a uniform negative semantichédlM in all the contexts, including (7).
It remains to be determined whether n-words in (1b) and @)radeed negative.

A simple way to put NC constructions in accord with the prikeiof compositionality is to start
with the hypothesis that n-words are non-negative. Theagmbes that adopt this idea usually assume
that n-words are negative polarity items (NPIs) lé@ythingin the English translations in (7)With
this assumption the NM remains the only negative compomeitd) and (7), and no compositionality
problem arises. Laka (1990) is the first to take up this ogtican extensive study. Ladusaw’s (1992)
more fine-grained approach sets the basis for a rich traditidinguistic studies that account for NC
as an instance of negative polarity.

If the empirical investigation leads to the conclusion thatords are semantically negative just
like the NM, the solution is to replace the functional apalion mechanism iFIGURE 1.1 by one
that derives only one negation when composing two negatigesgsions. This direction of analysis
is introduced in Zanuttini’s (1991) approach to Italianptioues in Haegeman (1995), Haegeman and
Zanuttini (1996), and more recently also in de Swart and 3@4) and Richter and Sailer (2004).

The two options described above have developed into the o directions in the literature on
NC. | will refer to the studies that take the first line of arsadyas the “NPI approaches”, and to the
ones following the second as the “negative quantifier (N@y@gches”. For Romanian, | will argue
in Chapter 3 that the NQ analysis is empirically more adezjuat

3parentheses express optionality, and the star outsideititicates that optionality is ungrammatical, so what is be-
tween the parentheses is obligatory.

4Ladusaw (1980) and Linebarger (1980) use the term NP| eixtpslt is employed here for (non-negative) indefinites
restricted to appear within the scope of a negative (or iegtike) operator.
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1.3 The contribution of this thesis

This thesis is an NQ approach to NC and has both empirical teemtetical contributions. From an
empirical point of view, it enriches the linguistic liteumé with an extensive investigation of Romanian
n-words and NC constructions, on the one hand, and offersra refined explanation for the dual
behavior of n-words with crosslinguistic implications, thre other hand. | reject the analysis of n-
words as NPIs on the basis of the fact that Romanian n-worddN&hconstructions lack the crucial
characteristics of NPIs and their relation to the semaidenker. Even in contexts where they occur
without a NM, Romanian n-words exhibit anti-additive prdjes which qualify them as semantically
negative. Moreover, the NM does not show anti-additivityero-words, while it does over NPIs.
This indicates that it semantically licenses NPIs, but natands. The availability of a DN reading
with two cooccurring n-words and the similarity betweenittseope properties and those of true
quantifiers are taken as further evidence for their negatisamtifier status. A close investigation of
other empirical tests provided by NPI approaches agaiedi status of n-words indicates that they
are actually compatible with the claim in this thesis, if vegard negative quantifiers as a subclass of
weak quantifiers (Milsark (1974)).

The theoretical contribution of this thesis is the elaorabf a systematic syntax-semantics in-
terface for the core properties of Romanian n-words and Nfis i also an example of how we
can account for NC in natural language in general if we mairttee assumption that n-words are
negative quantifiers. | follow de Swart and Sag’s (2002) psap for French to analyze NC as a
resumptive negative quantifigm an Extended Generalized Quantifier Theory (van Benthe389q),
Hamm (1989), May (1989), Keenan (1992), Keenan and Weater&997), Peters and Westerstahl
(2006)). N-words and the NM are assumed to contribute a gépred negative quantifieNO of
Lindstrom type(1, 1) and(0), respectively (Lindstrom (1966)). As they all contribagantifiers with
the same operataV O, a sequence ¢ n-words and one NM (the typical NC pattern) together can
build a resumptive polyadic quantifie¥ O* of type (1*, k), which bindsk variables. The negative
semantics is thus contributed only once, independentlyoaf many n-words are involved, and we
obtain the NC interpretation of sentences like (1b) and.(Alernatively, the monadic quantifiers
NO can be combined byeration, which gives us the same result as functional application.

While de Swart and Sag (2002) remains mainly programmatilc sespect to the compositional-
ity problem, | further investigate the feasibility of theiuggestion to define a mode of composition
calledresumptionan alternative to functional application, that constsueisumptive polyadic quanti-
fiers from monadic ones. | show that this operation contresehe traditional combinatorics provided
by a functional type theory with-calculus exemplified ifIGURE 1.1 and 1.2. Therefore, resumption
cannot be formulated as a mode of composition. To offer aasysémantics interface for resump-
tive negative quantifiers, | give a logical syncategoremdéifinition of NO*. Instead of defining a
resumption operation, | make direct use of-ary resumptive (negative) quantifier. This quantifier
is further integrated in Lexical Resource Semantics (LRiShter and Sailer (2004)), an underspec-
ified semantics theory for the constraint-based framewbtead-driven Phrase Structure Grammar
(HPSG, Pollard and Sag (1994)). LRS replaces the traditiecaniques of combining syntactic ex-
pressions with a constraint-based combinatorics thateéséhe surface constituent structure and the
well-typing of logical formulae. This allows a straightfeard integration of a resumptive quantifier
NO of an underspecified complexity (type) without major adjustts to the grammar. We can thus
account for a core sample of Romanian NC constructions, dbality conditions on the scope of
n-words, their interaction with non-negative quantifiexs,well as for the semantic and information
structure conditions on DN readings.
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1.4 Overview

The thesis is organized in five thematic chapters and candsiss follows.

Chapter 2,Theoretical backgroundis a preliminary presentation of the theoretical framdwor
and the empirical domain of the thesis. In Section 2.1 | desadhe main assumptions of the Ex-
tended Generalized Quantifier Theory that will be used inahalysis. | introduce the so-called
polyadic lifts iteration resumption cumulationand different/ sameguantifiers as distinct semantic
mechanisms to interpret a sequence of monadic quantifieenit@nces with two or more quantifica-
tional NPs. Section 2.2 contains a general characterizafiRomanian to familiarize the reader with
the empirical domain. | address those properties of Romahgt concern inflection, agreement and
word order. Section 2.3 is a description of HPSG, the granwaldtamework in which | develop the
syntax-semantics interface for NC constructions. | givenalsHPSG grammar for Romanian that
will later be enriched with the analysis of NC.

Chapter 3,The semantic status of Romanian n-werdsscribes the empirical phenomena that
motivate the choice for an NQ approach to n-words and NC in&oam. | first show that the semantic
behavior of n-words evidences their negative content wmekes an NPI approach undesirable for
NC. Moreover, n-words have scope properties that closelgmble those of true quantifiers and
thus further support their negative quantifier status. ¢ alsestigate the scope interaction between
two negative quantifiers and a non-negative one and itsteffat the NC/ DN interpretation. The
conclusion is that negative quantifiers in NC have idiosgticrscope properties similar to cumulative
polyadic quantifiers. This motivates a treatment of NC im®of a polyadic quantifier as proposed
in the following chapter.

Chapter 4 Romanian NQs and NC. Towards a syntax-semankias two parts: 1) a semantic
analysis of Romanian NC and DN readings with polyadic gfiensi and 2) an investigation of the
status of polyadic lifts in a compositional grammar. | firsow that the DN reading of two cooccur-
ring n-words can be obtained if we apply iteration to the twonadic negative quantifiers, and NC
if we apply resumption instead. In further support of a pdlgaapproach to Romanian negation, the
scope properties of the negative quantifiers in DN and NCimgadare shown to match the general
scope behavior of the monadic parts in polyadic quantifiersved by iteration and resumption, re-
spectively. Second, | investigate the possibility of defgnresumption as a mode of composition. |
develop a small compositional fragment for Romanian in Whishow that resumption and polyadic
lifts in general cannot be defined as modes of compositions i§tbecause the traditional notion of
compositionality assumes a functional type theory witbalculus which is used to imitate the con-
stituent structure of natural language, and polyadic, liiemulated in a relational type theory, cannot
be captured with this combinatorics. The question thaearis how to develop a syntax-semantics
interface for NC as a resumptive negative quantifier, if n@stion cannot be compositional.

Chapter 5The HPSG analysis of Romanian NC: An LRS accanfférs a solution and proposes a
syntax-semantics interface for Romanian NC in HPSG. | usexgensional higher-order representa-
tion languagél'y1 in which | define a-ary resumptive negative quantifier. LRS is an underspekifie
semantics framework and allows a direct integration of tegimptive quantifier in the grammar by
formulating the right constraints consistent with its mirepresentation. | account for NC con-
structions by allowing: negative quantifiers contributed by n-words to identifyithist of variables,
restrictions and the nuclear scope. This means that alldgative quantifiers end up as one and the
samek-ary resumptive negative quantifier. Alternatively, twaatve quantifiers can stay separate,
one taking scope over the other, and yield the DN reading. nExe¢ step of the analysis concerns
the NM which is shown to always contribute negative semardiad to fix the scope of the negative
quantifiers in NC. | thus offer an account of the locality cibioths on the interpretation of n-words
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that occur in embedded subjunctive clauses. While thisyaizais not meant to exhaustively describe
n-words and NC in Romanian, it proposes a systematic sysgeantics that accounts for basic NC
constructions, the NM as sentential negation and its celdt n-words, as well as the essential prop-
erties of DN readings with n-words.

Chapter 6CComparison to previous approachés a survey of other approaches to NC in compatr-
ison to the one in this thesis. | first consider some NPI| agpres and then alternative NQ analyses.
| show that my claim that n-words are negative quantifieroissistent with several other empirical
tests that the NPl approaches employ in support of timirnegativesemantics. Furthermore, | argue
that the systematicity of the present analysis makes iepabfe to other non-compositional accounts
for NC as for instance those making use of negation factimizaCooper storage, a semantic mecha-
nism usually employed to underspecify quantifier scopeaaten, is shown to be unable to integrate
resumption compositionally for the same reasons as the asitignal grammar in Chapter 4. This
makes LRS the only semantic framework of the ones considegeel that can integrate resumptive
quantifiers in a systematic syntax-semantics interface.

Chapter 7 Conclusion and perspectivesummarizes the results in this thesis and presents sug-
gestions for future research. In particular, it calls d@ttento the primary reasons why we need
compositionality. We generally need a compositional maidm that allows us to account for the
systematicity of meaning composition in natural languagke principle of compositionality is our
mechanism at the moment and it has been successful in nusregsplications. But if natural language
challenges it, we should not force the empirical facts todittheoretical concept. We should rather
reformulate the mechanism to correctly characterize theraklanguage, at the same time keeping
the previous results. NC and other natural language payadantifiers challenge our traditional
principle of compositionality which is most likely in need adjustment. LRS is a framework that
allows us to account for the phenomena analyzed in comppaltgrammars and to also integrate NC
and polyadic quantifiers. Thus it could be taken as an inolicaft how we should reformulate our
mechanism for compositionality.



Chapter 2

Theoretical background

The aim of this chapter is to set the theoretical backgroonthe account of NC that will be developed

in the subsequent chapters. Three main aspects are takecomsideration here: 1) the semantic
framework within which NC can be accounted for, 2) the engpirdomain: Romanian, and 3) the
linguistic theory which can integrate the semantics in dagtic framework. The first component is
provided by the theory oPolyadic Quantifiersdeveloped among others in Keenan and Westerstahl
(1997). Thisis presented in Section 2.1. Section 2.2 is & dkscription of Romanian and Section 2.3
introduces Head-driven Phrase Structure Grammar (HPSBdltdrd and Sag (1994) as the syntax-
semantics framework.

2.1 Polyadic quantifiers

My account of Romanian NC continues the linguistic traditad the “NQ approaches” mentioned in
Section 1.2, more precisely, the line in de Swart and SagAR0the semantic apparatus is an exten-
sion of theGeneralized Quantifier Theorysually referred to as tHextended Generalized Quantifier
Theoryor Polyadic Quantifier{Keenan and Westerstahl (1997), Peters and Wester&G06), a.o.).

In this section, | present the background assumptions oGeeeralized Quantifier Theory and
the way they are extended to polyadic quantifiers. For now baly concerned with the semantics
of generalized quantifiers, so | do not provide a full logieaiguage with a syntax. This will be done
at a further stage, when | integrate polyadic quantifiers lmgacal language that will be needed for
the analysis of Romanian negative concord (Chapters 4 and 5)

Section 2.1.1 is a presentation of polyadic quantifiers asygtex extension of generalized quan-
tifiers. In Sections 2.1.2 and 2.1.3, | introduce the openstiteration, cumulation resumption also
called polyadic lifts anddifferent/ sameguantifiers as polyadic quantifiers derived from monadic
generalized quantifiers. In Section 2.1.4 | discuss theessgire power of these operations and their
potential to be “reduced” to iteration.

2.1.1 Preliminaries

The main concern of th&eneralized Quantifier TheorfGQT) — first formulated in Barwise and
Cooper (1981) — is the semantic interpretation of NPs lilkkeathes italicized in (8):

(8) a. Everybody/ Johmame/ worked hard.
b. Every student/ No doctor/ Three studec#sne/ worked hard.

9
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All these NPs combine witlone-place predicategsxpressed by intransitive verbs likameand
worked hardto form sentences. One-place predicates denote propeftieslividuals. So, given

a domaink of individuals, one-place predicates denote subsets bé. sets of individuals carrying
the same property (e.g. the property of coming or that of wagrkard). Sentences denote truth values:
either1 (true), or 0 (falsg.

If John is among the individuals who have the property of camihe sentencédohn cames true;
otherwise, it is false. This is the way a sentence is intéedrén first-order predicate logic, where
John is represented as an individual consgaand the property is predicated of this constant: see
(9a), where]x] stands for the denotation of'xBut in a higher-order logic, John may be represented
as a second-order function (i.e. a set of properties) wlikbs the property as an argument. In this
case, the sentence is true if coming is one of the propehaslohn has (see (9b)). This latter view,
first introduced in Montague (1973), is the one adopted iM@kaeralized Quantifier Theory and the
one | will follow in this thesis:

(9) John came.

a. First-order predicate logic
COME())
[COME())]=1iff [j] € [COME]
b. Generalized quantifier theory
JOHN(COME)
[JOHN(COME]= 1 iff [COME] € [JOHN]

Thus in GQT terms, NPs like the ones in (8) denote second-dudetions over the domain of indi-
vidualsk: they map properties (subsetsg)fonto truth values. This translation of an NP corresponds
to the mathematical notion ofgeneralized quantifierso Barwise and Cooper (1981) refer to NPs as
denoting generalized quantifiers.

The NPs in (8a) are usually analyzed as wholes, but withinoties in (8b), the determiners
every no, threecombine with the common nourssudentanddoctorto form NPs. Common nouns,
like intransitive verbs, denote properties, so deternsirtanote functions that map properties onto
generalized quantifiers of the kind denoted by NPs. Deterraiare thus interpreted as functions
from properties to sets of properties: a sentenceHikery student camie represented as in (10) and
is true if coming is a property of every student:

(20) Every student came.
(EVERY(STUDENT))(COME)
[(EVERY(STUDENT))(COME]=1 iff [COME] € [(EVERY(STUDENT))

In Montague’s tradition Barwise and Cooper (1981) use them tgeneralized quantifier exclu-
sively for the denotation of NPs. However, following the hexhatical tradition based on Lindstrom
(1966), the subsequent linguistic literature refers tddPs and determiners as denoting generalized
quantifiers of different complexity. For this presentatibmdopt this latter position. To distinguish
between the two types, | use the terms “NP quantifier” and ‘@Retntifier”. Later in this section,
this informal terminology will be replaced by a more preaise following Lindstrom’s mathematical
classification of generalized quantifiers.

TABLE 2.1 summarizes the correspondence between linguistiessions and GQT notions and
the notational conventions that will be assumed throughioist presentation. For NP quantifiers,

1| follow the common assumption that the language of germzalguantifiers is interpreted in a model M which assigns
an interpretation to expressions of the language with gpea domaire of individuals. M is viewed as the ordered pair
(e, [ 1), such that it assigns to each expression x an interpretftjon
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which are obtained by the application of a Det quantifier toagperty, | adopttONVENTION 2.1 and
simplify the notation by leaving out the brackets:

Convention 2.1 For Deta Det quantifier andN a common noun, the following holds:
Det(N) =Det N
Example EVERY(STUDENT) = EVERY STUDENT

Linguistic Syntactic| Syntactic Denotation
expression | category | representation
come VP COME set of individuals (property)
student N STUDENT set of individuals (property)
John NP JOHN set of properties
every student NP EVERY STUDENT | set of properties
every Det EVERY function from properties
to sets of properties

Table 2.1: Basic assumptions in GQT

Semantics Barwise and Cooper (1981) start with the idea that a sentefnte form[s NP VP] is
true iff the denotation of the VP is a member of the generdligeantifier (see also (10) above). In
DEFINITION 2.1, | give the truth conditions for various NP quantifierbeThotationA| stands for the
cardinality of the seh. | use small caps for subsets of the domaior other functions ore:

Definition 2.1 Semantics for NP generalized quantifiers
For a domaing, for everya C E:

. [EVERY](A) = {xX CE|A CX}

. [SOME](A) = { x CE| AN X# 0}

. [NOJ(a)= {x CE|ANX=0}

. For every cardinal numbet and a corresponding Det quantifiéf,
[NJ(a)= {x CE|[anxX|=n}

o o T 9

Given the semantics of NP quantifiers and their relationgatirresponding Det quantifiers within
their structure, we can also determine the semantic comitviio of the latter. Recall that Det quantifiers
map properties (common nouns) onto NP quantifiers, whicluin take a property (the VP) to a
truth value (the sentence). This perspective on genedatjgantifiers is calledunctional because it
reflects the syntactic structure of the sentencerseere 2.1. Given the semantics of NP quantifiers
containing the determinezveryand assuming thftSTUDENT] and [COME] are subsets of the
domaingE, the sentence in (10) is interpreted as in (11): it is tru¢hiéf property of coming contains
all the individuals that have the student property:

(12) Every student came.
(EVERY(STUDENT))(COME)
[(EVERY(STUDENT))(COME]}=1
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S
(EVERY(STUDENT))(COME)
/\
NP VP
(EVERY(STUDENT)) COME
/\
Det N
EVERY STUDENT

Figure 2.1: Functional perspective on generalized quarsifi

< [COME] € [(EVERY(STUDENT)]
22! [COME] € { x C E | [STUDENT] C x}
= [STUDENT] C [COME]

Leaving aside the hierachical structure and concentraim@ purely set-theoretic perspective,
we can view the denotation of a determiner as a function ¢pkiro properties to a truth value (see
van Benthem (198§b)). Thus a Det quantifier can be regarded as a binary secalsd-cglation.

It is binary because it takes two arguments, similarly to raaty relation denoted by a transitive
verb likelove It is second-order because it does not apply to individuals to sets of individuals,
i.e. properties. This is theelational perspective on generalized quantifiers. The two perspctiv
(functional and relational) are not in conflict with eachathFor instance, the syntactic asymmetry
between the object and the subject of the Jeueis not in conflict with the fact that the verb denotes
a binary relation between individuals. In the same way, ard@her denotes a binary relation between
properties, independently of the syntactic differencevieen the common noun and the VP.

In my discussion on generalized quantifiers, | follow Zw#it883), van Benthem (19&61989),
Westerstahl (1989), Keenan (1987, 1992), Keenan and Ys&ishé (1997), Peters and Westerstahl
(2006) in adopting theelational view. In this perspective, determiners denote variousrbirelations
between sets of individualeverydenotes the subset relatisspmethe non-empty intersectiomo
the empty intersection and so on, as giveDBFINITION 2.2:

Definition 2.2 Semantics for Det generalized quantifiers
For a domaing, for everya, B C E:

[EVERY](A,B)=1iff ACB

[SOME](A,B)=1iff ANB# ()

[INOJ(a,B)=1iff ANB=10

d. For every cardinal numbet and a corresponding Det quantifié\,
[N](A,B)=1iff lANB|=n

a.
b.
c.

Within the relational view, the sentence in (10) is représeiand interpreted as in (12). The functional
(11) and the relational (12) representation of the sentbaee the same truth-conditions:

(12) Every student came.
EVERY(STUDENT, COME)
[EVERY(STUDENT, COME]=1iff [STUDENT]C [COME]

The truth-conditional equivalence between the functi@mal the relational perspective has been
formalized in the work of the mathematicians Moses Schégfi(see Schonfinkel (1924)) and Haskell
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B. Curry (see Curry (1930§).There are two operations by which one can turn a relationaksen-
tation of a function into a functional representation, armewersa. These operations are commonly
referred to asurryinganduncurrying respectively. They are given DEFINITION 2.3 below, adapted
from Carpenter (1997, pp. 68—-69) to match the set-theatetmtation used here. Here | give the def-
inition with application to Det quantifier functions:

Definition 2.3 curry/ uncurry
For everyQ; and Q,, the functional, respectively, the relational represeiota of a Det
guantifier, for every, BC E, the following hold:

curry(Qr(A,B))= (Qr(A))(B)
uncurry((Qs(A))(8))= Q.(A,B)

For every functional expressiam, and every relational expressigh the following hold:

curry(uncurry(a)) = «

uncurry(curry(B)) = B

The curry/ uncurryfunctions defined above allow us to freely switch betweerfuihetional and
the relational representation of a Det quantifier. As indideby the different subscripts MEFINI-
TION 2.3,Q andQ, are not exactly the same, since they have different domaiga-domainsg
takes one property and returns a set of properties, vghilakes two properties and returns a truth
value. However, there is a one-to-one correspondence batiliem in terms of truth conditions, since
Q, is the set of pairsA, B), such thatQ,(A))(B) = 1, and converselyQ(A))(B) = 1iff (A, B) € Q,
(see also Gamut (1991, Vol. 2, pp. 85, 228)). In view of thisespondence between the relational
and the functional representation, already apparent fremNITION 2.1 andDEFINITION 2.2, | use
the same notation for both the relational and the functiepeintifier. This means that in general
instead ofQ,. or Q; I will simply use Q, for any quantifierQ defined on the domaia. Whether it is
the relational or the functional one can be determined byniniag the arguments it takes.

With respect to the quantifiers MEFINITION 2.1 andDEFINITION 2.2, thecurry/ uncurry func-
tions in DEFINITION 2.3 allow us to formulate the correspondence between tla¢ioeal and the
functional representation asiiEMMA 2.1:

Lemma 2.1 Semantic correspondence between functional and relh@etaguantifiers
For a domaing, for everya, B C E:

a. [EVERY] (A))(B) =1iff Be { X CE|A C X} < [EVERY](A,B)=1iff ACB
b. ([SOME] (A))(B) = 1iff B { X CE| AN X# (I} < [SOME (A, B) = 1 iff
ANB# ()
c. (NOJ(a))(B)=1iff BE {X CE|ANX=0} < [NO](A,B)=1iff ANB=0
d. For every cardinal numbet and a corresponding Det quantifier N,
(IN] (A))(B)=1iff Be { X CE||ANX|=n} < [N](A,B)=1iff [ANB|=n
e. For every Det quantifiep,
((Q(A))B) =1<Q(aA,B) =1

2According to Hindley and Seldin (2008), this idea was alygagsent in Frege (1893, Vol 1, Sec. 4). Thanks to Janina
Rado and Frank Richter for mentioning this to me.
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Most of the discussion on generalized quantifiers in thisithavill be formulated within the
relational perspective. However, the representation négeized quantifiers within a model-theoretic
semantics based on lambda-calculus with functional typg#sequire that | switch to a functional
representation in Section 4.3 and Chapter 5.

2.1.1.1 Monadic vs. polyadic quantifiers

Our discussion so far has concermadnadic(or unary) quantifierswhose arguments apgoperties
that can be viewed amary relationsover the domain of individuals. Unary relations are dendgd
linguistic expressions corresponding to common noshsden} or intransitive verbsdqame worked
hard). The NPs in (8) appear as subjects of intransitive verbghep denote monadic quantifiers
taking unary relations to truth values. But NPs can also apps direct and indirect objects of
transitive and ditransitive verbs like in (13):

(13) a. Every studenteadsome book
b.  Three teachergaveevery student some baok

Unlike cameandworked hardin (8), read and gavedenote a binary and a ternary relation, re-
spectively. The standard way (in the tradition of MontagL@7@)) to interpret these sentences is a
functional one in which the relation denoted by the verb igsgb each NP quantifier in turn to derive
the truth conditions of the propositicnBy contrast, in the GQT literature the relational view isdise
for these sentences as well. Thus we can think of all the Na@h sentence in (13) as denoting
one complex quantifier which maps the binary/ ternary refatinto a truth value. In GQT syntax, we
represent the two sentences as in (14), where | again erg@yENTION 2.1 with NP quantifiers:

(14) a. Every student read some book.
(EVERY STUDENT, SOME BOOK)(READ)

b. Three teachers gave every student some book.
(THREE TEACHER, EVERY STUDENT, SOME BOOK)(GIVE)

Generalized quantifiers like those in (14), which apply tguanents more complex than unary
relations, are callegholyadic quantifiers In particular, (EVERY STUDENT, SOME BOOK) is a
binary quantifier because it maps binary relations to tr&hues. (THREE TEACHER, EVERY
STUDENT, SOME BOOK) is a ternary quantifier.

Relations Before going into the discussion on polyadic quantifiers drar relation to monadic
quantifiers, we need to clarify the status of their argumensrepresented unary relations/ properties
as sets of individuals from the domainin short, as subsets af Binary and ternary relations are sets
of pairs (3-tuples) of individuals from the domain This is to say that a binary relation is a subset of
the Cartesian product x E and a ternary relation is a subset of the Cartesian pragduce x E.

Definition 2.4 n-ary Cartesian product
For a domaing, X1, Xa, ..., X, C E, n € N, the Cartesian product of{, Xs, ..., X, is:
X1X XgX ..X Xp= {(21, 22, ..., 2p)| 1 € X1 @ndxs € X9 @and ... ande,, € X, }

The notion of a Cartesian product allows us to define relatamsets of ordered tuples of individ-
uals from the domaim®. TABLE 2.2 shows the correspondence between linguistic expresdioeir
syntactic category, and their denotation as relations.

3This is possible provided a type-shifting mechanism is igpo the translation of the verb, so that it can take the NP
guantifier as its argument. See Section 4.3.2.4, for an eleamp
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Linguistic expression Syntactic category Denotation Subset of
John/ Every student camesentence 0-ary relation (proposition) E°
come, work intransitive verb | unary relation (property) | E= E!
student common noun unary relation (property) | = E!
read, love transitive verb binary relation E x E= E?
give ditransitive verb | ternary relation E X E x E= E?
- - n-ary relation EXEX..XE=E"
n—times

Table 2.2: Relations

Given that relations of arity, are subsets of the-ary Cartesian product of the domainwe can
think of unary relations as subsets of the unary Cartesiadiyat of the domain, which sitself. This
coincides with our initial representation of a property ibtias the advantage that it can be integrated
in the general picture of-ary relations and their status with respect to the doraain

Another way of viewing relations is by making appeal to thedell subsets of as thepower
setof E, written as P£) and defined below:

Definition 2.5 Power set
Given a seh, the power set ok is the set of all subsets af P(a)={x| x C A}

Lemma 2.2 For every seir, n € N such thata|=n, |P(a)|= 2".

Example:
For aset={a, b}, P@)={{a, b}, {a}, {b}, { }};
|E|=2, son = 2 and|PE)|= 2% = 4.

The power set of a non-empty sefcontains at least the satand the empty set. With the notion of
the power set of a set, we can define relations as elements pbtier set of a Cartesian producteof
For instance, unary relations are elements &P (binary relations are elements of?) andn-ary
relations are elements of &{). In this thesis, | will occasionally make use of both wayvigfving
relations.

In the table above, note that the general representatiarao§ relations allows us to view propo-
sitions (i.e. the denotation of sentences)emy relations and thus subsets of the empty Cartesian
producte’. The sete’contains only one element, the empty tuple: &= {()}. As a subset of’,

a proposition can be either the &b}, or {}, given that PE%)= {{()}, {}}. In the former case the
proposition is true, in the latter, it is false. In the linglit literature, a true proposition is usually
represented as equal tand a false one as equal(pso the following convention is usually adopted
(see for instance Keenan (1992)):

Convention 2.2 For any domaing, the power set of the sef= {()} is the set of truth
values, i.e. we have the following convention:

PE’) = {{0}. {}} = {1, 0}, and thus{()} = 1and{} = 0.

Here, | will use the latter notation which is more common ia tierature and thus we will view a
proposition as an element of the $et0}.
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2.1.1.2 Classification of generalized quantifiers

Extending the domain of generalized quantifiers with palyagiantifiers requires a rigorous system
within which one may characterize the properties and thepbexity of each kind of quantifier. In
this respect, the linguistic framework of polyadic quastsi follows the mathematical tradition of
Mostowski (1957) and Lindstrom (1966).

Within Lindstrom’s classification, monadic NP quantifiéesg. EVERY STUDENT in (10)) are
categorized as typél) generalized quantifiers, binary NP quantifiers (e.g. (EVERVMWUDENT,
SOME BOOK) in (14a)), as typ&2), ternary NP quantifiers (e.g. (THREE TEACHER, EVERY
STUDENT, SOME BOOK) in (14b)), as typ€) andn-ary NP quantifiers in general, as type).
This classification is meant to indicate that these quartifaee functions that map one relation of
arity one, two, three, and, respectively, to a truth value. In more precise terms,rttiemain is
PE'), PE?), PE?), or PE™), respectively, and their co-domain iseP).

NP guantifiers (monadic or polyadic) take one argumenticgldb a truth value, so their type
contains only one digit. This is in contrast with Det quastsi which take at least two arguments,
as we saw for instance in the case of EVERY in (12) which magsamwuments (STUDENT and
COME) onto a truth value. This means that in Lindstrom’ssification, the type of EVERY has two
digits. Since both arguments are unary relations, {tjg).

As shown above with respect to (14), polyadic NP quantifieesraade up of several monadic
NP quantifiers viewed as building a complex guantifier togethThe binary quantifier (EVERY
STUDENT, SOME BOOK) is made up of the monadic EVERY STUDENT é#OME BOOK
and (THREE TEACHER, EVERY STUDENT, SOME BOOK) contains thermadic NP quantifiers
THREE TEACHER, EVERY STUDENT, and SOME BOOK. If we write theormadic NP quantifiers
as Det quantifiers applying to a unary relation, we can repitethe typg2) quantifier (EVERY STU-
DENT, SOME BOOK) as (EVERY, SOME)(STUDENT, BOOK) and the&y(3) quantifier (THREE
TEACHER, EVERY STUDENT, SOME BOOK) as (THREE, EVERY, SOMEFACHER, STU-
DENT, BOOK). The binary Det quantifier (EVERY, SOME) that whtain is a function that takes
three arguments to a truth value: the first two arguments aaeyuelations (i.e. STUDENT and
BOOK), the third argument is the binary relation READ. Itpayis (1, 1,2). The ternary Det quan-
tifier (THREE, EVERY, SOME) is a function that takes four amgents to a truth value: three unary
relations (i.e. TEACHER, STUDENT, BOOK) and one ternanatiein (GIVE). Its type ig1,1, 1, 3).

In Lindstrom’s general typing system, the type of a polgagliantifier is given by a sequence of
natural numbers. The number of arguments of the quantifteeisame as the length of this sequence.
The last argument is expressed by a verb, the other onesrare@onouns. Lindstrom'’s classification
thus provides a uniform treatment of all natural languagantjfiers as functions, regardless of their
syntactic position. In order to distinguish the restrindoof a polyadic quantifier from its nuclear
scope, sometimes angle brackets are used. Inste@dioR) or (1, 1,1, 3), one may write((1, 1), 2)
and ((1,1,1),3). If all the restrictions of the monadic Det quantifiers aretted same arity like in
the two cases above, we write the number of restrictions aperscript of the arity of the relations
involved: e.g.(1%,2) and(13, 3).

We call binary/ ternary/ n-ary a quantifier which takes a bih&ernary/ n-ary relation as an
argument, independently of how many other arguments of aranity the quantifier takes. Thus a
type (1, 1,2) and a type(2) quantifier are both binary, since the most complex relati@y take as
an argument is a binary one. The same holds of ternary ang guantifiers in general. So, unlike in
the case of relations, whose arity is given by the numbergiraents they take (saaBLE 2.2), the
complexity of a polyadic quantifier is not given by the numbgéthe arguments, but by the greatest
arity of their arguments.
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Quantifier (Q) Component Qs (CQ) Type Type Domain
of CQ of Q of Q
propositional operators (negation)- - (0) PE")
EVERY STUDENT - - (1) PE")
(EVERY STUDENT, SOME EVERY STUDENT | (1) (2) P(E?)
BOOK) SOME BOOK (1)
(THREE TEACHER, EVERY | THREE TEACHER | (1) (3) PE?)
STUDENT, SOME BOOK) EVERY STUDENT | (1)
SOME BOOK (1)
(EVERY, SOME) EVERY (1,1) (12,2) | PE') x PE")
SOME (1,1) x P(E?)
(THREE, EVERY, SOME) THREE (1,1) (13,3) | PEY) x PE')
EVERY (1,1) x PED x PE®)
SOME (1,1)
(NP;, NP, ..., NR,) NPy (1)
NP; ... (1) ... (n) PE")
.. NP, (1)
(Det;, Det, ..., Det,) Det; (1,1) PE'): x PE'),
Dety ... (1,1) ... | (1™,n) | X ... x PEY 1
.. Det, . (1,1) x PE™),

Table 2.3: Types of generalized quantifiers

In TABLE 2.3, | summarize the classification of the quantifiers thatliseussed. | give the natural
language quantifiers with their monadic components, tlypie,tand the domain of definition. The
co-domain for each of them is the power set®(i.e. {0, 1}, the set of truth values. The type of a
polyadic quantifier is obtained by adding up the complexftigsoquantifier components. The tyge)
quantifier (EVERY STUDENT, SOME BOOK) is made up of two quéiets of type(1): EVERY
STUDENT and SOME BOOK. Similarly, the complexity of the type?, 2) quantifier (EVERY,
SOME) reflects the fact that it contains two tyfle 1) quantifiers: EVERY and SOME. In this thesis,
we will only discuss polyadic quantifiers that are derivaarirmonadic quantifiers, so we may extend
this classification to cover typg:) and type(1”, n) quantifiers?

Lindstrom uses this system to also characterize propositioperators, as for instance proposi-
tional negation. He considers them generalized quantifigh®ut a restriction, so they take only one
argument, and since the argument is a proposition, i.e.agigrlof arity 0 (see tableTABLE 2.2),
propositional operators are quantifiers of ty@. This means that both their domain and their co-
domain is P€%)= {0, 1}, the set of truth values. In Section 5.5, | will offer an arsiyof the Romanian
negative marker as a tyge) quantifier.

4But see Keenan and Westerstahl (1997) for more complex ghesm
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2.1.1.3 Syntactic representations with polyadic quantifies

In view of the relation between polyadic NP quantifiers arel@iet quantifiers within their structure,
we may syntactically represent the two sentences in (13)indifferent ways: with NP polyadic
quantifiers and Det polyadic quantifiers. This is illustdate (15), where | make use of one further
notational convention usually adopted in the literatunat bf indicating the restriction of a Det quan-
tifier as a superscript. This means that besideslVENTION 2.1, we have another notation for NP
quantifiers to indicate their relation to the Det quantifigris is given inCONVENTION 2.3 below. The
superscript notation of the restriction also appears willygalic Det quantifiers and is described by
CONVENTION 2.4. These conventions will be used here both in syntacticamantic representations
of quantifiers.

Convention 2.3 For a domainkg, Q a type (1, 1) quantifier anda C E, we have the
following convention:

QA)=QAa=o"
Example: EVERY(STUDENT) = EVERY STUDENT = EVERY  UDENT

Convention 2.4 For a domaing, Q a type(1™, n) quantifier anda;, As, ..., A, C E, we
have the following convention:

Q(A1,A2,...A,) = QALA2,--An

Example: (EVERY, SOME)(STUDENT, BOOK) = (EVERY, SOMETUDENT, BOOK

(15) a. Every studenteadsome book

i. Representations with a tyge) quantifier:
(EVERY STUDENT, SOME BOOK)(READ)
(EVERYS TUDENT 5oMEB300K)READ)

. Representations with a tygé?, 2) quantifier:
(EVERY, SOME)(STUDENT, BOOK, READ)
((EVERY, SOME)(STUDENT, BOOK))(READ)
(EVERY, SOME)> TUDENT, BOOKREAD)

b.  Three teachergaveevery student some baok

I Representations with a tyg8) quantifier:
(THREE TEACHER, EVERY STUDENT, SOME BOOK)(GIVE)
(THREETEACHER p\yERYSTUDENT 5oMmeBO0K)GlvE)

. Representations with a tygé?, 3) quantifier:
(THREE, EVERY, SOME)(TEACHER, STUDENT, BOOK, GIVE)
((THREE, EVERY, SOME)(TEACHER, STUDENT, BOOK))(GIVE)

(EVERY, SOME, THREEJ FACHER, STUDENT, BOOKGvE)

So far we discussed the classification of generalized digrstias well as their syntactic repre-
sentation and the relation to their monadic components. riEx¢ issue that we are interested in is
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finding a way to interpret them. As in the structure of polgagliantifiers one can easily distinguish
monadic quantifiers, the main goal of the literature on pdityguantification (see for instance van
Benthem (1988, 1989), Keenan (1987, 1992), Hamm (1989), Westerstali4)l Keenan and West-
erstahl (1997), and Peters and Westerstahl (2006) aae.péen to describe the semantics of polyadic
quantifiers on the basis of the semantics of their componditsusually assumed that the monadic
parts undergo somgolyadic operationor polyadic lift which eventually gives the interpretation of
the polyadic quantifier. Several such operations and diemtiombinations have been defined in
the literature. In the subsequent sections | will conceatamiteration, different/ sameguantifiers,
cumulation andresumption The last one will be used in Chapters 4 and 5 to account fordRgam
negative concord.

2.1.2 lteration

Iteration is the most common operation by which polyadic quantifiers lma derived from monadic
ones. For instance, in order to derive the meaning of theagityquantifier (EVERY, SOME) in
(15a), the two monadic quantifiers EVERY and SOME are conpbagemeans of iteration. In this
section, | show how this can be done.

To define iteration, the concept of a monadic quantifier mestightly extended. Recall from the
previous section that a quantifierof type (1) maps properties to truth values. Thusnay be viewed
as reducing the arity of a relation Ry it reduces a unary relation to0aary relation and, in general,
it reduces am + 1-ary relation to am-ary relation as irDEFINITION 2.6. Instead of defining asqQ:
PE') — P(E") like in TABLE 2.3, we can extend this definition o P(E"*!) — P(E"):

Definition 2.6 Monadic quantifiers as 1-arity reducers
Given a universe, for R C E"H, n € N, Q a type(1) quantifier, the following holds:

Q(R)={(a1,...,an) € E"|Q({b € E|(a1,...,an,b) € R}) =1}

If a quantifierQ of type (1) combines with a relatior of arity n + 1, the result is a relation of arity
n (a set of ¢4, ..., a,) tuples), with the property thag yields truth when applied to each elemént
the (n + 1)-th member of the«{ + 1)-tuples @4, ..., a,, b) in the relationr. The relationr is thus
decomposed into two relations: one of arity(the set ofn-tuples ¢4, ...,a,;)) and one of arityl
(the set ofb individuals). Monadia reduces the unary relation to a truth value (in a way simdar t
EVERY STUDENT in (10)). Then-ary relation contains all the tuples afelements which result
from Q being applied to then(+ 1)-ary relationr.

Let us illustrateDEFINITION 2.6 with a few particular cases. #f= 0, thenr is a unary relation
and we obtaim(R)= {() € E°|Q({b € E| b € R}) = 1}. In words, the value of(R) is the set of
empty tuples ire?, such thag yields truth if applied to the set of elemerdtin R. Note that there is
a single empty tuple()” and the set made up of this element iéseeCONVENTION 2.2). Moreover,
the set of elementsin R is the unary relatiom, itself. Thus the definition simply says tha(r)= 1
iff Q({b| b € R})= 1, which is a tautology. If we now take= 1, R is a binary relation and we obtain
Q(R)={a1 € E}|Q({b € E| (a1,b) € R}) = 1}. The value oRQ(R) is a unary relation made up of all
the elements;, such tha({b € g| (a;1,b) € R}) = 1. An example in whichn = 1 will be given in
(16).

As previously shown, a generalized quantifgeof type (k) reduces a relation of arity to a0-ary
relation: i.e.Q: PE")— P(E"). But following the model of monadic quantifiers irEFINITION 2.6,Q
can also be regarded as reducing k)-ary relations tae-ary relations, s@: PE"**)— P(E"), as
below:
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Definition 2.7 K-ary quantifiers ag-arity reducers
Given a universe, for R C E"**, n € N,k > 1, Q a type(k) quantifier, the following

holds: QR) = {(a1,...,an) € E"Q({(by,...,bx) € E*|(a1, ..., an,b1,....,b) € R}) = 1}

If Q applies to ani{+k)-ary relation, the result is atrary relation (a set oy, ..., a,,) tuples), with the
property tha yields truth of all thek-tuples 64, ..., b), such that thé&+n-tuples G, ..., an, b1, --., bg)
are members k.

Note thatDEFINITION 2.6 actually represents the particular case®#INITION 2.7 wherek = 1,
so that the generalized tygé) quantifier is actually a monadic one. But let us concentrat¢he
value ofn. Forn = 0 in DEFINITION 2.7, the relatiorRr is of arity K soR C EF andQ(R) =
{0 € E%Q({(b,...,bx) € EF|(by,...,bx) € R} = 1)}. Given that{() € e’} = {()} = 1, we
again obtain a tautology, namelg(r)= 1 iff Q({(b1,...,bx)|(b1,...,b) € R}) = 1. So we are
dealing with the situation we already describedriBLE 2.3, where a typek) quantifier reduces
a relation of arityk to a truth value. Fon = 1, Ris ak + 1-ary relation, andQ(R) = {a; €
E'Q({(by,...,bx) € EF|(a1,b1,...,br) € R}) = 1}. So the value ofy(R) is the set of elements;,
such thaQ({(b1, ..., bx) € E¥|(a1,b1, ..., b) € R}) = 1.

As an illustration of the base case (ie= 0) in DEFINITION 2.7, the type/2) quantifier (EVERY
STUDENT, SOMEBOOK) in (15a) takes the binary relation READ to a truth value amel tiype
(3) quantifier (EVER\STUDENT, SOMECOLLEAGUE, THREEBOOK) in (15b) takes the ternary
relation GIVE to a truth value. In these two examplexf type k (k = 2 andk = 3, respectively)
applies to &-ary relation, so the result is always a truth value.

Interpreting polyadic quantifiers Our concern is to interpret sentences like (13) above, t@hvhi
we associated the polyadic quantifiers in (14)/ (15). Buth&t point we have no mechanism to
interpret polyadic quantifiers, we only have the semantfcenonadic quantifiers summarized in
LEMMA 2.1. We have seen that polyadic quantifiers are built on theslwd several monadic quanti-
fiers. DEFINITION 2.6 helps us to interpret the sentences in (13) by only mak#egof the semantics
of monadic quantifiers: it allows us to consider in turn eacnadic quantifier within a polyadic one.
DEFINITION 2.7 is helpful for generalizations with polyadic quantigier
Forn = 1 in DEFINITION 2.6, in (13a) repeated below we can view the monadic quantifie

SOMEBOOK 55 reducing the binary relation READ to a unary relation g4&a). This relation is
then reduced to a truth value via the application of the miznqulantifier EVERYSTUDENT, as in
(16b), so we can interpret the sentence on the basis of thengiesof the two monadic quantifiers:
(16) Every studenteadsome book
a. [SOMEBOOK|(|READ])
D26 14, € e1/[SOMEBOOK] ({1 € E!|(ay, b) €[READ]}) = 1}
b. [EVERYSTUDENT(1soMEBOOK |(|READ]))
P2816 1y ¢ g0|[EVERYSTUDENT] (14, € E'|[SOMEBOOK] ({4 ¢ £
(a1,b) €[READ]}) = 1}) =1}
C:2.2
=
[EVERYS TUDENT] (somMEBOOK] (|READ]))
= 1iff [EVERYSTUDENT] (14, € g!|[SOMEBOOK] ({5 € E!|
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(a1,b) € [READ]}) = 1}) = 1

In a similar way, for the sentence in (13b) we can obtain &tvatue that depends on the semantics
of the three monadic quantifiers it contains. BgFINITION 2.6, SOMBBOOK reduces the ternary
relation GIVE to a binary relation as in (17a), EVERVYUDENT fyrther reduces the binary relation
to the unary relation in (17b), and this latter relation ioped onto a truth value, once it becomes the
argument of the monadic quantifier THREEACHER o5 i (17¢):

a7 Three teachergaveevery student some baok

a. [SOMEBOOK|([GIVE])

225 {(a1,a9) € €2 [SOMEBOOK| ({b € €' (a1, a2,b) €[GIVE]}) = 1}

b. [EVERYSTUDENT(1soMEBOOK|([GIVE]))

DL (4, € e'|[EVERYSTUPENT) ({4, ¢ £!|[SOMEBOOK] (1 ¢ |

(a1,a2,b) €[GIVE]}) = 1}) = 1}
c. [THREETEACHER)([EVERYSTUDENT) (1s0MEBOOK|([GIVE])))
= 1iff [THREETEACHER (1, ¢ g1|[EVERYSTUDENT] ({4, € g1
[SOMEBOOK] ({4 € El|(ay, az,b) €[GIVE]}) = 1}) = 1}) =1

In conclusion, we can interpret sentences with two or threeadic quantifiers by successively
applying the semantics of each quantifier to the argumeatioel, as suggested by the syntax in
DEFINITION 2.6. As indicated in (14) and (15), in GQT these sentencesigrally associated with
polyadic quantifiers: a binary and a ternary one, respdgtivid/e cannot interpret such polyadic
quantifiers as wholes, bmEFINITION 2.6 provides us with a syntax that allows us to interpret them
by only making use of the semantics of monadic quantifierss gies us a first mechanism to derive
the semantics of polyadic quantifiers from that of their comgnt monadic quantifiers. So for the
polyadic quantifiers in (15a) and (15b), we have the follayiimerpretatior?

(18) a  (EVERYTUDENT gomeBBOOKyREAD)
may be interpreted as
[EVERYS TUDENT] (somMEBOOK] (|READ]))
b. (THREETEACHER p\ERYSTUDENT goMmEB3O0K)GvE)
may be interpreted as
[THREETEACHER) ((EVERYS TUDENT] ((sOMEBOOK] ([GIVE])))

This way of combining the semantics of the monadic parts taiolihe semantics of a polyadic
quantifier is known in the literature #sration. In general, following Keenan and Westerstahl (1997),
it is said that the monadic quantifiers have been “lifted” teydtion to a polyadic quantifier. That
is, in (18a) and (18b), two/ three quantifiers of ty{ie are lifted to a complex quantifier of type
(2)1 (3), such that the resulting quantifer can take the binaryaigrrelations READ/ GIVE directly
to a truth value. Iteration is defined MEFINITION 2.8 for two monadic quantifiers and a binary
relation. The function composition operater’‘is used to indicate that two quantifiers are “composed
by iteration”, since iteration is function composition Wwigeneralized quantifiers (see Keenan and
Westerstahl (1997, pp. 871-873) for further discussion):

5In the subsequent sections we will see that this is not theway to interpret a polyadic quantifier.
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Definition 2.8 Iteration of two type(1) quantifiers
For Qi1, Qq, quantifiers of type&l), It(Q:, Q2) is the type(2) quantifier defined, for any
domaing, anyz,y € E, and anyr C E2, as:

It(Q1, @)(R) = (Q10 @)(R) = i ({z € E'| Qa({y € E'| (z,y) €R}) = 1})

This definition can be extended to two quantifiers of typeand (k) and a relatiorr of (n + k)-
arity as inDEFINITION 2.9:

Definition 2.9 lteration
For anyn, k € N, for two quantifiersg; of type(n), Q. of type(k), It(Q:,Q2) is the type
(n+k) quantifier defined, for any domaim any @i, ..., a,)€ E*, any ¢, ..., by)<€ EF, and
anyrR C E"tF | as:
I(Q1,Q2)(R) = (Q1° Q2)(R)
=Q1({(a1,...,an) € E?*| Qo({(b1, ..., bx) € E¥|
(a1, ...y@p,b1,....;br) € R}) =1})

The definitions above give us a direct interpretation for lygudic quantifier. Take one of the
quantifiers to be of typéd), sayn = 0 andk > 1. In this caser< EF and we gef#(Q1,Q2)(R) = (Qi0
Q)(R) =Q1({() € E°| Qo({(b1,...,bx) € EF|(by,...,br) € R}) = 1}). If Q is the negative operator,
Q{0 € E% Q{(br,sbr) € EF|(br, .0 by) € R}) = 1}) = 1iff {() € E° Qe({(ba, i) €
E¥|(by,...,bx) € R}) = 1} ={} = 0 (itis only true of a fals@-ary relation). This latter formula holds
if and only if Qo({(b1, ...,bx) € E*|(by,...,bx) € R}) = 0 which is equivalent ta,(R)= 0. Thus
if one of the two quantifiers IDEFINITION 2.9 is of type(0), the type of its iteration with another
quantifier will have the same type as the latter quantifiewéier, the type0) quantifier brings its
own contribution to the semantics of the iteration. THt®:,Q2)(R) # Q2(R). In our case, given that
we tookQ; to bear the semantics of the negative operdigR,Q2)(R) = 1 iff Q2(R) = 0.

If we take both quantifiers iIDEFINITION 2.9 to be of type(0), i.e. k = n = 0, thenr is a
proposition, i.eR C EY, and we obtain the following7#(Q;,Q2)(R) = (Q10 Q2)(R) = Q1 ({() € E?|
Q({() € E°|() € R}) = 1}). To better understand how the semantics workspjete an affirmative
operator, and), the negative operator: that is, for every 0, Q;(P) = 1 iff P =1, andQ,(P) = 1 iff
P =0. By applying the semantics af, we obtain:Q; ({() € E°| Q2({() € E°|() € R}) = 1}) = 1 iff
{01 2({() € E%() € rR}) = 1} ={()} = 1. But the latter formula holds if only ifs({() € EY|() €
R}) = 1 which can be simplified t@,(R) = 1. Thus forQ; an affirmative operator, we arrive at
1t(Q1,Q2)(R) = 1 iff Qo(R) = 1. If we further apply the negative semanticsgaf then/#(Q1,Q2)(R) =
liff R=0.

Let us now take an example with two typ® quantifiers. ByDEFINITION 2.8, the binary quanti-
fier (EVERYSTUDENT, SOMEBOOK) in (15a) can be interpreted as an iteration of the two manadi
quantifiers EVERY TUDENT gng sSoMBOOK 55 given in (19b):

(29) a. Every student read some book.
(EVERYSTUDENT 5oMeBO0KyREAD)

b.  It(JEVERYS TUDENT] [somMeBOOK])([READ]) = 1
228 everySTUDENT], (soMeBOOK])([READ]) = 1
D28 [[EVERYSTUDENT]] ({z € g [[SOMEBOOK]]({y € |
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(z,y) € [READ]}) =1}) =1
121 [evERYSTUDENT] (15 ¢ £| [BOOK]N{y € E|

(z,y) € [READ]} # 0}) =1

L2218 ISTUDENT] C {x < g| [BOOK] N{y € E| (z,y) € [READ]} # 0}

If we replaceQ, Q2 andRr in DEFINITION 2.8 with [[EVERYSTUDENT]] (the set of properties every

student has)[SOMEBOOK]] (the set of properties some book has) 4READ] (the set of pairs
of elements that are in the read relation), respectivelyphtain the first two equivalences in (19b).
The interpretation of the two iterated quantifiers is ol#difrom the semantics of the two monadic
quantifiers SOME and EVERY given in a convenient formammA 2.18 The interpretation of the
sentencécvery student read some bogkhat the set of students is a subset of the set of book#®ade

The meaning of the ternary quantifier in (15b) can be deriyeitelbation in a similar way: we first
apply DEFINITION 2.9 to the meaning of the monadic quantifier THRERCHER g0 the meaning
of the binary one (EVER‘?TUDENT, SOMEBOOK). We also interpret the latter via iteration as in
(19b) above, so we obtain the meaning of the ternary quantifi@pplying iteration twice. As will
become clear in Section 2.1.3, iteration is only one of ttesjiide interpretations that can be given for
a polyadic quantifier. It is a choice that we make to intergitetquantifiers in (15) by iteration and in
the case of the ternary quantifier in (15b) we make this chivioge. At each step, we could choose
not to use iteration. But for illustration, we now interp(&bb) only with iteration. The interpretation
we obtain for the sentencehree teachers gave every student some limdtat the cardinality of the
set intersection between the set of teachers and the sefdefirgs who were given some boolk3is

a. ree teachers gave every student some DOooK.
(20) Th h d book
(THREETEACHER p\yERYSTUDENT 5oMmeBO0K)GlvE)

b. It([THREETEACHER) 1([EVERYSTUDENT) 150MEBOOK) ) ([GIVE]) = 1

222 (ITHREETEACHER . 14([EVERYSTUDENT] [SOMEBOOK]))
([GIVE]) = 1

222 [THREETEACHER (1, ¢ £ | 1¢([EVERYSTUPENT] [sOMEBOOK])
({(z.y) € E|(z,2,y) € [GIVE]}) = 1}) =1

22 [THREET FACHER (- € £ | ([EVERYSTUDENT] o[sOMEBOOK))
({(z.y) € E%|(z,2,y) €[GIVE]}) =1}) =1

228 [THREETEACHER) (1 c £ | [EVERYSTUDENT) (15 cg |
[SOMEBOOK| ({y c £ (2,2,9) €[GIVE]}) = 1)) = 1}) =1

“21 |[TEACHER] n{z € E | [STUDENT] C {z € E | [BOOK] N
{y €El(z,2,y) € [GIVE] } # 0}}] = 3

A further noteworthy point is that for (20) we obtain the saméh conditions if we compose
(THREETEACHER, EVERYSTUDENT) with SOMEBOOK  This is because iteration operates like
function compositionand it is thusassociative(cf. Keenan and Westerstahl (1997, p. 871), Peters and

8n discussing the semantics of generalized quantifierd) bften make reference teeMMA 2.1, rather than tOEFINI-
TION 2.1 OrDEFINITION 2.2, since the lemma shows the relational/ functional isgration of the quantifier to be neutral
with respect to its interpretation.
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Westerstahl (2006, pp. 349-351)). Thisis to say fhatgo h) = (f o g) o h, for all functionsf, g, h.
However, function composition and, implicitly, iteratiane nocommutativeperations, which means
that the order in which the functions are composed influetieesesult. Thus typically o g £ go f.
This brings us to the next topic concerning iteration, wisde scope of the quantifiers as determined
by the order in which they are composed. For simplicity, tho#ving theoretical discussion is limited
to examples with binary quantifiers.

2.1.2.1 Scope of quantifiers

With iterations the order in which the monadic quantifiers @zmbined with the relation determines
the scope interaction between them: the rightmost quantidimbines first with the relation, so what
comes to its left takes wide scope. In (19b) above, only otexpnetation is given for (19a), the one
in which EVERY outscopes SOME. But the other order is alssiids and yields another reading,
that in which there is a (specific) book which was read by ewtnglent. This is obtained by first

applying EVERYSTUDENT {4 READ to obtain a unary relation which then becomes theraggu
of SOMEBOOK:7

(21) a. Every student read some book.
(EVERYS TUDENT 5oMEB300K)READ)

b.  It([SOMEBOOK] [EVERYSTUDENT]) ([READ] 1) =1
228 1soMEBOOK] ., [evERYSTUDENT)) ([READ] ! )) = 1
2 [SOMEPOOK] ({z ¢ | [EVERYSTUPENT] ({y c )
(z,y) € [READ]"! }) =1})=1
L21 [B00K] {x € €] [STUDENT] € {y € ] (r,y) € [READ]" }} £

As can be seen from the interpretations in (19b) and (ZEbﬂ)EVERYSTUDENT]], [SOM EBOOK]])
(IREAD]) # It([SOMEBOOK]  [EVERYSTUDENT)) (|READ] ). While the former means that
the set of students is a subset of the set of book-readergttbierneans that the intersection between
the set of books and the set of things that were read by evedgst is non-empty. In a situation
where every student read a different book the former is tuiéhe latter is false.

Since iteration is not commutative, changing the order irctvkhe quantifiers are composed may
create different interpretations, depending on the gfiargithat are involved. There are two possibil-
ities, given inLEMMA 2.3. InLEMMA 2.3a, we have order dependence, that is, the interpretation
the complex quantifier is dependent on the order of the singpiantifiers. In this case we have scope
interaction: on the left-hand side; outscope®), (like in (19b)), on the right-hand sidg, outscopes
Q; (like in (21b)):

Lemma 2.3 The Quantifier Scope Lemma
For a domaing, Q;, Q. type( 1) quantifiers org, andr € 2, the following possibilities

are available:
a. Q1(Q2(R)) # Q2(Q1(R)) (order dependence: scope interaction)
b. Q1(Q2(R)) = Q2(Q1(R)) (order independence: scope neutrality)

"[READ] ~! is the inverse relation READ]which is now needed, since the order in which the relatiodieppo the
two arguments is reversed.
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But there are also iterations of quantifiers for which chagghe order does not create a different
interpretation. Peters and Westerstahl (2006, p. 349y shat forQ; = @ = SOME andQ; = Qy =
EVERY, the equality inEMMA 2.3b holds. However, this should not lead us to expect thadwte-
matically get order independence and scope neutrality idéhtical quantifiers, since in Section 4.1
we will see that this does not hold fQF= Q3= NO.

Conclusion | conclude at this point that iteration is one operation byiolhpolyadic quantifiers
may be interpreted merely based on the semantics of theindioparts. As can be seen from the
discussion in this section and the reasoning by which weeatrat defining iteration as a polyadic
lift, this way of defining the semantics of a polyadic quastifiloes not go beyond the semantics of
monadic quantifiersDEFINITION 2.6 provides us with a syntactic mechanism by which we can in-
terpret a sentence with several monadic quantifiers that euddmnormally represent with a polyadic
quantifier. Iteration expresses precisely this syntacgctmanism of interpreting the monadic quanti-
fiers one by one. As a polyadic lift, iteration is a compositaf monadic quantifiers in which each
monadic part can be dealt with separately, bringing its oamtrioution to the meaning of the whole
independently of the contributions of the other parts.0&fFINITION 2.8 andDEFINITION 2.9, even
the most complex polyadic quantifier may eventually be reduo several iterations of monadic ones
(see for instance (20)). Iteration itself does not contdbanything additional to the semantics of the
monadic quantifiers.

As we will see in the next section, other polyadic lifts, whiare inherently polyadic, behave
differently from iteration to the extent that either the radit quantifiers are interpreted as dependent
on each other, or the polyadic lift itself contributes sordditional semantics to the interpretation of
the polyadic quantifier, besides the semantics of the morehponents.

2.1.3 Other polyadic quantifiers and polyadic lifts

There are several cases of natural language polyadic fjoatitin in the linguistic literature where
iteration does not yield the correct results (see Higginaot and May (1981), Clark and Keenan
(1987), Keenan (1987, 1992), van Benthem (1989), May (1,938%nan and Westerstahl (1997), a.o.).
In such cases, other operations have to be defined in orderiteedhe right truth conditions. A few
such examples are presented below: quantifiers diftereni same cumulations andresumptions

2.1.3.1 “Different”/ “same”

Different samequantifiers are often cited in the GQT literature (especimlKeenan (1987, 1992),
Keenan and Westerstahl (1997)) as a case of polyadic djgatitin that goes beyond the limits of
iteration. Treating the second reading of each of the seateim (22) below as a polyadic quantifier
offers a straightforward account for the fact that the iotetation ofdifferentandsameis dependent
on the previous quantifier.

Let us take a look at the sentences in (22) which are ambiguous

(22) a. Two boysn my class datdlifferent girls
1. Two boys in my class date different girls from the ones wavkn

2. The girls that one of the two boys dates are all differeoinfithe girls that the
other boy dates.

3. Two boys in my class date various/ many girls.
b.  Two studentainsweredhe same questions
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1. Two students answered the questions that we are disgussin

2. Whatever questions one of the two students answered \geramswered by the
second student.

The source of the ambiguity in the two sentences resideseiinterpretation that the NRbfferent
girls andthe same question®ceive. The first and the third reading in (22a) and the feratling

in (22b) presuppose the same interpretation for the two NHe é23a) and (23b), respectively. In
(23a), the NRlifferent girlsis still ambiguous: the sentence may suggest that John giales/ho are
different from the ones known in the context, e.g. differeamn “the ones we know” (reading 1.), or
it may suggest that John dates at least two girls (reading(23)) indicates that John answered the
same guestions as the ones specified in the context, fonaestthe questions that we are discussing
now” as described in the second reading for (22b):

(23) a. John dates different girls.
1. John dates different girls from the ones we know.
2. John dates various/ many girls.
b. John answered the same questions.

The readings that concern polyadic quantification are thes @iven as the second reading for
each sentence in (22). For (22a), reading 2. entails thattbiee of a girl who is dated is constrained
to co-vary with the choice of the boy who is involved in theidgtactivity. In this interpretation, the
sentence is false if there is a girl who has been dated by lmth. iNote however that this scenario
does not yield falsity for readings 1. and 3.: two boys mayehaated the same girl, as long as the
girl is different from “the ones we know” (for reading 1.) os #bng as the two boys dated many/ at
least two girls. For (22b), the corresponding interpretatigiven in reading 2.) is that the choice of
the answered guestion is constrained to be the same for tomtbrgs who do the answering.

The fact that the readings 1. and 3. in (22a) and the readimg (R2b) are also available in the
absence of the quantifier TWO (see (23a) and (23b) whehnareplacedwo boysandtwo students
suggests that the interpretationdifferentandsamein these readings is independent of the presence
of a quantifier. But reading 2. in (22a) and (22b) is direatiated to the presence of another quantifier
and as we will see below, the treatment in terms of polyadantjfication takes this fact into account.
Independently of what syntactic status one may assigtifferentand same we are interested in
providing the right semantics for reading 2. In GQT this candone by assuming thaifferent
samedenote quantifiers, as determiners ldsery, two, sometc. do. Thus in order to interpret the
sentences in (22) under their second reading, we reprdsamtwith the two binary quantifiers below:

(24) a. Two boydatedifferent girls
(TWOBOY | DIFFERENTC!IRLY(DATE)
(TWO, DIFFERENTROY: GIRL(DATE)

b.  Two studentansweredhe same question
(TWOSTUDENT, SAM EQUEST'O'\b(ANSWER)
(TWO, SAME)> TUDENT, QUESTIONANSWER)

I mentioned before that the polyadic quantifiers basedifi@rentandsame(i.e. the ones in (24))
are taken as cases of polyadic quantification that iterateomot account for. Let us see why the
meaning of the binary quantifiers in (22) cannot be obtainetdoation. The answer lies in the very
definition of iteration inDEFINITION 2.8. If two unary relations\, B are added as the restrictions
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of the two monadic quantifiers, the value of a binary quamtifiéQ,Q>) with @, Q2 (each of type
(1,1)) at the triple @, B, R) is given byDEFINITION 2.10:

Definition 2.10 Iteration of two type(1,1) quantifiers
For Qi, Qo, quantifiers of type1,1), It(Q1,Q2) is the type(12,2) quantifier defined, for
any domairg, anyA, B C E, anyR C E2, as:

It(Q1,Q2)(A, B, R)= Qu(A, {x € € Qa(B, {y € €] () € R})})

GivenaA, the value oflt(Q;,Q2) depends on what individuals are in the se{x| Q2(B, {y| (z,y) €
R})} (the domain ofR). And givenB, whether an individualk; is in this set is determined bjy|
(z1,y) € R}, the set of things:; bearsr to (i.e. the co-domain oR). This means that given, Q.
decides whether to put an individug{ in the set{z|Qa(B, {y| (z,y) €R})} only by checking the set
of thingsx; is related to; in deciding about;, Q2 does not have at hand the get (z2,y) € R} of
things somex, is related to, and thus cannot make its decision abgwontingent, for example, on
whether{y| (z1,y) € R} # {y| (z2,y) € R} or{y| (z1,y) € R} = {y| (z2,y) € R}.

However, the functions that are needed in order to intet{@24) and (22b) must be sensitive to
whether or not different individuals in the domain of theat&n are related to the same elements in
the co-domain. In (22ap= [BOY], B= [GIRL], R= [DATE], and according to iteration, if a bay
is in the sef{x|Q2([GIRL], {y| (z,y) € [DATE]})} is determined directly byy|(z1,y) € [DATE]}.
(We will follow cONVENTION 2.5 and refer to this latter set by the short notatf@ATE] x4, i.e.
the set of girlsz; dates.) Thus the condition thfDATE] z; # [DATE] x4 for z; # xo cannot be
specified. But this is exactly the way (22a) should be intggat. Similarly, in (22b) the condition
[READ] z; =[READ] z, fails to be expressed by iteration, for every, zo € [STUDENT] and
1 = X9.

Convention 2.5 For RC E?, x €E, Rz is the set of objects bearsRr to, namely, we have
the following conventionrz = {y| (z,y) €R }

The operations by which the interpretations of (22a) anth2an be obtained are givenireFi-
NITION 2.11 andbEFINITION 2.12, adapted from Keenan and Westerstahl (1997):

Definition 2.11 The semantics of polyadic quantifiers containing DIFFERENT
For Q, a polyadic quantifier of typél?2, 2) containingDIFFERENT, A, B C E, R C E?,
andH a quantifier of typg1, 1), the interpretation of} is given by:
QMB(R) =1 iff thereisaAc CA [HA(Ac) =1and
forall z,y € Ac (z # y = BN Rz #BNRy)]

Definition 2.12 The semantics of polyadic quantifiers containing SAME
For Q, a polyadic quantifier of typél?, 2), containingSAME, A, B C E, R C E2, andH
a quantifier of typg1, 1), the interpretation ofj is given by:
QMB(R) =1 iff thereisAc CA [HA(Ac) =1and
forall z,y € Ac(x # y = BN Rz =B NRy)]

The semantics of DIFFERENT/ SAME establishes a close ogldb the previous quantifier, so the
polyadic quantifier has to be interpreted as a whole. Thisastty what the definitions iDEFINI-
TION 2.11 andDEFINITION 2.12 do:H is the quantifier with respect to which the semantics of DIF-
FERENT and SAME is expressed. For the examples in (24),TWO. More intuitively, in (24a),
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DIFFERENT brings its semantic contribution only in relatito two elements of the co-domain of
the relation]DATE], fixed with respect to two elements in the fBOY]. By substituting the variables
in DEFINITION 2.11, we geR = [(TWO, DIFFERENT], H = [TWO ], A = [BOY], B = [GIRL] and
the semantics of (22a) as (25) below:

(25)  [(TWO, DIFFERENTPOY. GIRL(DATE)] = 1 iff
there is[BOY] - C [BOY]
[ [Two BOY(BOY_)]= 1 and for allz, y € [BOY]c (z # y =
[GIRL] N [DATE]z # [GIRL] N [DATE]y)]
221 (Two, DIFFERENTROY: GIRL(DATE)|= 1 iff
there is[BOY] - C [BOY]
[ [[BOY]N[BOY]c)|=2 and for allz,y € [BOY]c (z #y =
[GIRL] N [DATE]z # [GIRL] N [DATE]y)]
< [(TWO, DIFFERENTROY: GIRL(DATE)]= 1 iff
there is[BOY] - C [BOY]
[ | [BOY]c|=2and for allz,y € [BOY]c (x # y =
[GIRL] N [DATE]z # [GIRL] N [DATE]y)]
A similar mechanism can be applied to derive the semanti¢g4if), containing SAME. In this
caseQ = [(TWO, SAME)], H = [TWQJ, A = [STUDENT], B = [QUESTION. H is the same as in
(24a), i.e[TWQ], so we again obtaifSTUDENT] .| = 2. The semantics of (24b) is given by (26):
(26)  [(TWO, SAME)BOY: GIRLIANSWER)|= 1 iff
there isfSTUDENT] . C[STUDENT]
[ [[STUDENT]|= 2 and for allz,y € [STUDENT] ¢ (z # y =
[QUESTION N [ANSWER]z = [QUESTION N [ANSWER]y) ]

In conclusion, the polyadic quantifiers rEFINITION 2.11 and 2.12 allow us to interpret the
sentences in (24) where the DIFFERENT and SAME quantifierst in&t dependent on the previous
quantifier. As we saw above, iteration cannot express thigm#dence between the monadic parts
of a polyadic quantifier, because it interprets them inddpetly of one another. Thus the polyadic
lifts in DEFINITION 2.11 and 2.12 can distinguish between relations in a wayighait available for
iteration. In Section 2.1.4, this intuition will be expredsn a more precise way, by proving that these
polyadic quantifiers are not “reducible” to iteration.

2.1.3.2 Cumulation

Cumulative quantification is discussed in Keenan (1987gré&a (1992), Westerstahl (1994), Keenan
and Westerstahl (1997), and Peters and Westerstahl 2006 One example is the sentence below:

(27) Forty contributorswrotethirty-two paperdor the Handbook.
(FORTYCONTRIBUTOR 1 |rTY-TWOPAPER(WRITE)
(FORTY, THIRTY-TWO)CONTRIBUTOR, PAPERN\R|TE)
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If one interprets the polyadic quantifier in (27) by iteratitwo readings can be obtained, depending
on the order of the two monadic quantifiers (see the first gibpo of LEMMA 2.3):

(28)  a.  It([FORTYCONTRIBUTOR ‘[T |RTY-TWOPAPER)(WRITE]) = 1
228 ([FORTYCONTRIBUTOR  [THIRTY-TWOPAPER)(IWRITE]) = 1
228 ([FORTYCONTRIBUTOR)) (o [THIRTY-TWOPAPER ({4
(z,y) E[WRITE]}) = 1}) =1
%21 |ICONTRIBUTOR] N {z| |[PAPER n{y|
(xz,y) € [WRITE]}| = 32}| = 40
b. It([THIRTY-TWOPAPER [FORTYCONTRIBUTOR) (WRITE]-1) =1
228 ([THIRTY-TWOPAPER o [FORTYCONTRIBUTOR [WRITE] 1) = 1
228 ([THIRTY-TWOPAPER)) (2| [FORTYCONTRIBUTOR ()
(z,y) €[WRITE]'}) = 1}) =1
224 |[PAPER N {z| |[CONTRIBUTOR] n{y|
(z,y) € [WRITE]~1}| = 40}| = 32

These interpretations are obtained by composing the sesaftthe two cardinal quantifiers. In
(28a), the quantifier FORTY is the leftmost one, so it outesopHIRTY-TWO. The interpretation is
that every of the forty contributors wrote thirty-two papeso the total number of papers that were
written is 1280. The other interpretation (in (28b)), with THIRTY-TWO talg scope over FORTY,
says that each of the thirty-two papers was written in a bolation between forty contributors. Thus
the number of contributors i£280.

However, neither of the two readings in (28) is the first oneveged by the sentence in (27). Itis
rather an interpretation in which there is a total of fortyitrdoutors and a total of thirty-two papers,
such that each of the contributors wrote some paper (perhapsthan one, perhaps jointly with other
contributors) and each of the papers was authored by sorhes# tontributors. In this case, the two
quantifiers are interpreted “cumulatively”. This readirmgnde obtained via a polyadic quantifier that
is derived by means afumulation another polyadic lift defined in Westerstahl (1994), Kaeand
Westerstahl (1997), and Peters and Westerstahl (Z006):

Definition 2.13 k-ary Cumulation of type€1, 1) quantifiers
For any k > 1, for Qi, ..., Q¢ quantifiers of type(l, 1), for A1,As,...AxC E, a1 €
Al,as € Ag,...,a5_1 € Ap_1,a, € A, andRC E*, the polyadic cumulative quantifier
Cum(Qi, ..., Q) of type(1*, k) is defined as:
Cum(Q1, ..., Qp)AAr(R) = QM ({a1](a1, as, ..., ar) € R}) A @02 ({az(a1, as,
) ERD A A QT (far—1(ar, as, ..., ax) € R})
AR ({ag|(ar, ag, ..., ar) € R}).

DEFINITION 2.13 describes a cumulative quantifier of tyié, k) as the conjunction of the com-
ponent monadic quantifiers, each applied to its restricimhthe corresponding set of all the elements

8DEFINITION 2.13 is a modified version of Westerstahl (1994).
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that occupy a certain positiof,(or 2, or ..., ork) in the k-tuples that belong to the relatien Here we
will only discuss cases of binary polyadic quantifiers, sowilenot make use of the complex quan-
tifiers in DEFINITION 2.13, but only of the simpler version given EFINITION 2.14 which defines
cumulative quantifiers of typé&l?, 2).

Definition 2.14 Binary cumulation of typd1, 1) quantifiers
For Q1, Q2 quantifiers of typél, 1), A1, A CE, x € A1,y € A, R C E2, Cum(Q1, Q2),
the polyadic quantifier of typgl?, 2) is defined as:
Cum(Q1, @)M1A2(R) = of'' ({zl(2,y) € R}) A B2 ({yl(x,y) € R}).
With the help ofDEFINITION 2.14, we can derive the cumulative interpretation for thetesgce in

(27). If we replaceQ; with [FORTY], Q2 with [THIRTY-TWO], rR with [WRITE], A; with
[CONTRIBUTOR] andA; with [PAPER in DEFINITION 2.14, we obtain (29):

(29)  (FORTY, THIRTY-TWOONTRIBUTOR, PAPERyR|TE)
Cum([FORTY], [THIRTY-TWO])[CONTRIBUTOR], [PAPER (wR|TE])
P24 for everyz € [CONTRIBUTOR,, y € [PAPER,
[FORTY]([CONTRIBUTOR], {z| (z,y) € [WRITE]})

A [THIRTY-TWO]([PAPER, {y| (z,vy) € [WRITE]})

Given the semantics of cardinal quantifieriBFINITION 2.2, the truth conditions of the cumulative
quantifier in (27) can be derived as in (30b):

(30) a. For a domaig, A, B C E, the following hold:
[FORTY](A, R)=1iff |ANR| =40
[THIRTY-TWO](B, R) = 1iff [B N R| =32
b. Forty contributorswrotethirty-two paperdor the Handbook.

(FORTY, THIRTY-TWO)CONTRIBUTOR, PAPERN\R|TE)
Cum([FORTY], [THIRTY-TwO])[CONTRIBUTOR], [PAPER ((wRITE])

P24 for everyz € [CONTRIBUTOR], y € [PAPER,
[FORTY]([CONTRIBUTOR], {z| (z,y) € [WRITE]})

A [THIRTY-TWO] ([PAPER, {y| (z,y) € [WRITE]}) =1
PZLI [CONTRIBUTOR] N{z| (z,y) € [WRITE]}| = 40

A [[PAPER]N{y| (z,y) € [WRITE]}| = 32

This interpretation captures the reading usually asstiaith (27): there is a total of forty contribu-
tors and a total of thirty-two papers, such that the formestevthe latter.

Scope neutrality While within iteration the order from left to right dictatéise scope interaction
between the component quantifiers (see also (28) abovesjttiaion with cumulation is different.
Since a cumulative quantifier is a conjunction of the monagdantifiers, and conjunction is commu-
tative in general, the order has no influence on interpetatine meaning of (31) below is identical
to the one in (30b):
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31)  Cum([THIRTY-TWO], [FORTY])[PAPER, [CONTRIBUTOR (|wRITE]-1) =1

D21 g0 everyx € [PAPER,y € [CONTRIBUTOR

[THIRTY-TWO]([PAPER, {z| (z,y) € [WRITE]'})

A [FORTY]([CONTRIBUTOR], {y|(z,y) € [WRITE]~'}) = 1
L2120 IPAPER]N{z| (z,y) € [WRITE]~1}| = 32

A [[CONTRIBUTOR]N{y| (z,y) € [WRITE]~1}| = 40

To generalize, for cumulation we have the following lemma:
Lemma 2.4 Cum(Q1,Q2)(R)= Cum(Q2,Q1)(R™Y)

This means that cumulation is order-independent and thusaie¢o scope, so it generally obeys the
second proposition IDEMMA 2.3.

2.1.3.3 Resumption

Multiple wh-questions represent another constructiohltha been characterized by means of polyadic
quantifiers (see Higginbotham and May (1981), May (1989¢ré&m (1992, 1996), Keenan and West-
erstahl (1997)). The debate on the appropriate mechamissmadount for the semantics of multiple
wh-guestions is far from settled, but in what follows, | antlyazoncerned with the way polyadic quan-
tifiers have been used in this respect, and the reader isgéfer Higginbotham (1995), Groenendijk
and Stokhof (1997), Ginzburg and Sag (2000) for other aphes

For questions like (32), the polyadic quantifier literatargues that the wh-quantifier quantifies
over pairs that satisfy the relation CHASE (see for instdfeenan (1996)):

(32) Which dog chased which cat?
(WHPOG, WHCAT)(CHASE)
(WH, WH)POG, CAT(cHASE)

Keenan argues that if the question in (32) is assumed to beaayiteration of the unary interrogative
operator, it should be successfully answerable with a siigp, sayFido, filling the value of the first
wh-quantifier in that iteration. The interpretation of tlieswer should be the unary interrogation
Fido chased which catPlowever, the NHFido is hot an appropriate answer for (32), although the pair
(Fido, Ton) is:

(33) Which dog chased which cat?
a. #Fido.
b. Fido (chased) Tom.

Replacing one quantifier with an NP in an iteration usuallggioot affect the possibility to interpret
the sentence, as can be seen for (19), given here as (34):
(34) Every student read some book.
a. John read some book.
b. Every student rea8l Natural History of Negation
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First, the contrast between (33a) and (34a)/ (34b) showsdtmaposing the two wh-quantifiers in (32)
by iteration is problematic. Second, (33b) indicates tBa&) @sks for pairs of a dog and a cat, which
in GQT terms can be naturally represented by the wh-quantifiéng the properties DOG and CAT
as arguments.

This operation is usually referred to essumptionand together wittcumulationis used as an
alternative polyadic lift to iteration. Resumption exmes the interpretation of identical unary
gquantifiers as an instance of oneary quantifier yielding a truth value of the-ary relation. It is
commonly assumed that given a domajrve can define a unary quantifieg (SEECONVENTION 2.6)
as a relation between subsetsepfout as a general case, we may defineary quantifierQz. as a
relation between subsets af. This latter quantifier corresponds to the idea of resumpéis a
polyadic lift. Resumptive polyadic quantifiers are definedraDEFINITION 2.15 below, along the
lines of Keenan and Westerstahl (1997).

Convention 2.6 For a domaing, we have the following convention:
Qe: (PE")x PE")) — PE") (type(1,1))
Qex: (PE') x PE') x ... x PE') x PEF)) — P(E?) (type(1*, k))

k-times

Definition 2.15 K-ary resumption of typél, 1) quantifiers

For a quantifierQ of type(1, 1), givenke the domain, for anyt > 1, Ay, Ag, ..., A C

E, R C E”, the polyadic quantifieRRes*(Q) of type(1*, k) derived fromQ is defined as:
Resk(Q)él,Az,...,Ak(R) — QE\;XA2XXA]€(R)

DEFINITION 2.15 gives us the general case wittk-aumber of monadic typél, 1) quantifiers
applying to ak-ary relation. Thus a unary quantifier alone can be viewed @zaay resumption of
itself, fork = 1.

In order to account for the resumptive quantifier in (32), wértk binary resumption:

Definition 2.16 Binary resumption of typél, 1) quantifiers
For a quantifierQ of type(1,1), givenk the domainA, B C E, R C E 2, the polyadic
quantifier Res?(Q) of type(12,2) derived fromq is defined as:

Res*(Q)g"®(R) = Q)B(R)

In view of DEFINITION 2.16, we can represent the wh-question in (32) as below:

(35) Which dog chased which cat?
(WHPOG, WwHCAT)(CHASE)

(WH, WH)POG. CAT(cHASE)

Res2((wH])IPOCL [CAT] ((cpasE)

[DOG] x[CAT]
E2

The representation in (35) tacitly assumes that the meanfiagjuestion is the set of its answers (as
in Groenendijk and Stokhof (1997)). Thus the interpretatdd (35) is given by the set of (DOG,
CAT) pairs which take the CHASE relation to truth. The intetation of the quantifier (WROGC,

D.2.16

=" [WH] ([ICHASH)
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WHCAT) can be derived from that of the corresponding monadic dfiemby DEFINITION 2.16. The
semantics of the monadic WH mEFINITION 2.17& may be generalized to-ary WH-quantifiers as
in DEFINITION 2.17a, and by that, we can interpret (35) as in (36):

Definition 2.17 The semantics of WH-quantifiers

a. For adomairg, A, R C E,
[WH]g(A,R)=1iff ANR# D
b. For adomairg, Ay, As,...,Ax, C E, R C EF,

[[WH ]]Ek(Alx AgX...X Ak, R)= 1iff (A1>< Ao X...X Ak) NR# 0

I[[EIQDOG]]x[[CAT]]([[CHASa]) 4

2247 (IDOG] x [CAT]) N [CHASE] # 0

(36)  [WH]

Scope neutrality With iteration, the order of the monadic quantifiers detaesithe scope interac-

tion between the monadic quantifiers (see (19) vs. (21) ada) (2. (28b)). In the case of cumulation,
the interpretation is independent of the order of the gfiargi(31). With resumption, the question of
order doesn't arise at all, since there is formally only oneusrence of the monadic quantifier, even
if the linguistic construction includes two quantifiers. &lging the order of the two NP quantifiers in
the linguistic example (35) has no effect on the interpretat

(37) Which dog chased which cat?
< Which cat was chased by which dog?

2.1.3.4 Conclusion

Among the four polyadic quantifiers that we have looked ab, thasses can be differentiated: itera-
tions and “non-iterations”. The former are essentially axdin, the latter are derived by polyadic lifts
and are inherently polyadic.

What distinguishes the two classes is first of all the way tha@ld their semantics. As the def-
inition of iteration and previous examples suggest, eachadiz quantifier within an iteration con-
tributes its own semantics, independently of the other tiienis). “Different’/*same” quantifiers,
cumulations, and resumptions cannot be accounted for bgtitte precisely for this reason. The
meaning of these polyadic quantifiers is derived in such athayeach monadic quantifier contributes
its meaning only in relation to the other one(s). This depeiag relation between the semantics of
the monadic quantifiers must be specified for each polyadiatifier (SeebEFINITION 2.11, VSDEF-
INITION 2.12 VS.DEFINITION 2.13 VS.DEFINITION 2.15). The meaning of non-iterations can only be
derived as a whole.

This characteristic is also reflected in the syntax by whiah fiolyadic quantifiers are derived.
Unlike iterations, polyadic lifts and inherently polyadipantifiers are neutral to scope and order
independent (see for instance the resultssMMA 2.4 and (37)). For some of them, the issue doesn’t

90ne may notice that the semantics of WHDBFINITION 2.17 is identical to that of SOME inEFINITION 2.2. This
idea has its origin in Karttunen (1977) and is well expectaden the assumption that a question is true iff the set of its
answers is non-empty: a wh-question is true iff there isagtlene individual that can successfully replace the wimquia
to yield a true proposition.
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arise at all, as is the case with “different” and “same”, @gumption. In Section 3.5.5, | will show
that the difference between the two classes of polyadictfiean is also visible when they interact
with other operators which are not part of their structure.

2.1.4 Reducibility

An important concern of the research on polyadic quantifiet® answer the question whether a
polyadic quantifier is definable from the monadig, ..., Q,,. This notion of definability is relative

to the context in which one looks for an answer. From a logicaht of view, Westerstahl (1989)
investigates whethey can be defined in a logic with quantifiers. van Benthem (1989) addresses the
question whetheg@ may be defined as a Boolean combination of iterations anmgng., Q,,. In lin-
guistics, researchers are interested in determining \ehetmay be defined in terms dt(Q, ..., Q,,).

Here, we concentrate on the linguistic perspective. Patygulantifiers are complex higher order
functions and linguists are usually reluctant to use thenthie description of natural language. The
concern is to keep this description simple. However, a pityguantifier becomes theoretically
motivated once one can show that its particular interdmetaattested in the natural language, cannot
be obtained by means of an iteration of monadic quantifietss then amounts to establishing that
natural language quantification goes beyond monadicitye dimlysis in Chapters 4 and 5 is built
on the idea that a negative resumptive quantifier is a seitabiantic mechanism to account for
the properties of negative concord in Romanian. In Secti@n 4vill address the issue of whether
resumptive negative quantifiers are theoretically maggatin this section | start with investigating
the theoretical status of the polyadic quantifiers defineégidation 2.1.3.

Another important concern in the linguistic literature rigeirpreting complex constructions with
several quantifiers in a way that corresponds to the priaagplcompositionality ((3) p. 2). In the
tradition of Montague (1973), monadic quantifiers have baartessfully accommodated within a
compositional grammar. And since with iteration, the syrdamantics of each monadic quantifier
is taken into account independently of the other quantifibies general assumption within the theory
of Polyadic Quantification is that iteration respects thagiple of compositionality. Consequently,
from a linguistic point of view, the definability question@ite is reformulated in terms oéducibility
of the polyadic quantifieg to the iteration of the monadig,, ..., Q,,. Animportant technical result in
this respect is Keenan (1992), which formulates a theoretmtlakes it possible to determine whether
a polyadic quantifier can be reduced to an iteration of manquantifiers.

In this section, | briefly outline the advantages of itematés a polyadic lift for linguistic theories
(Section 2.1.4.1). Then | present the way the theorem in &e¢h992) can be used to prove that
the quantifiers in Section 2.1.3 cannot be reduced to iterafi he latter point will be important in
Section 4.2 where | address the question whether negatusngive quantifiers are reducible to
iteration.

2.1.4.1 Monadicity

There are two reasons why iteration as a lift is preferabléhéoother polyadic operations: (1) its
monadic character which ensures simplicity for the the@pthe assumed faithfulness to the principle
of compositionality. In fact, the two aspects go hand in haut the former reflects the view from the
Generalized Quantifier Theory, while the latter is relefantinguistic theory in general.

The Generalized Quantifier Theory of Barwise and CooperX)188d the subsequent related lit-
erature offer a theory of monadic quantifiers that describes formal properties and interpretation.
If one distinguishes monadic quantifiers in the structura pblyadic quantifier like the ones in Sec-
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tion 2.1.3 (see (24), (27) and (32)), a direct way to derigarieaning is by composing the meanings
of its monadic components as they are defined in GQT. Iterasithe appropriate operation in this

respect, since it does not introduce anything beyond tieadyr defined monadic interpretations. This
is transparent frolEFINITION 2.9 repeated below:

Definition 2.9 (p. 22) Iteration
For two quantifiersQ; of type(n), Q. of type(k), for anyn, k € N, It(Q;,Q2) is the type
(n+k) quantifier defined, for any domaim any @i, ..., a,)€ E*, any ¢y, ..., by)<€ EF, and
anyrR C E"tF | as:
1t(Q1,Q2)(R) = (Q1° Q2)(R)
=Qi({(a1,...,an)| Q2({(b1, ..., bx)|(a1, ..., an,b1,...,b) ER}) =1})

If the two quantifiers are not monadic but are themselvesgulidyiterations (sm, k& > 1), they
may in turn be regarded as iterations of two simpler quarsgifientil in the end ther(+ k) iteration
reduces to several binary iterations of monadic quantitsrsh an example was given in (20) for the
ternary quantifier (THREEEACHER, EVERYSTUDENT, SOMEBOOK)). Thus the meaning of an
iteration is directly derived from the individual semastaf the monadic quantifiers and interpretation
takes place within GQT.

Regarding the principle of compositionality, it is agaire ttnonadic character of iteration that
makes it preferable to other polyadic lifts. Beginning whtontague’s treatment of quantifica-
tion in English, the linguistic literature has provided ivais examples of compositional accounts of
(monadic) generalized quantifiers (see among others RaA8&), Gamut (1991), Bach et al. (1995)).
In these approaches the operation by which complex meaaiegderived is functional application,
since it is compositional® As we will see in Section 4.3.3, composing two monadic qdi@nsi by
iteration yields the same semantics as functional appicat-or this reason, iteration is considered
the counterpart of functional application within Polya@aantification and thus a compositional op-
eration for deriving polyadic quantifiefs.

In the next section | present the Theorem of Reducibilityegiin Keenan (1992), by which one
can determine whether a polyadic quantifier may be reduced tteration.

2.1.4.2 Reducibility to iteration

The simplicity that comes with the monadic character ofaiien makes it desirable for linguistic
theory to reduce all natural language quantification t@tten. The question is whether we can restate
the so-called inherently polyadic quantifiers in Sectioh2exclusively in terms of iteration. To be
precise, we need to determine whethemaary polyadic quantifieq is reducibleto I¢(Qq, ..., Q,).
For a positive answer to this question, it is sufficient to fimelmonadic quantifiers which by iteration
yield the same result as the polyadic one. But a negative emss Keenan (1987), Keenan (1992),
Keenan and Westerstahl (1997) indicate, needs a proatiat is no sequence of monadic quantifiers
whose iteration could yield the same semantic interpatads the corresponding polyadic lift.

In Section 2.1.3, intuitive arguments were brought to shioat hon-iterations are needed in the
description of natural language quantification. Keenar8()9van Benthem (1989), and Keenan

19A description of a compositional grammar is given in Sectdh?2.4.

1n Section 4.3.3, | will show that this is not entirely cortealthough iteration yields the same semantics as funation
application in a typical compositional grammar, its lodisgntax does not match a surface-oriented syntax for nlatura
language.
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(1992) provide mechanisms for proving that a non-iterapiglyadic quantifier is necessary and thus
theoretically motivated. Here, | use the one in Keenan (1%82which a polyadic quantifier is
motivated as long as it can be proved to be unreducible tatiter. The attention is limited to polyadic
quantifiers of typg2). Note, however, the further development in Dekker (2003 fdrmulates a
theorem by which unreducibility can be proved feary polyadic quantifiers.

Let us first define the notion of reducibility. ImEFINITION 2.18, | adapt the general definition in
Dekker (2003, p. 551) to binary quantifiers. Recall from ®ecp.1.2 that the function composition

“w_n

symbol “o” stands for iteration:

Definition 2.18 Reducibility
A type(2) quantifierq is (2)-reducible iff there are 2 typfl) quantifiersQ; and Q,
such thatQ = Q; o Q».

Keenan (1992) formulates two tests to check reducibilitypolyadic quantifiers:Reducibility
EquivalenceandReducibility CharacterizationThe former one is the simpler version and it is suffi-
cient? for the polyadic quantifiers we have to test, so the attentidinbe limited to the theorem of
Reducibility Equivalence as given beldw:

Theorem 2.1 Reducibility Equivalence (RE)
For every domaire and Qq, Q,, reducible functions of typ¢?),
Q; = @, iffforall A, B CE, Q;(AXB) = Qa(AXB)

THEOREM 2.1 states that two reducible functions which yield the saalaes on all Cartesian
product relations within a domain are identi¢alTheir value with respect to other binary relations
need not be checked further. Let us take an example.

For the binary quantifiers defined in Section 2.1.3 we neednaadgo with at least 2 elements.
Assume a domaig = {a, b}. The set of all its subsets is®(= {{ }, {a}, {b}, {a,b}} and the set of
pairs of its elements ig? = {(a,a), (a,b), (b,a), (b,b) We need to determine all the binary Cartesian
product relations defined an For this, we first determine B(x P(E), the set of all the possible pairs
of subsets oE. By calculating the Cartesian product between the two daliffee in each pair, we
then obtain all the Cartesian product relations defined emtimaing, and thus all the relations with
respect to which we have to check the truth conditions ofwteltinary quantifier®), Q..

The set P&)xPE)= {({}, {}). (3, {a}), ({3, {b}), (3, {a b)), {ah{}), (at{a}), {a}.{b}),
({a}, {ab}), ({b}.{}). (b}, {a}), ({b}, {b}), ({b}, {a,b}), {a.b}.{}, ({ab}, {a}), {ab}, {b}),
({a,b}, {a,b})}. Calculating the Cartesian product between the two setacdh pair gives us the set
CP of all Cartesian product relations definedmnThe set CP i ({} x{}), ({}x{a}), ({} x{b}),
({Ix{ab)., (ax{}), (ahx{ah), (apx{b}). ({ahx{akb)), ({b}x{}). ({b}x{ah). ({b}x{b}),
({b}x{a.b)), ({abx{}, ({ab}x{a}), {abix{b}), ({ab}x{ab)} = {{}. {(@.a}. {@b}. {@a).
(ab)}, {(b.a), {(b.b)}, {(b.a), (b.b}, {(a.a), (b.a), {(a.b), (b.b}, {(a.a), (ab), (b.a), (b.b}.

CP is a set of binary relations and thus a subset 81 {{}, {(a,a}, {(a,b)}, {(b,a)}, {(b,b)},
{(a.a), (ab), {(@a), (b.a), {(@a), (b.b), {(ab).(b.a), {(@b). (b.b}, {(b,a), (b.b}, {(a.a), (a.b),
(b.a)}, {(a.a), (ab), (b.9) {(a.:a), (b.a), (b, {(ab), (b.a), (b, {(a.a), (ab), (b.a), (b.p}. But

note that P£?) is richer than CP, since it also contains binary relatidwas &re not Cartesian products,

125ee Keenan (1992) for examples of binary quantifiers whossgugibility may only be proved by means of Reducibil-
ity Characterization.

135ee Ben-Shalom (1994), Dekker (2003), and van Eijck (20053dbsequent developments of Keenan's theorem.

14See Keenan (1992), pp. 218-219 for a detailed proof of tieisrtim.
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as for instancg (a,a), (b,b), {(a,b), (b,a), {(a,a), (a,b), (b,d)**> Solely by means of the Cartesian
product ore we cannot obtain a relation likga,b), (b,a)}, for instance, because the Cartesian product
requires that each element of the first set make up a pair aith element of the second set, while
appearing first in the pair. If we have two pairs (a,b) and)(lath sets must contain the elements
a and b. Thus the Cartesian product between these two setsateoscontain the pairs (a,a) and
(b,b). lterations of monadic quantifiers can only distisubetween Cartesian product relations.
Inherently polyadic quantifiers can also express truth ttimms that are only met by relations that are
not Cartesian products (e.f(a,b), (b,a}). This is where the difference between iterations and non-
interations becomes relevant for natural language and Ris e to determine when a non-iteration
cannot be restated as an iteration.

The way RE is used in proving the unreducibility of a quantife is to find an iteratiorQ, with
a different semantics from that qf;, but which takes the same values on product relations. Stgowi
that Q- is actually different fromQ; is enough to contradict the initial assumption tlegtis also
reducible. In order to show thak, is different fromqQ, one has to find a binary relation which is not
a Cartesian product and for which andQ; yield different truth values.

We now apply this procedure to the binary quantifiers disetisis Section 2.1.3 in order to show
that they are unreducible. Consider {iifWO, DIFFERENT] quantifier in (24a), repeated below:

(38) Two boys in my class date different girls.
[(Two, DIFFERENT][BOY], [GIRL] (IpATE])

There are circumstances in whiffTWO, DIFFERENT] [BOY], [GIRL] yields the same truth
value as the reducible iteratié0 composed of the unary constant functions that are false whaty
relations. The iteratiof o 0 is thus false of all binary relations. Take the univegs® contain two
boys[BOY] = {b1, b2} and two girls[GIRL] = {g1, g2}, andA x B as a Cartesian product relation.

If the arbitrary sei contains no boys then the quantifiéf WO, DIFFERENT] [BOY], [GIRL]
yields the value O foa x B, since according tOEFINITION 2.11, the domain of the binary relatien
x B (i.e. the sel) must contain at least two boys. The same value is obtainegbplying0 o 0 to A
x B. So in this case[(TWO, DIFFERENT][BOYL, [GIRL] (a » ) = (05 0)(a x B).

The minimal condition for a situation where it is possiblegt a true value of the quantifier
[(TWO, DIFFERENT] [BOY], [GIRL] applied to the relatiom x B is that of the sei containing
two boys and the s& containing at least two girls. For any set@ands containing less than 2 boys
and 2 girls, respectiveljj(TWO, DIFFERENT] [BOY], [GIRL] (A x B) is always 0, so it takes the
same value a8 o 0. So let us assume that= [BOY] andB = [GIRL]. ThenA x B = {(b1, g1),
(b1, g2), (b2, g1), (b, 92)}. But note thaf(TWO, DIFFERENT][BOY], [GIRL] (s « B)=0, since the
girls that are dated by different boys are the same: each amsdboth girls. We can thus conclude
that[(TWO, DIFFERENT][BOY], [GIRL] (4 « B)= (00 0)(a x B)= 0, for all the subsets, B of E.

At this point, if both quantifiers were reducible, accordiogrHEOREM 2.1, we would conclude
that they are equal. But we only know for sure that 0 is reducible, we do not know if(TWO,
DIFFERENT] [BOY], [GIRL] is reducible as well. And it turns out that the two quantifiare
not identical, since there is a relation @ for which they do not yield the same valu¢(TWO,
DIFFERENT) [BOYLL [GIRL] ({5, 41),(52. g2)})= 1, whereas((o 0)({(b1, 91),(b2, 92)})= 0. This
means that the assumed identity between the two binary ifjgesis wrong, which entails that the

15See Section 4.3.3 for a related discussion on the cardirlR(E2) as being in general greater than that af)R( P(E)
for |[E| > 2.
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assumption that both quantifiers are reducible must be,fatge Since we know thatO(o 0) is
reducible, it follows thaf(TWO, DIFFERENT] [BOY], [GIRL] is not reducible.

By means of RE, we can also prove that a binary cumulativetdigans unreducible to an itera-
tion of two unary quantifiers. Note that the cumulatfgRORTY, THIRTY-TWO)] interpreted in (30)
may take a relation to the same truth value as the iterd#CH OF THE FORTY o [EXACTLY
THIRTY-TWO]:

(39) a. Forty contributors wrote thirty-two papers for thartdbook.
Cum([FORTY], [THIRTY-TwO])[CONTRIBUTOR,, [PAPER ([wRITE])

b. Each of the forty contributors wrote exactly thirty-twdieles for the Handbook.

([EACH OF THE FORTY-ONTRIBUTOR ;[EXACTLY THIRTY-TWO PAPER)
([WRITE])

The universe should contain at least forty contributors and thirty-twapers for the two quanti-
fiers above to be able to yield truth. So assume the two subse{fCONTRIBUTOR|={c1, ¢, ..., ca0 }
and [[PAPE@ = {pl,pg, ...,pgg}.

If we take the sei to contain less than forty contributors, for instance, atiiyty-nine, and
B to contain thirty-two papers, both the cumulative quantifie;m([FORTY], [THIRTY-TWQ])

[CONTRIBUTOR[PAPER ang the iteration[(EACH OF THE FORTYCONTRIBUTORy

[(EXACTLY THIRTY-TWO PAPEFs]] are false ofa xB, because there are not forty contributors in-
volved, which is a requirement both binary quantifiers havith wespect to the monadic
FORTYCONTRIBUTOR 50 EACH OF THE FORT¥ONTRIBUTOR  The same truth value is
obtained if the seB contains any less than thirty-two papers. In this case, thpadic THIRTY-
TWOPAPERand EXACTLY THIRTY-TWOPAPERmake the two binary ones false, because there
are not thirty-two papers in the co-domain of the relations.

The only case where the two binary quantifiers may vyield tistthe one in which the sets
ands are identical tJCONTRIBUTOR] and[PAPER,, respectively, sa xB = {(c1,p1), (c1,p2), .-,
(c1,p32), (c2;p1), (c2,p2)s -y (C2,P32), -y (Ca0,P1), (Ca0,P2), v (ca0,p32)}. In this case,
Cum([FORTY], [THIRTY-TWO] )[CONTRIBUTOR[PAPER (1) = 1, because there is a to-
tal of forty contributors and a total of thirty-two paperstie Cartesian product. For the iteration,
[(EACH OF THE FORTY-ONTRIBUTOR; of(EXACTLY THIRTY-TWOPAPER](aAxB) = 1 as
well, because each of the forty contributors appears itythvo pairs in the Cartesian product.

Like in the previous example with DIFFERENT, if we knew thattCum/([FORTY], [THIRTY-
TwWO])[CONTRIBUTOR.[PAPER ang[(EACH OF THE FORTY-ONTRIBUTOR) o [EXACTLY

THIRTY—TWOPAPEB]] are reducible guantifiers, with the equality on Cartesiasdpcts, THEO-
REM 2.1 would lead us to conclude that the two quantifiers arelamuall binary relations. But we
do not know ifCum([FORTY], [THIRTY-TWO])[CONTRIBUTORL[PAPER s reducible, so we
cannot conclude this yet. And we can see that despite thétiden products, the two quantifiers are
not identical, since there are binary relations on whicly tield different truth values. For exam-
ple, if we consider the relatiofWRITE] = {(c1,p1), (c1,p2), ..., (c1,D32), (c2, 1), (c2,D2), .., (C2,
p32), ., (c10,p1), (ca0, p2) }, thenCum(JFORTY], [THIRTY-TwO])[CONTRIBUTOR],[PAPER
([WRITE])= 1, since there are forty contributors and thirty-two pape the[WRITE] relation. But
[(EACH OF THE FORTY-ONTRIBUTORy¢ [(EXACTLY THIRTY-TWO PAPER|((WRITE])= 0,
because contributar,, wrote only two papers, and not thirty-two as the truth caods for the iter-
ation [(EACH OF THE FORTYONTRIBUTOR),, [(EXACTLY THIRTY-TWO PAPER] require.
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We can apply the same reasoning as for the example with DIEBRERjuantifiers and conclude that
the cumulative quantifiegflFORTY, THIRTY-TWO)] is unreducible as well.

We saw that the difference between the polyadic quantifierSection 2.1.3 and iteration can
be stated in terms of the relation between the semanticseeahtbnadic quantifiers. In iteration, the
monadic parts are independent of one another and the polgadntifier is a simple composition of
them, so it does not bring anything besides their individgthantics. In Section 2.1.2, we arrived at
iteration as a polyadic lift by a simple generalization @ tiotion of a monadic quantifier. By contrast,
with non-iterations there is always a new relation that lmabd established between the monadic
parts. DIFFERENT/ SAME quantifiers, for instance, introerelation of non-equality/ equality
between the elements of the co-domain from the perspectigenon-identity relation between the
corresponding elements in the domain. In cumulations, tiyagdic quantifier is a conjunction of the
monadic parts.

It is precisely this difference in terms of the (in)deperzierbetween the monadic parts that
is exploited byTHEOREM 2.1 in order to distinguish iterations from non-iteratipmg. reducible
guantifiers from unreducible ones. In the theorem, thidrdison is formulated with respect to the
(in)dependence between the domain and the co-domain ofitaeytrelation to which a quantifier
applies. In Cartesian product relations one may view theaiorset and the co-domain set as in-
dependent unary relations. If the binary quantifier is araiten, the monadic parts are interpreted
with respect to each of the two sets, so two iterations yigldhe same truth values on a Cartesian
product must contain (semantically) equivalent monaditsp@ be equal. But if the quantifier is a
non-iteration, the value it takes on a Cartesian producs do¢ fully describe its semantic behavior.
A non-iteration characterizes binary relations in whiok domain is independent from the co-domain
(see the examples above). Given the dependence betweerottaalim parts of a non-iteration, the
fact that a non-iteration and an iteration yield the sam#htualue on products does not entail that
they are equal. In conclusion, it is the dependence betweemobnadic parts that distinguishes the
semantics of non-iterations from that of iterations.

Conclusion In Section 2.1.3, | showed that quantifiers containing &tght”/ “same”, cumulation,

and resumption are needed in order to analyze several aestasf natural language quantification
which cannot be accounted for by iteration. In this sectigmpved that binary quantifiers containing
“different” and binary cumulations are unreducible acaogdto Keenan'’s theorem of Reducibility

Equivalence. These cases indicate that natural languageatioploy unreducible polyadic quantifiers,
so despite their complexity, linguistic theories shouldoben to the idea of using them. In Chapter
4 | will argue for an analysis of Romanian negative concoramsnstance of resumption, and on
that occasion | will return to the discussion of reduciilitith respect to resumptions. Regarding
compositionality, we will see later that polyadic quant$ieannot be described compositionally in
the traditional understanding of this notion as in Montagniversal Grammar. This matter and its
implications for the semantics of natural language quaatifbn will be addressed in Section 4.3.3.

2.2 Romanian

In this section | offer a short theoretical background of Ramn which should facilitate the under-
standing of the empirical domain of this thesis. Romaniaani€€astern Romance language which,
besides general characteristics shared with Western Rmmanguages, also displays similarities
with Slavic and especially with Balkan languages. The magable influence from Slavic is that
of lexical borrowings. The Romance and the Balkan charstites will be indicated below when |
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address inflection, agreement and word order.

2.2.1 Inflection

Like other Romance languages, Romanian has two grammatirabers (i.e. singular and plural,
but no dual), but unlike them, Romanian makes a three-waglagedistinction between masculine,
feminine and neuté® Romanian distinguishes five case paradigms: nominatieisative, dative,
genitive, and vocative. The case paradigms display dgtivetive syncretism, a Balkan characteristic.
In addition, Romanian also displays hominative-accusatincretism and this brings it closer to the
other Romance languages which make no case distinctiortin@isase inflections for nominative/
accusative and dative/ genitive appear only in (persomah@minal declension.

Let us look at a few examples of nominal inflection: femingaete (‘book’), masculinebaiat
(‘boy"), neutertablou (‘painting’). In (40) | give both the bare form of the noun (tive left) and the
one containing the definite article (on the right). Romaniesembles Balkan languages in placing
the definite article in post-nominal position:

(40) a. Inflection ofata (‘girl’) - bare - with definite article

CASE | SING | PLURAL CASE | SING | PLURAL
NOM-ACC | fat-a | fet-e NOM-ACC | fat-a | fete-le
DAT-GEN fet-e | fet-e DAT-GEN fete-i | fete-lor
VOCATIVE | fat-0 | - VOCATIVE | - fetelor

b.  Inflection ofbaiat (‘boy’) - bare - with definite articl&’
CASE \ SING \ PLURAL CASE \ SING \ PLURAL
NOM-ACC | baiat | baiet-i NOM-ACC | baiat-(u)l | baieti-i
DAT-GEN | baiat | baiet-i DAT-GEN | baiat-(u)lui | baieti-lor
VOCATIVE | baiet-e| baieti VOCATIVE | baiat-(u)l-e| baietilor

C. Inflection oftablou (‘painting’) - bare - with definite article
CASE \ SING \ PLURAL CASE \ SING \ PLURAL
NOM-ACC | tablou | tablo-uri NOM-ACC | tablou-I| tablouri-le
DAT-GEN tablou | tablo-uri DAT-GEN tablou-lui | tablouri-lor
VOCATIVE | - - VOCATIVE | - -

The vocative case inflection is solely used with animate souvoreover, it has only two specific
endings: -o for feminine, and-e for masculine. The remaining vocative forms are borrowednfr
other cases: nominative-accusative or dative-genitive.

Unlike nominal inflection, verbal inflection in Romanian isry rich, just like in other Romance
languages and Latin. Verbs are classified according to fonjugations and inflect for mood and
tense. Aspectual differences are not grammaticalized mdtdan. There are five personal (finite)

18Based on the lack of semantic individuality of neuter nowms] the fact that they display morphological syncretism
with masculine singular and feminine plural forms, neutas heen argued not to be a gender class. A recent approach is
that of Bateman and Polinsky (2006), but here | follow thelitranal view in GA (1966) which treats neuter as a gender.
The vowelu is a phonological connector for the two consonaraadl.
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moods (indicative, subjunctive, conditional-optativejpierative and presumptive), four non-finite
moods (infinitive, past participle, present particifland supine), and three diatheses (active, pas-
sive, reflexive).

Simple verb forms in Romanian include only the lexical rauiffixes and endings corresponding
to persons. | give an example for the véal) chemg‘to call’) with its simple inflection forms in (42a)
below. Complex verb forms are made up of auxiliary verbs Wwhire added to some simple form of
the base verb (see chemain (42b)). The subjunctive mood in Romanian contains thguation
sa which in subjunctive clauses also functions like a clauseector (i.e. marker), as for instance in
(41) below:

(42) lon vrea sa citeasca.
JohnwantssA read

‘John wants to read.’

Romanian abandons the typical Romance use of the infinibira,fand follows the Balkan tendency
of employing the subjunctive instead.

(42) Inflection ofa chemg('to call’), 2nd person, singular, active diathesis

a. Simple verb forms

MOOD TENSE VERBAL FORM
indicative present chem-i
imperfect chem-a-i

simple perfect| chem-a-si
past perfect | chem-a-se-si

subjunctive present sa chem-i
imperative cheana
infinitive present a chem-a
present participle chemind

past participle chem-a-t
supine (de) chem-a-t

b. Complex verb forms

MOOD TENSE VERBAL FORM
indicative present perfect ai chemat
future vei chema
future perfect | vei fi chemat
subjunctive | perfect sa fi chemat
conditional | present ai chema
perfect ai fi chemat
presumptive| present vei fi cherind
sa fi chenind
ai fi chenind
perfect vei fi chemat
infinitive perfect a fi chemat

18n the Romanian linguistic literature, this form is alsoereéd to as “gerund” (from Romaniaerunziy, although the
functionality of this non-finite verb form is more similar tioe English present participle than to the gerund.
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Romanian has three auxiliary verbs that are used in buildexgplex verb formsa avea a fi, and
a vrea The auxiliarya avea(‘to have’, 2nd person singulaai) takes part in forming indicative
present perfect and conditional mood. The varb (‘to be’) contributes two auxiliary forms: the
short infinitivefi takes part in the formation of all perfect forms except fargemt perfect and in the
formation of presumptive mood; the present indicative fafa fi is used in building the passive
diathesis (e.g.esti chemat ‘(you) are called (for)’). The auxiliarya vrea(‘to want’, 2nd person
singularvei) is part of both future forms, of perfect presumptive, andl#o appears in one of the
present presumptive forms.

Simple verbal forms which are used in deriving the complegsoare: past participleliematn
(42b)) which appears in all the (complex) perfect forms;rshidinitive which is part of the present
future and the present conditional; and present parti¢ggechenind above) which appears in present
presumptive verb forms (see (42)).

2.2.2 Agreement

There are three types of agreement in Romanian: noun - sggecibun - adjective, and subject -
verb. Noun - specifier agreement means that determinere agoase, number and gender with the
noun they specify. This can already be seen in the nominadans with the definite article (a
post nominal specifier) in (40). The definite articke combines with nominal forms which carry
nominative case, singular number and feminine gender. rihgca minimal pair with (feminine)i
with respect to case, wittle with respect to number, and witfu)l with respect to gender. Similarly,
the article-I which carries nominative case, singular number and masecgiender forms a minimal
pair with -i in terms of number, and witHui in terms of case. The noun such determiners combine
with tells us the gender: e.qg. the artieldnas neuter gender with the neuter neainlouand masculine
with baiat.

Noun - adjective agreement also concerns all three nomiflalction paradigms: case, number
and gender. (43) is an example of noun modification by thecadgfrumos(‘beautiful’), applied to
all three categories of nouns in (48)

(43) Noun - adjective agreement
a. Feminine

CASE | SINGULAR | PLURAL
NOM-ACC | fat-a frumoas-j fet-e frumoas-e

DAT-GEN | fet-e frumoas-¢ fet-e frumoas-e

b. Masculine

CASE | SINGULAR | PLURAL
NOM-ACC | baiat frumos| baiet-i frumos-i
DAT-GEN | baiat frumos| baiet-i frumos-i

Badjectives do not exhibit a special ending for vocative ¢asel nouns in vocative form cannot be modified by adjec-
tives. Thus a sentence lik&#to frumoasa, vino aici(‘Beautiful girl, come here!’) is not attested.
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C. Neuter

CASE \ SINGULAR \ PLURAL
NOM-ACC | tablou frumos| tablo-uri frumoas-e
DAT-GEN | tablou frumos| tablo-uri frumoas-e

Note that adjectives in Romanian usually follow the noury tmedify (like in Romance languages in
general). Some adjectives can be preposed, but the caimtrigchighly marked.

(43) shows that adjectives have two inflectional endingsvs. -e for feminine, and) vs. -i for
masculine. Like with specifiers, the agreement featuresbeatietermined on the basis of the noun:
frumoasein fete frumoasdas feminine gender, but it is neutertablouri frumoase

Subject and verb agree in person and number. See for indtampeesent indicative forms of the
verba chemdor all three person specifications and singular/ plural bem

(44) Complete verbal inflection for present indicativeaathemg(‘to call’)

NUMBER | 1ST PERSON | 2ND PERSON | 3RD PERSON
SINGULAR | eu chem (| call) tu chem-i (you call) el/ ea cheam-a (he/ she calls)
PLURAL noi chem-a-m (we call) voi chem-a-ti (you call)| ei/ ele cheam-a (they, ; call)

The person and number of a verb form are indicated by the amgnetewith the subject: thusheana
in ea cheara is singular, and irele cheara is plural.

2.2.3 Word order

Romanian is a free word order language, although like inrdm@nance languages, the order is much
less flexible than in Latin. In principle, syntactic constihts exhibit free order in the sentence, but
they cannot be split (with the exception of the VP). Thus dessre with a subject, a transitive verb,

a direct object and an adverb allows 24 permutations of the donstituents and they are all gram-

matical. Most of them have slightly different interpreteis triggered by a change in the information
structure. In (45) | give a few such permutations:

(45) a. lon a spart ungeam ieri.
Johnhasbrokena window yesterday
‘John broke a window yesterday.’

A spart lon un geam ieri.
leri lon un geam a spart.
Un geam ieri a spart lon.

®aooT

(45a) is the most common word order in a sentence, which nieanRomanian tends to be an S¥0
language. The sentence in (45b) is also neutral with respa@cformation structure, but in (45c), the

2n the GB/ Minimalist tradition, Cornilescu (1997) argudtht Romanian is a VSO language, and the subject in pre-
verbal position is a case of topicalization in the sense @ziR[1997). This claim is also confirmed by the fact that a
neutral answer to a question like ‘What happened?’ is thero(é5b) which displays a VSO order. We will not attempt to
determine whether Romanian is an SVO or a VSO language, siigckas no influence on the analysis in this thesis.
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adverb is understood as a topic, while in (45d) the directéalis understood as topicalized and the
adverb as focused.

The flexible word order and the case syncretism between rativénand accusative would nor-
mally lead to ambiguity between the subject and the diregablif both of them can be interpreted as
agents (see also Niculescu (1965), Cornilescu (B006nescu (2001)). In Romanian, this is avoided
by a special marking of the direct object with the preposifye ‘on’ which loses its original predica-
tive status. Thus the sentence in (46a), which is ambigudgtisraspect to whethdata (‘the girl’) or
baiatul (‘the boy’) is the subject, will be disambiguated by meanp®és (46b) or (46c):

(46) a. A certat fata baiatul.
hasscoldedgirl-the boy-the

b. L-a certat fata pe baiat.
CL-hasscoldedgirl-the PEboy

‘The girl scolded the boy.

c. A certat-o pe fatabaiatul.
hasscolded-CLPEgirl boy-the

‘The boy scolded the girl.’

Besidespe marking, Romanian makes heavy use of clitic doubling whih loe observed in (46b) -
(46¢) and which goes beyond verb - direct object constrosfib

In the following section | sketch a grammar for the basic eec¢ structure of Romanian in the
framework of HPSG which will be later used in my account ofateg concord.

2.3 HPSG

Having looked at the semantic framework and a few generatrghons about Romanian, let us
now concentrate on HPSG, the linguistic theory that will bekyed to provide a syntax-semantics
interface for Romanian negative concord in Chapter 5.

HPSG is a generative linguistic theory that evolved in thdition of Generalized Phrase Structure
Grammar (GPSG, Gazdar et al. (1985)), and was mostly infeceby Lexical Functional Grammar
(LFG, Bresnan (1982)), Government and Binding (GB, Chomd881)) and Categorial Grammar
(CG, Ajdukiewicz (1935)). Unlike GB, HPSG is a non-deriggial framework, that is, linguistic
principles do not apply in a successive order. FurthermdRSG is a monostratal theory in which
various linguistic aspects interact simultaneously.

In this section | briefly present the basic ideas and mechenif HPSG as described in Pol-
lard and Sag (1994) for which | employ RSRL (Relational SaecRe-entrant Language) of Richter
(200%) as the logical formalism. | start with a short informal dfgsiton of the logical foundations of
HPSG as a model-theoretic grammar framework in Sectiorl 2:3d then | develop an HPSG gram-
mar of a fragment of Romanian in Section 2.3.2. This gramnilhbesextended to include an account
of negative concord in Chapter 5.

2.3.1 HPSG as a model-theoretic grammar

Grammars describe fragments of natural language. In theehtbédoretic view, we write a grammar
as a logical theory and define models of it. A certain modeguncase, the exhaustive model, will

215ee Dobrovie-Sorin (1994) for an extended discussion ofdkuam clitic doubling.
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give us the natural language fragment that we want to desgrith the grammar: the objects in the
exhaustive model are the objects of the natural language.

HPSG is a model-theoretic grammar framework in which a granihis constructed as a pair of a
signatureX and a theony®: T' = (X, ©) (Richter (2004)). The signature is the alphabet: it specifies
the potential linguistic objects. The theory determinesciiof these objects are actual linguistic
objects in the denotation of the grammar.

The signatureY The signature declares a setsoirts(the non-logical symbols) organized irsart
hierarchy, the set ofattributesand theappropriateness conditionsetween sorts and corresponding
attributes, as well as a set m@lationswith their arity specification. Let us take the sort hiergram
(47) as an example.

(47 Sort hierarchy: Graph notation

object

sign
PHON Iist(phon—string mod-synsem phon-string head-struc i
SYNSEM synsem
nelist
word phrase u-sign  e-sign synsem none eI|s FIRST obj ect
ARG-ST list(synsem) |[DTRS head-stru 9 9 Y )

REST list

u-word u-phrase e-word e-phrase

All the sorts aresubsumedby one most general sort, in our castgect The more general sorts
are calledsupersortsthe ones that they subsume atdsorts If a sort A subsumes a sort B and there
is no other sort C that subsumes B while being subsumed by Aaywé¢hat Aimmediately subsumes
B. Thusobjectsubsumes all the sorts in the signature, but immediatelgwsubs only the sortsign
mod-synsemphon-string head-stru¢ andlist. When a subsort is immediately subsumed by two
sorts, we havenultiple inheritance This is the case for instance witfinembedded)-word/hich is
subsumed by bottvord andu(nembedded)-sigif The sorts that do not subsume any further sorts are
called maximally specific sorts, species The set of species in (47) contains the following elements:
u-word u-phrase e-word e-phrasesynsemnone phon-string head-strugelist, andnelist

Besides the subsumption relation between sorts, the sdrbhy also specifies the appropriate
attributesfor each sort. Attributes are usually written in capitatdet and receive a value of a certain
sort. For instance, the sastgn has two attributes PHON and SYNSEM which specify the sign’s
“phonological” structure and its “syntax-semantics”,gestively. The value for the former must be a
list of phon-string (phonological strings). The value of the latter is of symisema subsort of the
more general sormhod-synsenwhich will be explained in relation to (56) below.

2In Chapter 5 we will use the santsignto formulate constraints on utterances (see Richter (2fa®7he importance of
unembedded signs). For more background and a detailedsdisowf how to distinguish-signsfrom e(mbedded)-signs
see also Richter (1997, pp. 135-136).
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The descriptions of linguistic objects which contain théoimation about their attributes with
appropriate values are calledtribute-value matrice$AVMSs). In the sort hierarchy above, the sorts
sign word, phrase andnelistintroduce new attributes which are given within AVMs. Altites are
inherited by the more specific sorts from the sort that subsumes theras, Thesides their attribute
DTRS (“daughters”) phrasesinherit the attributes PHON-STR and SYNSEM fra@ign The same
holds forwordswhich also introduce an attribute ARG-ST (“argument stite?).

The sortlist is partitioned intcelist (denoting empty lists) andelist (denoting non-empty lists).
While the former has no attributes, the latter has intertractire organized through the attributes
FIRST with value of sorbbjectand REST with value of sotist. So non-empty lists can contain
elements of any sort subsumed bljectin the hierarchy. The parametric sotist(phon-string)
list(synsempf the attributes PHON/ ARG-ST are used as a short notatioa list that contains only
elements of sophon-string synsemFor a technical discussion, see Penn (1998, 2000).

In the practice of HPSG grammar writing, sort hierarchiesopee very complex and less trans-
parent, so linguists usually present only those parts ofigwrchy which are directly relevant for the
discussion. At the same time, extensive use is made of ababoas, especially within AVMs, and
this practice will be adopted here as well.

Besides the sort hierarchy, the attributes, and the apptepess conditions, the signature also
declares theelationsthat are employed in the grammar. Relations are used to fatenthe princi-
ples in the theory of the grammar. The meaning of relationtsymis fixed together with the other
principles in the theory, so the definitions of the relatians principles themselves. One frequently
used relation in HPSG grammarsdppend . The notationappend/3 gives us the name of the
relation and its arity.

Relations are not sorts in the signature, so they cannotdmeglin the sort hierarchy in (47).
There is, however, another notational variant of an HPS@asige, usually employed in grammar
implementation, where we also declare the relations wiir thrity. This is given in (48). The
hierarchical structure of the sorts in this notation of anaigre is represented as indentation. This
notation will be used in Chapter 5.

(48) Sort hierarchy: Notational variant

object
sign PHON list(phon-string)
SYNSEM synsem
word ARG-ST list(synsem)
u-word
e-word
phrase DTRS head-struc
u-phrase
e-phrase
u-sign
u-word
u-phrase
e-sign
e-word
e-phrase
mod-synsem
synsem
none
phon-string
head-struc
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list
elist
nelist FIRST object
REST list
Relations
append/3

Thetheory® The theory is a set of descriptions that employ non-logigailsols from the signature
and logical operators like conjunction”, disjunction *v’, implication ‘—’, double implication -,
universal ¥’ and existential 3’ quantification. It should be noted that’*and ‘3’ are not the first
order logic quantifiers, although they have a similar betrafgee Richter (2003} Sec. 4.1)).

There are two kinds of principles in the grammar: those teéihd the meaning of relation sym-
bols (formulated as double implications) and those thasttain the objects in the grammar (usually
formulated as implications). The constraints introducgdbnciples apply to all the objects in the
denotation of the grammar.

Let us take a look at fE append PRINCIPLE

(49) THE append PRINCIPLE

append ([1,[2], 3) <

([ensq AElist] A2 = ) v

list list
FIRST [4]objeci | A [3]| FIRST [4]object
REEEEE REST [5]list] REST [g]list]

A append ([5,2],[6])

(49) defines the meaning of the relatiappend . To the left of the double implication we have the
relation with its three arguments and to the right we speiti/conditions that have to be fullfilled
for the relation to hold. In our case, any three ligt$z), and[3] are in theappend relation if and only

if one of the two conditions holds: L) is an empty list ang] = 3], or 2) the first element on the list
appears as the first element on theflisind theappend relation holds of the reg] of list [1), the
list 21 and the regg] of the list[3]. In HPSG, theappend relation is often written as an infix operation
by means of the symbol’. In the functional notation, we represent the valugias(i] & [2], which
means thaappend ({3@,2],3) holds.

Principles that do not define relations are usually fornaaads implications. For instanceH&
IMMEDIATE DOMINANCE (ID) PRINCIPLE says that each object of sgthrasemust obey one of a
numbern of ID schemata formulated in the grammar. The ID schematdeseriptions that constrain
the kinds of phrases that can be part of the grammar. The |Bnsata for the present grammar will
be formulated in (67).

(50) THE ID PRINCIPLE
phrase— (SCHEMA-1 V SCHEMA-2 V ... V SCHEMA-n)

The denotation of an HPSG grammar In HPSG there is a correspondence between the grammar
and the natural language such that the latter can be viewagadicular model of the former.

To determine the models of an HPSG grammar we first need ton@sswniversé/ that contains
all the objects denoted by the grammar. We then define a am6tthat assigns a denotation (objects
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from U) to each sort in the signature, via the species that it subsuiach object in the denotation
of the grammar instantiates a particular species, so superare collections of objects of various
species.

The attribute interpretation functiof provides a denotation for the attribute symbols. This func-
tion respects all the appropriateness conditions:iff an attribute is appropriate for a species it will
also be interpreted for all the objects of that speciesdbgcts in the denotation of the grammar must
be complete) and its value will be a collection of objectshia tlenotation of the grammar.

The functionR interpretsn-ary relations by assigning them the corresponding setstaples of
objects in the univers&. On the basis of the domaii and the functionss, A and R, we can now
define the notion of an interpretation of a signathiré?

Definition 2.19 For each signature, | is aX interpretation iff:

| is a quadruple(U, S, A, R),

U is a set that contains all the objects of the domain,

S is a total function froniJ to the set of species I3,

A is a total function from the set of attributes ¥hto the set of partial functions frofy
to U4

R is a total function from the set ef-ary relations inX to the set oh.-tuples inU™.

In grammar writing the signature generates descriptidkes(b1). We interpret (51) as a collection
of non-empty list objects i/ whose single element is an object of seyhsem We represent these
objects (i.e. the interpretation of (51)) by means of a gapm (52). The nodes symbolize objects in
U and are labeled by their sorts. The arrows stand for thepretation of attributes and are labeled
by their attribute names. The origin of the arrow is an objedhe domain of the partial function
that the attribute denotes and its endpoint is an objectamahge of that function. In (52) we have a
non-emtpy list object whose first element is a synsem objedtvehose rest is an empty list. The
denotation of the relatioappend in (52) is the empty set.

nelist
(51) |FIRST synse
REST elist

(52) Interpretation of (51)

esynsem
FIRS
®nelist
RES
®elist
append = {}

ZpEFINITION 2.19 is only an informal version of the precise definition iotRer (2004, pp. 77-78) and Richter (2084
pp. 21-22). In particular, the definition of the functidhis more complex in a way that is not relevant for the present
discussion.

2%Each attribute denotes a partial function from entitiesriities (Richter (2008)).

BThe sortsynsenhas no attributes in our signature (47), so it doesn't recaiwy attributes in the interpretation (52)
either. Later in this section we will also consider attrégmibf synsem objects, but for now we keep this example simple.
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We usually say that the non-empty lists with a unique elemégbrt synsemnin (52) satisfythe
description in (51). The objects of s@gnsenandelistin (52), however, do not satisfy (51), because
they are not non-empty lists. A configurationlisensedby a description if every node (i.e. every
object in it) satisfies the description. Thus (51) does maiise (52), because the objects synsem and
elist in the latter do not satisfy the description in (51)inBiples in the theory of the grammar are also
descriptions. Every object in the intended interpretatibour grammar must be licensed by all the
principles in the grammar.

We define anodelof an HPSG grammar as an interpretation of the signature ichwdvery object
is licensed by each description in the theéryLet us check whether the interpretation in (52), call it
I50, is @ model of the grammar developed so far.

Our grammar consists of the signatieand the theory®. As shown above,s} is an interpre-
tation of X. The theory® contains two principles: thappend PRINCIPLE and the ID RRINCIPLE.
The ID PRINCIPLE constrains objects of sophrase?® In |5, there are no objects of sophrase
so the ID RRINCIPLE principle is vacuously satisfied by,l Consider now th@append PRINCIPLE.
Theappend relation has an empty denotation ga.lHowever, k, contains objects of solist and the
append PrRINCIPLE enforces that they are in an appropriate relationship veisipect to the relation
append . If we label the non-empty list node; and the empty list node,, the denotation of the
append relation will contain three tuplegns, no, n2), (n2,n1,n1), and(ny, ne, ny). In conclusion,
I52 is not a model of our grammar, because dippend PRINCIPLE is not satisfied. We can give an-
other interpretation similar tgd, call it |53, which in addition contains the full denotationayfpend
(see (53)). 43 is licensed by both our principles, so it is a model of our graamn

(53) A model of our grammar

ng*synsem
FIRS

nq nelist
RES

append = {(n2,n2,n2), (n2,n1,n1), (n1,n2,M1)}

We can find an infinite number of models of a consistent gramf@bviously not all the models
of an HPSG grammar can be identified with the natural langéragenent that we want to be denoted
by our grammar. For instance, the above exemplified modebipbor. A model for an HPSG gram-
mar should also contain unembedded/ embedded phrasest(of goraseé e-phrasé, unembedded/
embedded words (of sou-word e-word etc. For the denotation of an HPSG grammar we need a
so-calledexhaustive modelinformally, an exhaustive model contains instances offedl potential
configurations of objects that are well-formed with resfgecthe signature and are licensed by the
principles of the grammar. Thus we can identify the intenebgthustive model of an HPSG grammar
with the natural language fragment that the grammar isevritb denote.

%The ID PrINCIPLE formulated in (50) uses a disjunction of ID Schemata whicthaee not defined for our grammar
yet (they are given in (67)). To keep the grammar simple, idengor the moment that these schemata are just a finite
number of different phrases: phrase-1, phrase-2, .., phras
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2.3.2 An HPSG grammar of a fragment of Romanian

In this section | will go into the details of HPSG grammar wagft with a direct application to a small
fragment of Romanian. This grammar will later be taken assthging point for the HPSG analysis
of Romanian negative concord.

2.3.2.1 Words and phrases

The lexicon In HPSG, the lexicon is defined as a finite set of lexical est(iel, L-2, ..., L-n)
which denote the words admitted by the grammar and d.éebf words that are licensed as the
output of lexical rules (Hohle (1999), Meurers (1999))chieically, the lexicon is part of the theory
of an HPSG grammar and is specified as a constraint on words:

(54) THE word PRINCIPLE
word— (L-1V L-2V ...V L-nVLR)

Given the disjunction in the consequent ofiff word PRINCIPLE, every object of sorivord in the
grammar has to satisfy one of the given lexical entries ohbeotitput of a lexical rule.

Lexical entries are partial descriptions of words and dpexi the particular information about a
word that is not provided by the signature or the principfethe grammar. The inflectional variants
of a word are usually obtained by means of a lexical fdl&hus various verb forms likeead, reads
readingreceive a single lexical entry which contains the least méfiorm and the other forms are
derived by lexical rules. The word that undergoes a lexiold is calledinput and the result is the
outputof the lexical rule.

Before we exemplify lexical entries, let us take a look ateohg of sortsynsemas they are the
most important in our grammar:

[synsem
local
HEAD head
(55) LocC CAT [vm_ valence]
MARKING marking
CONT content
LNLOC nonlocal

Objects of sorsynsentome with two attributes: LOC (“local”) with value of sddcal and NLOC
(“nonlocal”) with value of sorhonlocal The latter is useful in the analysis of unbounded dependenc
constructions and will not be addressed Hér@bjects of sortocal carry the local information about
the syntax-semantics of an object and have at least theMoliptwo attributes: CAT (“category”)
with value of sortcategoryand CONT (“content”) with value of sortontent The CAT attribute
specifies the (morpho-)syntactic information of a sign,egxdor its constituent structure which is
given under DTRS for phrases. CONT hosts the semantic ir#bom of a sign. The information
under CAT is distributed over the HEAD, VAL (“valence”), aMIARKING attributes with values of
sorthead valence andmarking respectively.

27| assume the view on lexical rules in Meurers (1999, Ch. 5)formalization that can be integrated in RSRL (Richter
(2004, pp. 318-319)).

The reader is referred to Pollard and Sag (1994, Ch. 4), @igzind Sag (2000, Ch. 5), and Bouma et al. (2001) for
the value of the NLOC attribute.
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Note that with the description of synsems, we introduce nesssand thus enrich our signature.
The newly introduced sorts that do not have a supersort wilhtmediately subsumed bjectin
(47). This is the case décal, nonlocal head valence marking andcontentin (55).

Words of different syntactic categories are distinguishedhe basis of the HEAD value which
we specify in terms of the following sort hierarchy teeadobjects.

(56) head
substantive functional
MOD mod-synse SPECSynse
noun verb adverb prep ..  determiner marker
CASE cas VFORM vform

Headhas two immediate subsorts correspondingubstantiveandfunctional categories. The sort
functional usually includesdetermines andmarkes (i.e. complementizers). Functional categories
have an attribute SPEC, whose value is the synsem objechilid sign that they “specify”.
Substantive categories (including nouns, verbs, adventd,prepositions) may modify (MOD)
other synsems. The value for MOD canrmneor synsenisee (47)). If a sign modifies another sign,
the value for MOD issynserand is identified with the SYNSEM value of the sign that is nfiedi
If a sign does not modify other signs, its MOD value is of sashe Among substantive categories,
nouns specify their CASE value aase(e.g. nominative accusativegenitive dative for Romanian).
The case information of a noun is not important for our stsdy, will not pay particular attention to it
and | will assume that we have a theory of case that gives usgieresults. Similarly, no particular
position is taken with respect to agreement. Any kind of ysialintegrating agreement should in
principle be compatible with our grammar. Verbs specifyirttense/ mood form under VFORM with
value of sortvform For the sort/formwe assume the subsorts in (57).

(57) vform
fin(ite) nonfin(ite)
present past subj(unctive) ... base past-part(iciple)

The attribute VAL in (55) describes the subcategorizatioopprties of a sign. The sovalence
has three attributes: SUBJ (“subject”), SPR (“specifieri)d €OMPS (“complements”). The values
of these attributes give us the subject, specifier or comgtgsnthat the sign subcategorizes for. The
value for the three valence attributes in (58) is a list ofsgyns. This means that heads subcategorize
only for syntax-semantic information and not for full lirigtic signs.

valence

suBJ list(synsem
(58) ist(sy

SPR list(synsem

COMPS list(synsem



52 CHAPTER 2. THEORETICAL BACKGROUND

The attribute MARKING indicates whether a linguistic oljezmarked by a marker or not: see
the marking subsorts in (60), where the speci&sandca stand for the subjunctive marker and the
‘that’-complementizer in Romaniais.

(60)
marking

A

unmarked marked

sa ca
Now we have enough information about synsems to give an deanfi lexical entry. Take the
Romanian verleiti ‘read’ below:

(61) citi (‘read’)

f'word 1
PHON (citi )
rsynsem ]
[local i
[category ]
verb
SYNSEM LOC AT HEAD VFORM basJ
valence
VAL suBJ  (NP)
i | comps (NP)| ||}

This lexical entry says that the woditi has a phonology list made up of one phon-stigitg and a
HEAD value of sortverbwith a base verbal form, and that it subcategorizes for afisine subject
(an NP) and a list of one (NP) complement. We represent listadm|ans of angle brackets.

The information that is not given in the lexical entry comesni the signature and the principles
of the grammar. The signature provides us with the inforometinat the CONT value is of sartbntent
and that the MOD value is of somiod-synsemOther pieces of information come from principles.
For instance, all the words in the grammar that are not mauer. their HEAD value is naharker)
receive a MARKING value of sotinmarked so we can formulate the principle in (62):

word

(62)
SYNSEM|LOC|CAT|HEAD — marker

— [SYNSEM/LOC|CAT|MARKING unmarked

Similarly, we know that verbs always receive an empty listtftee SPR attribute: only subjects are
subcategorized for by verbs, while specifiers appear in tmeimal domain. The principle in (63)
allows us to specify this generalization for all the verbs:

2An example with the subjunctive marker is given in (59):

(59) lon i-a cerut Mariei savina.
JohnCL-hasaskedMary SJcome

‘John asked Mary to come.’

Clauses with a subjunctive marker will be analyzed in Seck&, where | discuss the locality conditions on negative
concord.
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word

(63)
SYNSEM|LOC|CAT|HEAD verb

— [SYNSEMLOC|CAT|VAL |SPR ()]
Thus, in addition to the information in the lexical entry citi, we also have the specifications
[MARKING unmarkedand[SPR ()] from the two principles above.

From the lexical entry otiti we can derive another inflectional form of the verb by meana of
lexical rule. The lexical rule in (64) derives the past paple from a base verbal form:

(64) THE PAST PARTICIPLE LEXICAL RULE

word PHON PastPart([1])

PHON . verb
verb SS| LOC |CAT |HEAD

SSLOC |CAT |HEAD VFORM past-par
VFORM bas

The input description in the lexical rule (to the left) refeéo a verb in its base form and the output
description (to the right) to the same verb in the past gpldorm. The functionPast Part specifies
how the phonological string of the input is modified in thepuit The past participle of the wouiti

is citit, so in this casé’ast Part would stipulate that if the input phon-strifggends in-i , the output
phon-string will be addeet .

In lexical rules, we only specify that piece of informatidmoait a word which undergoes a change
via the lexical rule. All other information is transmittechehanged to the output. If the vediti
undergoes theAxT PARTICIPLE LEXICAL RULE, the output is the worditit which has the complex
specification in (65):

['word ]
PHON (citit )
rsynsem T
[locall i
catego
(65) o verb
SYNSEM LOC HEAD VFORM past-par
CAT valence
VAL suBs  (NP)
i I comps (NP) |

For the account of negative concord in this thesis we are inettty interested in the derivational
history of verb forms or other expressions. Thus | will ongsdribe the necessary inflectional form
of a linguistic expression and refer to it as a lexical erdgxen though in a carefully written grammar
that inflectional form would be licensed as the output of acl@ixrule and not by a lexical entry. |
will call a particular description the output of a lexicalewnly in those cases when | make use of a
lexical rule written in this gramma.

With lexical entries and lexical rules we describe words. A& concentrate on phrases. Unlike
words, phrases are objects with constituent structurelwikicarried by thénead-strucvalue of the
attribute DTRS. Headed structures are constituent cortibireathat are licensed as (headed) phrases
in the grammar. The sohtead-struchas the following subsorts:
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(66)

head-struc
HEAD-DTR sign

e

head-subj-str head-spr-str head-comp-str head-adj-str head-mrk-str
SUBJ}DTR  sign| [SPRDTR  sign| |COMP-DTR  sign| |ADJ-DTR  sign| [MRK-DTR  sign

The sort hierarchy above presents five constituent strestilnat can be values for the attribute DTRS
of a phrase. All headed structures have an attribute HEABRDhich specifies the head of the
phrase. Besides this attribute, individual headed strastintroduce their specific attribute that spec-
ifies the non-head daughter in the phrase. Thead-subj-sg (“head-subject structure”) have an
attribute SUBJ-DTRhead-spr-sts (“head-specifier structure”) a SPR-DTR attribuitead-comp-s§
(“head-complement structure”) a COMP-DTR attribute. Ehssuctures are all related to the valence
requirements of a head. Besides them, we also lichaad-adj-sts (*head-adjunct structure”) with
an attribute ADJ-DTR antiead-mrk-sts (“head-marker-structure”) with an attribute MRK-DTR.

Importantly, thesignvalue of the attributes in a headed structure is to be cdattagith the value
of the valence attributes SUBJ, SPR, COMP, and the headwgs MOD, SPEC, where we have lists
of synsem objects. This is because phrases are made up sifjfudl, including phonology etc, while
a sign subcategorizes for/ modifies/ specifies a syntax{sigraaspecification, independently of the
phonology that it is associated with.

To license only the kinds of phrases that describe linguistimplex objects, our grammar must
constrain the way signs are put together in phrases. At thiigt pve turn to the grammar principles
that make up the theory of the HPSG grammar.

2.3.2.2 Important grammar principles

ID Schemata The IMMEDIATE DOMINANCE (ID) SCHEMATA in (67) give us the kinds of phrases
that our grammar allows. The IDRPNCIPLE in (50) excludes from the grammar any phrase that does
not match one of the five schemata in (67).

(67) ID SCHEMATA
[valence

suBJ elist
SPR elist
COMPS elist
|DTRS head-subj-str _

ss|LocC|CAT|VAL
a. SCHEMA-1 = S | |

[valence
suBJ elist
SPR elist
COMPS elist
b. SCHEMA-2 = head-spr-str

SYLOC|CAT|VAL

sign
HEAD-DTR [ss 0
sign
SYLOC|CAT|HEAD|SPEC[Q]| | |

DTRS

SPRDTR
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valence
SYLOC|CAT|VAL

COMPS list
DTRS head-comp-str

C. SCHEMA-3 =

head-adj-str
HEAD-DTR sign
d. SCHEMA-4 = | DTRS Ss[
sign
ADJ-DTR
L SYLOC|CAT|HEAD|MOD
[ suBJ list 1
VAL |SPR  elist
SSLOC|CAT .
COMPS elist
MARKING
[head-mrk-str
5= sign
e. SCHEMA-5 = HEAD-DTR |59
ss[1]
DTRS sign
MRK-DTR marker
SYLOC|CAT SPEC
L MARKING [2] marke

The ID Schema in (67a) enforces head-subject phrases tcaHaxsdence requirements satisfied:
SUBJ, SPR and COMP lists must be empty. Given the signatesetphrases will also have a subject
daughter. Head-specifier phrases (67b) are also requireavtoa satisfied subcategorization frame.
Moreover, their specifier daughter must identify its SPEDe&avith the SYNSEM value of the head
daughter. The use of the tagfor both the value of the attribute SPEC in the specifier deargéind
the value of SYNSEM (SS) in the head daughter indicates tigavto values are the same.

Head-complement phrases (67c) have a possibly non-emspgslthe COMP value. According to
the signature, they also have a complement daughter. Gra¢iéad-complement phrases have only
one COMP-DTR (see (66)), only binary branching structuresliaensed in the grammar: in case a
head requires more complements, they combine with the headyone®

SCHEMA-4 licenses head-adjunct phrases and is intended to acfmunbdifiers of verbal pro-
jections3! It enforces the MOD value of the adjunct daughter to be ifiedtiwith the synsem of the
head daughter via the ta@. By not stating any particular requirements on the valersts bf the
phrase, we allow adjuncts to modify any projection levet ldxical head, a phrase containing some
or all the complements required by the head, or even fullggwavith subjects.

SCHEMA-5 constrains head-marker phrases to inherit the MARKINEcBation[2) from the
marker daughter and their marker daughter to identify itE SRalue1] with the synsem of the head-
daughter. In this grammar | only consider markers for vegrajections (see (60)), so the SPR
list of the head-marker phrase will be empty (cf. (63))CHEMA-5 also constrains head-marker
phrases to have an empty COMPS list. This means that a phamsmtcfurther combine with a
complement if it has been marked. The SUBJ list can be empiybrit will always be empty for
the ca complementizer which marks full clauses, but it may be enoptyon-empty foisa, which can

%pollard and Sag (1994) make use of multiple branching strast thus the subcategorization requirements for comple-
ments are saturated all at once (se2i8MA 2 in Pollard and Sag (1994, p. 38)). In this thesis | assumearpbranching
structure which is easier to extend to the semantic reprasens with quantifiers in Chapter 4.

310ur grammar in Section 5.4.3 will only contain one such medifi
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mark both VPs and full claus€$.Related to markers, | also assume a principle that enforpasase
to inherit the MARKING specification of the head-daughteitiis not a head-marker phrase. This
marking specification would usually hmmarked®

The constraints on the MOD value of adjunct daughters andS®PEC value of specifier and
marker daughters can be formulated independently of thech2®ata, as two principles. Pollard and
Sag (1994) for instance give a Spec Principle. To keep owrytemple, we enforce these conditions
within the ID Schemata.

Valence Principle Another constraint necessary for a theory of constituemicgire is the -
LENCE PRINCIPLE. lIts role is to relate the SUBJ-/ SPR-/ COMP-DTR to the sulmgatization re-
quirements of the head daughter. Together with the ID Scteatmove, it licenses the phrases in the
grammar.

(68) THE VALENCE PRINCIPLE

a. The value of the SUBJ attribute of the head daughter in d-bebject phrase is a
list whose first element is the SYNSEM value of its subjectgléer and whose rest
is the phrase’s SUBJ value. The SPR and COMPS values of theghre identical

to those of the head daughter.
SUBJ
SSLOC|CAT|VAL [SPR[3]
COMPS[4]

phrase
DTRS head-subj-stf sus) (@)
DTRS HEAD-DTR|SSLOC|CAT|VAL |SPR
COMPS [4]

SUBJDTR|SS

b. The value of the SPR attribute of the head daughter in a$gecifier phrase is a list
whose first element is the SYNSEM value of its specifier daargimd whose rest is
the phrase’s SPR value. The SUBJ and COMPS values of thegplirasdentical to
those of the head daughter.

SUBJ[3]
SPR
COMPS[4]

phrase
suBJ [3
DTRS head-spr-st}_>
HEAD-DTR|SS/LOC|CAT|VAL |SPR  ([2]| (1))
COMPS

SSLOC|CAT|VAL

DTRS

SPRDTR|SS

C. The value of the COMPS attribute of the head daughter imdJleemplement phrase
is a list whose first element is the SYNSEM value of its com@atdaughter and
whose rest is the phrase’'s COMPS value. The SPR and SUB X \@itiee phrase

%2In Section 5.7 we will have an example with a matrix contrabyesosawill mark an embedded VP with a non-empty
SUBJ value.
%See (Pollard and Sag, 1994, fn. 51, p. 45) for a formulatiathisfprinciple.
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are identical to those of the head daughter.

SUBJ[3|
SSLOC|CAT|VAL [SPR[4]

COMPS
phrase

DTRS head-comp-s r SUBJ[3]

HEAD-DTR|SSLOC|CAT|VAL |SPR[4]

DTRS comps ([2]| [1))

i COMP-DTR|SS[2] i
d. The SPR, SUBJ and COMPS values of a head-adjunct phrag#eatieal to those

of the head daughter.
SUBJ[]]
SPR[2]
COMPS

DTRS | HEAD-DTR|SSLOC|CAT|VAL

SYLOC|CAT|VAL

phrase -
DTRS head-adj-st

SUBJ[]]
SPR[2]
COMPS

e. The SPR, SUBJ and COMPS values of a head-marker phras#eatieal to those

of the head daughter.
SUBJ[]]
SPR[2]
COMPS

SUBJ[1]
DTRS [ HEAD-DTR|SSLOC|CAT|VAL |SPR[2]
COMPS

SYLOC|CAT|VAL

phrase _
DTRS head-mrk-st

The VALENCE PRINCIPLE must be understood as a conjunction of the five constrainSa) to
(68e). Phrases usually inherit the valence values of thd daaghter, unless the non-head daughter
saturates (part of) one such value of the head daughter.-&tfjadct phrases and head-marker phrases
inherit all the valence specifications of the head dauglsiece their non-head daughters are not
subcategorized for by the head daughter.

For the phrases in which the non-head daughter reduces salerece list of the head daughter
(in (68a), (68b), and (68c)), the valence principle consgrdahe relationship between the valence
values of the head daughter and the SYNSEM value of the nad-tiaughter. Note that the valence
requirements are saturated in the order in which they appetre valence lists of the head daughter.
For instance, in (68c) thehraseinherits the REST valugi)) of the COMPS list of the head daughter.
The first elemeni] on the COMPS list of the head daughter is identified with the&NS¥EM value of
the COMP-DTR. The notatioff] [1]) stands for a list with the FIRST vali@and the REST valug.

We also need to make sure that the SUBJ and SPR attributéstaref length at most on&. This
can be done by the two principles below which enforce the SI3BR value in valence objects to be
either the empty list or a list made up of only one synsem eteme

34Note that in the case of specifiers, this constraint may bedsuwictive, since it would rule out structures liké# the
studentsn English if bothall andtheare considered specifiers.
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(69) THE UNIQUE SUBJECT SPECIFIERPRINCIPLES
valence— [SUBJ eIist\/(synserﬁ

valence— [SPR elistv <synserﬂ

Argument structure In Pollard and Sag (1994, Ch. 1-8) all the valence requiré¢sreme placed on
a SUBCAT (“subcategorization”) list. Given the subsequeanvention of keeping valence properties
separated from one another (Pollard and Sag (1994, Ch. §)(1%897) and others, all following
Borsley (1987)), the attribute ARG-ST (“argument struetinis introduced on words to collect all
the valence specifications on a single listsghsenobjects. In Sag et al. (2003), the realization of
ARG-ST is formulated as a principle which | import into ouagmmar:

(70) THE ARGUMENT REALIZATION PRINCIPLE

SUBJ

SYNSEM|LOC|CAT|VAL | SPR
word —

COMPS [3]

ARG-ST [1]®[2] 4 [3

The Head Feature Principle One more constraint to be mentioned here is thEbl FEATURE
PrINCIPLE (HFP). Itis given below:

(71) THE HEAD FEATURE PRINCIPLE (HFP)

SYNSEM|LOCAL|CAT|HEAD

PRFASe= | | 1 R SHEAD-DTR|SYNSEMLOCAL|CAT|HEAD

The HFP ensures that phrases inherit the morphosyntadié\Hl specification of their head daugh-
ters. It thus rules out a phrase like (72) which would be adidwy the signature in combination with
the other principles that we mentioned:

(72) An example of a phrase type ruled our by the HFP

phrase
SYNSEM|LOC|CAT|HEAD verb
DTRS|HEAD-DTR|SYNSEM|LOC|CAT|HEAD adverh

2.3.2.3 Abbreviations

As mentioned before, HPSG grammar writing often employseabations of AVMs for readability.
In this thesis | make use of the following abbreviations:

[synsem
HEAD noun
(73) a NP= valence
' ~ |Loc|cAT SUBJ ()
VAL
SPR ()
COMPS ()
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[synsem
HEAD houn
N= valence
~ |Loc]caT VAL suBl ()
sPrR ([
L COMPS () |]]
[synsem T
HEAD verb
S= valence
~ |Loc|caT suBJ ()
VAL
SPR ()
COMPS ()
[synsem
HEAD verb
valence
VP=
LOC|CAT sul ([])
SPR ()
i COMPS ()
[word 1
SYNSEM
HEAD verb
V= valence
LOC|CAT
| vaL  |suB ()
SPR ()
COMPs list
[synsem i
HEAD marker
M = valence
~ |Loc|caT suBJ ()
VAL
SPR ()
COMPS ()
[synsem i
HEAD adverb
Adv = valence
LOC|CAT suBJ ()
VAL
SPR ()
COMPS ()
[synsem ]
HEAD determiner
Det= valence
LOC|CAT suBl ()
VAL
SPR ()
COMPS ()

59
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2.3.2.4 The syntactic structure of a Romanian sentence

We now have the main ingredients of an HPSG grammar to analgemtence of Romanian. Let us
derive (74) to see how the signature and the constraint®ithéory interact in licensing grammatical
sentences.

(74) lon citesteo carte.
Johnreads a book

'John is reading a book.’

We start by specifying the contribution of the lexical itemghe sentencelon, citeste o, andcarte
Given the lexical entry foriti in (61), the specification in (75b) below describes objebtt aare
licensed as the output of a lexical rule giving us the pretamge (third person singular) form of the
verb.

(75) a. lon(‘John”)

['word i
PHON (ion )
category
HEAD [1]noun
SYNSEM[2| LOC|CAT valence
VAL |:SPR (>}
COMPS ()
|ARG-ST () |
b. citeste(‘reads’)
[word ]
PHON (citege )
[category 1
verb
HEAD [ VFORM presen}
SYNSEM|LOC|CAT valence
VAL suBJ (2INP)

comPs ([3]NP)

| ARG-ST ([2, [3))
c. of(a)

rword
PHON (0)

[category

HEAD { et ]
SPEC[4]N
valence

VAL [SPR ()}

COMPS ()

SYNSEM[§] | LOC|CAT

LARG-ST ()
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d. carte(‘book’)

[word
PHON (carte )

category
HEAD noun
SYNSEM [4]| LOC|CAT valence
VAL sPrR  ([6] Det)
COMPS ()

| ARG-ST =)

To keep the lexical entries simple, we introduce anotherciple (similar to (62) and (63) above)
that constrains all the words that are not verbs to have arye&yBJ list:

word

(76)
SYNSEM|LOC|CAT|HEAD - verb

— [SYNSEMLOC|CAT|VAL [sUBJ ()]

Thus all the lexical items in (75), except foteste receive a SUBJ empty list value.

Although the tags with only one occurrence in (75) (&g, [4], [5) do not play any particular role
they indicate token-identity in the complex structureFiBURE 2.2, where these lexical descriptions
and their pieces are present at different places within &seription of the whole sentence.

Now we can license phrases by means of the lexical desargptibe IDSCHEMATA in (67) and
the VALENCE PRINCIPLE in (68). SCHEMA-2 and the principle in (68b) license the phrassarte(“a
book”) in (77). SSHEMA-3 and principle (68c) license the phragteste o cart€"is reading a book”),
and by means of &HEMA-1 and principle (68a), we can license the whole sentémteiteste o carte
(*John is reading a book”). For readability, | leave unmarkiee token-identity between the valence
lists of a phrase and those of its head daughter. For instar{@&), we should label the COMPS and
the SUBJ values of the phrase with the same tags as the COMPSUBJ values of the wordarte
in (75d). See a full specification of these token-identitiethe tree structure iRIGURE 2.3.

Regarding the PHON value of phrases, | tacitly assume aiplinin the grammar that restricts
this value in a sensible way so that it contains all and ondyRRHON values of the daughters in the
intended linear ordet

(77) o carte(‘a book’)
[phrase

PHON (0 carte )

[ [category 1]
HEAD [5noun
valence
Ss 3] | LOC|CAT
| suBJ ()
VAL
SPR ()
COMPS ()

head-spr-str
DTRS |[HEAD-DTR
L SPRDTR 75d

%Given that the value of PHON is a list, we should have a commaden the phonological string elements and write
[PHON(o, carte )] in (77). For simplicity | leave out the commas and only useamklto delimit the individual phono-
logical strings.
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(78) citeste o cartd'reads a book’)

[phrase i
PHON (citege o carte )
[category 1
HEAD [0 verb }
VFORM presen
SYLOC|CAT valence
VAL suBJ ([2NP)
SPR ()
COMPS ()
[head-comp-str
DTRS HEAD-DTR  [75D
i | COMP-DTR |
(79) lon citeste o carté'John reads a book’)
[phrase 1
PHON (ion citege o carte )
[category i
HEAD [0 verb }
VFORM presen
SsLoC|cAT valence
SuBJ ()
VAL
SPR ()
i COMPS () |
'head-subj-str
DTRS HEAD-DTR
L | SUBJDTR |

A detailed AVM description of the phrase in (79) is giverFiGURE 2.2, p. 63. A tree structure nota-
tion is given inFIGURE 2.3, p. 64, where the branches under each phrase corresptmdttributes

of the head-structure object that is the value of DTRS in tirage. For the upmost phrase in the tree
the left branch stands for the SUBJ-DTR attribute and thet figanch for the HEAD-DTR attribute.

The reader may verify ilFIGURE 2.3 the correct application of the constraints given in Sec-
tion 2.3.2.2. The HFP is respected since the phoasarte inherits the HEAD valugs] of its head
daughtercarte, and the phrasesiteste o carteandlon citeste o carténherit the HEAD valudyo] of
their head daughters. The IDRRNCIPLE is respected since we only have phrases with a DTRS value
of sortshead-subj-strhead-spr-str andhead-comp-stticensed by the schemata in (67). The correct
application of the XLENCE PRINCIPLE can be verified by observing that non-head daughters sat-
urate the corresponding valence requirements of the haaghtis, while the other valence values
are inherited by a phrase from its head daughter. The warig gets its SPR value saturated by the
specifiers), so the phrase cartehas the empty list value for SPR. The same procedure applid¢ise
word citesteand the phraseiteste o cartevhose COMPS and SUBJ values are saturatefdobgnd
[12, respectively, so the phraseiteste o carteandlon citeste o cartdnave empty COMPS and SUBJ
values. Apart from the saturated valence valwesarteinherits the SUBJ and COMPS valyes/
from the head daughtearte, citeste o carténherits the SUBJ and SPR values/ [16] from the head
daughterciteste andlon citeste o carténherits the SPR and COMPS valugs/ [17] from the head
daughterciteste o carte
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[phrase

PHON<i0I’1 citege o carte

category
HEAD @
ss|Loc|cAT valence
SuBJ()
VAL
SPR()
COMPS ().
head-subj-str
rphrase
PHON <cite§e o carte >
category
HEAD @
‘ | valence
ss|Loc|cAT
SUBJ
VAL <NP>
SPR()
COMPS ()
["head-comp-str
[word T
PHON <cite;xe >
category
HEAD @verb
valence
H-DTR
ss|LOC|cAT SuBJ < NP>
VAL
SPR()
COMPS< Np>
ARG-ST <>
[phrase
PHON <o carte >
r category
HEAD
H-DTR
ss[3]| Locjcar valence
suBJ()
VAL
SPR ()
L COMPS(()
DTRS DTRS rhead-spr-str
rword
PHON <carte >
category
HEAD noun
H-DTR valence
Cc-DTR Ss Loc|cAT sUBJ()
VAL
SPR<|§|>
COMPS ()
DTRS | ARG-ST <|§|>
["word
PHON <o>
category
det
HEAD
SPRDTR SPECN
ss[6]| Loc|car valence
SUBJ
VAL 0
SPR()
COMPS (),
L L L LARG-ST ()
[word 7]
PHON <ion >
category
HEAD noun
S3DTR
ss[2] Loc|caT valence
SuBJ()
VAL
SPR()
COMPS ().
L ARG-ST ()

Figure 2.2:lon citeste o carte
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A

['word
PHON (ion )

ss[2]

LOC|CAT

| ARG-ST ()

category

HEAD [1Jnoun
valence

VAL SUBJ ()
SPR ()
COMPS ()

[phrase
PHON(ion citege o carte )
category
HEAD [0]
SYLOC|CAT valence
VAL SUBJ()
SPR[16]
comPs[17]
head-subj-str
DTRS |HEAD-DTR [1]]
SUBJDTR

[phrase ]
PHON(citege o carte )
category
HEAD [0]
SYLOC|CAT valence
SUBJ
VAL
SPR
compPs[17)()
head-comp-str
DTRS | HEAD-DTR [9]
COMP-DTR

L e

[word [phrase

PHON (citege ) PHON (0 carte )
[category ] [ category 1
HEAD [Olverb HEAD

[9] valence valence
SYLOC|CAT - SUBJ<NP> ss[3]|Loc|caT " susi [
SPR [16]() SPR()

I comps([3INP) COoMPS[14]

| ARG-ST ([2], [3]) ] head-spr-str

DTRS | HEAD-DTR

SPRDTR
[word i [word
PHON (0) PHON (carte )
[ [category 1] i [category ]
det HEAD [Slnoun
HEAD SPEC[4N valence
ss [4| Loc|caT
ss[g]| Loc|car valence vaL |SYB? [13()
SuBJ () SPR ([6])
VAL spr O i | comps [14/()] | |
L COMPS () | ARG-ST ([6])
| ARG-ST () |

Figure 2.3: Tree representation ion citeste o carte
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2.3.2.5 Further issues: Semantics

So far, we have discussed the organization of an HPSG grafnomaa syntactic point of view. That
is, we paid attention to objects of sadtegory the value of the attribute CAT. In this section | briefly
address the semantics in HPSG, i.e. objects ofcaortent as the value of the attribute CONT.
Semantics in the HPSG tradition of Sag and Pollard (1987)Ruildrd and Sag (1994) is based
on theSituation Semantickamework of Barwise and Perry (1983), but it also makes dsatter
semantic mechanisms imported for instance from Cooper3)188ooper storage’). The values of
the attributes focontentobjects characterize a semantic ontology specific to HPSGnah shared
by other frameworks. In Chapter 5, | will replace this kindaoitology with another one, based on
model-theoretic semantic representations generallynasdun semantic theories. For this reason,
at this point | only give an informal description of the vadulor the CONT attribute. This short
presentation is necessary to understand a proposal in d&&wikSag (2002) which will be addressed

in Section 4.3.1.
Let us concentrate on the semantic representation of a verb:

rword ]
PHON list(phon-string)
[ Mocal
HEAD verb
VAL valencJ
(80) synsem |FOC content
QUANTS “list of scopal elements/’
NUCL  “main predication”
STORE “set of quantifiers”

CAT {

CONT

NLOC nonlocal
LARG-ST list(synsem) ]

The structure in (80) is the result of several empiricallytiwaded changes proposed in Pollard
and Yoo (1998) and Przepiorkowski (1998), which modifiegl ¢iiginal semantic representation of
signs as viewed in Pollard and Sag (1994).

The CONT value of a verb contains the attributes NUCL (“nusfg, QUANTS (“quantifiers”)
and STORE. NUCL hosts the semantic relation expressed byettie The value of QUANTS is a
list of quantifiers (scopal operators) which take scope éndtder dictated by the list: the leftmost
quantifier has widest scope. They all take scope over theensiadf the verb. The interpretation
of quantifiers on the QUANTS list is mediated by a Cooper gfermechanism encoded under the
attribute STORE. The value of STORE is a set of quantificalioperators. It is non-empty for quan-
tificational determiners, NPs that contain a quantifier, @ths that have quantificational arguments.
The STORE value is inherited by NPs from their determinevysa guantifier NP likdiecare student
‘every student’ will have the SpECiﬁC&tiCﬁEﬂLOC|CONT|STORE{EVERYSTUDENTH. Verbs inherit the
STORE specification of their arguments. The veitestein (81) has two quantificational arguments
fiecare studentevery student’ ana carte‘'some book’ with a non-empty STORE set, so its STORE
is a set of two quantifier?

(81) Fiecarestudentcitesteo carte
every studentreads a book

%Note that in (82) | employ the notation in de Swart and Sag22®6r the NUCL value of the verb: the relation READ
is different from the notation in Pollard and Sag (1994).
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i. ‘Every student is such that s/he reads a book.’
ii. ‘A book is such that every student reads it.’

[word

PHON <cite§e >
[ [category
HEAD verb

valence
SUBJ < NP>
VAL
SPR
62 |0 0
COMPS < NP>

[content

QUANTS
NUCL READ

I STORE {EVERYSTUDENT, SOMEBOOK}

| ARG-ST <[SS|L|_C|STORE { EVERYSTUDENTH, [SS|L|C|STORE {SOMEBOOK}D

CAT

CONT

A retrieve (3[4

We represent sets with curly brackets to distinguish themmfthe angle brackets for lists. Ele-
ments in a set are not ordered, so thgzdbes not say anything about the scope interaction between
the two quantifiers. This is fixed on the QUANTS list of the viegbmeans of a relatioretrieve
The relationretrieve  takes a s€8] and returns a (ordered) ligt of the elements of that set. Thus
in (82) the variablez may take two different list valuestEVERYS TUDENT soMeBOOK) 4ng
(SOMEBOOK, EVERYSTUDENT>. The former gives us the first interpretation in (81) and #itef
the second one.



Chapter 3

The semantic status of Romanian
n-words

This chapter addresses the main empirical facts concefamganian NC. The aim is to determine
the semantic status of n-words and their role in NC constmst | argue that Romanian n-words are
negative quantifiers, and that their behavior within NC mesies that of inherently polyadic quanti-
fiers discussed in Section 2.1.3.

The chapter begins with a general presentation of NC laregiégection 3.1), and of the basic
NC data in Romanian (Section 3.2). The NPI and the NQ appesithNC mentioned in Section 1.2
are considered here in relation to Romanian. Section 3Xdd¢e® several arguments against an NPI
approach, and for an NQ analysis. In Section 3.4 more enapsigpport is brought for the negative
semantics of Romanian n-words. In the last part, Sectiontl@e5scope interaction between NQs and
other operators is investigated. The similarity betweendd@ cumulative polyadic quantifiers leads
to a proposal to treat NC as an inherently polyadic quantifier

3.1 N-words and NC languages

The termn-word, originary from Laka (1990), has become very popular in iteedture on negation
and is used for nominal and adverbial negative constitu@diksthe Spanismadie ‘nobody’ nada
‘nothing’, ningun ‘no’ , nunca ‘never’), as opposed to the negative sentential operatually an
adverb or an adverbial particle attached to the verb andregf¢o as the Negative Marker (NM).

3.1.1 DN vs. NC Languages

A central distinction that crosslinguistic studies on riegamake is that between Double Negation
(DN) and Negative Concord (NC) languades DN languages the cooccurrence of a negative con-
stituent with the NM or another negative constituent resinta DN effect, i.e. the sentence is under-
stood as affirmative. In NC languages such a cooccurrenegvesca NC reading, i.e. the sentence

1The discussion here is not intended to be exhaustive in cteaizing negation or even negative concord in Romanian.
For related issues not addressed here the reader is refertied overview on Romanian negation in Barbu Mititelu and
Maftei Ciolaneanu (2004).

2The termnegative concoratomes from Labov (1972) and is equivalent to Jespersenk7jidbuble attractionand
Klima’s (1964)neg-incorporation
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is understood as negative. The class of DN languages irclmdst Germanic languages, while Ro-
mance and Slavic are standardly taken to belong to the cfaN§€danguages. Let us take a few
examples from both classes:

(83) DN languages
a. Standard English

John diah't say that.
John didh't saynothing. (= ‘John said something.”) (DN)

b. German

Hanshat das nicht gekauft.
HanshasNM bought

‘Hans didn’t buy that.’

Hanshat nicht nichts gekauft.
HanshasNM nothingbought

‘Hans didn’t buy nothing.’ (= ‘Hans bought something.") (DN
Janloopt niet.
JanwalksNM
‘Jan doesn’t walk. (Zeijlstra (2002, p. 186))

Frank heeftniet niemand gezien.

Frankhas NM nobody seen

‘It is not the case that Frank didn’t see anybody.’ (DN)
(Giannakidou (2006, p. 329))

(84) NC languages
a. Italian

Gianninon e venuto.
GianniNM is come

‘Gianni didn't come.’

Gianni*(non) ha visto nessuno
GianniNM  hasseennobody

‘Gianni didn't see anybody.’ (NC)

b. Spanish

Pedrono ha vistoa Juan.
PedroNM hasseenJuan

‘Pedro didn’t see Juan.’

Pedro*(no) ha visto anadie.
PedroNM hasseennobody

‘Pedro didn’'t see anybody.’ (NC)

C. Polish

Jan nie lubi Marysi.
JohnNM likes Mary

‘John doesn't like Mary.’
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ii. Marysia*(nie) data niczegoPiotrowi.
Mary NM gavenothing Piotr
‘Mary didn't give anything to Peter.’ (NC)
(Przepibrkowski and Kups€ (1999, pp. 212-213))

The interpretation of sentences (83a-ii), (83b-ii), (83aualifies standard English, German, and
Dutch as DN languages, while (84a-ii), (84b-ii), and (83drdicate that Italian, Spanish, and Polish
are NC languages. As will be shown in Section 3.2.2, Romadnédongs to the second class.

Besides the DN effect, in DN languages negative constisukke nothing nichts niemandalso
yield sentential negation alone, whilessunpnadig niczegodo not. Compare the negative meaning
of (85) below to the obligatoriness of the NM in (84a-ii), (8#), and (84c-ii)3

(85) Negative quantifiers in DN languages

a. John saidhothing. (English)
b. Hanshat nichts gekaulft.

Hanshasnothingbought

‘Hans didn’t buy anything.’ (German)
C. Frankheeftniemand gezien.

Frankhas nobody seen

‘Frank didn't see anybody.’ (Dutch)

Negative constituents in DN languages are usually caileghtive quantifierswhile the notion
n-wordis used for negative constituents in NC languages. In tleisishl will use the ternm-word for
negative constituents in both NC and DN languages. A defipiogerty of n-words is their ability to
appear in contexts where they independently contributathegmeaning, so we can formulate this as
a condition for qualifying a constituent as an n-word (86):

(86) An expression is amwordif there are contexts where it independently contributemtiee
meaning.

Fragmentary answers are one context that satisfies theticon(@6) in all NC languages, just like
in DN languages. Thus a question like the English (87) cannsgvared with an n-word in each of
the three NC languages below, and the answer is invariatdypreted as negative:

(87) Who came?

a. Nessuno. (Italian)

b. Nadie. (Spanish)
C. Nikt. (Polish)

‘Nobody.’

3.1.2 Strict vs. non-strict NC

Within the class of NC languages, Giannakidou (2006) distishes strict NC from non-strict NC.
The former refers to languages where the presence of an di-wa sentence always requires the
cooccurrence of the NM on the verb, regardless of the syaotposition that the n-word occupies.

%jtalian nessunaand Spanistmadie can yield sentential negation in some special cases desciibSection 3.1.2, but
the contrast above still holds, since in (84a-ii) and (84hiey wouldn’t be able to.
4See also Giannakidou (2006) for a more restricted definbiiowhich n-words only appear in NC languages.
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In non-strict NC languages, an n-word preceding the verbdempatible with the NM and is able
to license NC with other n-words. The NC constructions of khred in (88a-ii) are usually called
‘negative spread’ (den Besten (1986)).

Slavic languages typically belong to the former class, rRmshance languages to the latter. The
examples in (88a) and (88b) illustrate the contrast betvileetwo NC classes:

(88) a. Non-strict NC (Italian)

I Nessuna(*non) & venuto.
nobody (*NM) is come

‘Nobody came.’

ii. Nessuno(*non) ha visto nessuno
nobody (*NM) hasseennobody

‘Nobody saw anybody.’
b. Strict NC (Polish)
i. Nikt  *(nie) dat Marysiksiazki.
nobodyNM gaveMary book
‘Nobody gave Mary a/ the book.’
ii. Nikt  *(nie) uderzytnikogo.
nobodyNM  hit noone
‘Nobody hit anybody.’ (Przepiorkowski and Kupst (19§9.213))

The asymmetric conditions imposed on the presence of the Migréverbal and postverbal n-
words indicate that Italian displays the non-strict varief NC ((88a) vs. (84a-ii))§. The Polish
examples in (88b) repeat the situation already observedpuistverbal n-words in (84c-ii), and thus
establish that Polish is a strict NC language. In Section23t2will be shown that, unlike other
Romance languages, Romanian is typically a strict NC laggua

3.2 Negation and NC in Romanian

3.2.1 General facts about negation in Romanian

GA (1966) and Avram (1986) describe the use of the MMwith the phonological variant-)® before
the main verb as the common way to negate a sentence in Romarti® sentence in (89b) is the
negative counterpart to (89a):

(89) a. Studentii au citit romanul.
students-thénavereadnovel-the

‘The students read the novel.’

b. Studentii nu au citit romanul.
students-théNM havereadnovel-the

‘The students didn’t read the novel.

5The presence of the NM with a preverbal n-word is not completegrammatical, as (88a) may suggest. Under special
intonational conditions, the two sentences may receive dribpretation (see Zanuttini (1991)). But for a NC readling
the presence of the NM is excluded.

5The reduced form- is optionally used under certain phonological conditioasatibed in Section 5.5.6.
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Besides negating the main verb of a sentemuejs also able to negate a constituent, like in
(90). In this case, the sentence is affirmative, becausedh®ig not negated. This role ol is
usually referred to as “constituent negation” and is syitalty distinguished from the one in (89),
the “negative marker”. 1 will gloss constituent negation with not, and the negative marker with
NM:

(90) a. Nustudentii au citit romanul.
not students-thdavereadnovel-the

‘It was not the students who read the novel.

b. Studentii au citit nu romanul, ci prefata.
students-thdavereadnot novel-the but preface-the

‘The students read not the novel, but the preface.’

The NM nu appears with all the finite verb forms (including the subjive), and with the infini-
tive. The other non-finite forms, i.e. present/ past parkcand supine, become negative by means of
the prefixne- attached to the verb:

(92) nu va scrie/nu ar scrie/ sanu scrie/a nu scrie/ nescriind/ nescris/ de
NM will write/ NM would write/ SINM write/ to NM write/ un-writing/ un-written/ of
nescris
un-written

Although negated non-finite verb forms cannot contribuigatien to the main clause, they do express
negation of the predication within absolute clauses oreceduelative clauses:

(92) a. Mariaa mersmai departeneacordindatentie oamenilordin jur.
Maria hasgonefurther, un-paying attentionpeople around

‘Maria walked further, without paying attention to the peopround.’

b. Acestarticol necitat de catrecritici estede faptfoarteinteresant.
this article un-citedby criticsis in factvery interesting

‘This article, which wasn'’t cited by critics, is actually yeinteresting.’

Another means of negating a constituent within a sentertte igrepositiorfara ‘without’, which
can negate an NP, but also an infinitival or a subjunctivesgau

(93) Mariaa rezolvatproblema fara ajutor/a cereajutor/sacearaajutor.
Maria hassolved problem-thewithouthelp/ toask help/ SJask help

‘Maria solved the problem without help/ asking for help.

3.2.2 N-words and NC

Besides the NM contributing negation to the verb, GA (196&) Avram (1986) mention n-words as
negative constituents which give rise to negative conéord:

(94) a. Studentii  *(nu) au citit niciun roman.
students-th&dlM havereadno novel

‘The students read no novel.’

"GA (1966) and Avram (1986) use the terms “double negatioor’ KfC with one n-word) and “multiple negation” (for
NC with two or more n-words).
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b. Studentii  *(nu) au citit niciodata niciun roman.
students-théN\M havereadnever no novel

‘The students never read any novel.’

C. Niciun student(nu) a citit romanul.
no studentNM hasreadnovel-the

‘No student read the novel.

d. Niciun student*(nu) a citit niciun roman.
no studentNM hasreadno novel
‘No student read any novel.

Romanian, like other languages, has both bare n-words aaticghld be called ‘n-determiners’:

(95) Romanian n-words
e Nouns (pronouns):
— nimeni (‘nobody’), with dative-genitivenimanui
—nimic (‘nothing’)
—niciunul/ niciuna (masculine/ feminine of ‘no one’, ‘none’) with dative-géne
niciunuia/ niciuneia
e Adverbs:
— niciodata (‘never’)
— nicaieri/ niciunde (‘nowhere’)
—nici(de)cum (‘nohow’, ‘nowise’), deloc(‘at all’)
e Determiners:
—niciun/ nicio (masculine/ feminine singular of ‘no’) with dative-gemdginiciunui/
niciunei
(94) shows that the presence of an n-word always requireblkhen the verb. With respect to
Giannakidou’s distinction in Section 3.1.2, Romanian digsl as a strict NC language: the preverbal
n-word in (94c) and (94d) doesn’t make the presence of the Nhe verb any more optional than
the postverbal n-words in (94a) and (94b).
NC also appears in non-finite and ‘without’-constructioas)ong as the prefire-or the negative
prepositionfara is present:

(97) a. Mariaa mersmai departe*(ne)acordindatentie nimanui.
Maria hasgonefurther, un-paying  attentionnobody

‘Maria walked on, without paying attention to anybody.’

b. Acestarticol *( ne)citat de niciun critic estede fapt foarteinteresant.
this article un-cited by no criticis in factvery interesting

‘This article, which wasn't cited by any critic, is actualkry interesting.’

8lonescu (1999) and lordachioaia (2004) show that stricthd€s not hold for all instances of negation involving n-veord
in Romanian. In past participial constructions, an n-waetpding the affirmative verb form negates it:

(96) articolde nimeni citat
article by nobodycited

‘article which hasn’t been cited by anybody’

These constructions are quite rare and usually stylig§ioadrked. Our discussion at this point only takes typicatsNC
constructions into account.
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C. Mariaa rezolvatproblema fara niciun ajutor/a cereajutornimanui/ sa
Maria hassolved problem-thewithout no help/ toask help nobody/ SJ
cearaajutor nimanui.
ask help nobody
‘Maria solved the problem without any help/ asking anybaoalytelp.’

In the sentences abowee-andfara exhibit strict NC the same way asl does in (94). This pattern
is not particular to Romanian, since NC languages usudibyvalNC within non-finite clauses, and
underwithout

(98) a. Spanish
Pedrocomproel terrenaosin contarselo  a nadie.
Pedrobought theland  withouttelling-CL.CL. to nobody

‘Pedro bought the land without telling anybody.’ (Herbur¢@001), p. 297)
b. Polish

Zaczalbez  zadnychwstepow.
startedwithoutnone  introductions

‘He started straight away.’ (Przepibrkowski and Kup$299), p. 218)
C. French

Anneest partiesans rien  dire.
Annehasleft without nothingsay

‘Anne has left without saying anything.’ (de Swart and Sa@p@), p. 411)
In conclusion, Romanian n-words can be licensed withirctsiC constructions by the NMu
(94), the prefixne, and the negative prepositidara ‘without’ (97). In what follows, the discussion

will concern contexts like (94), but the conclusions will tmemulated in a way that will allow an
extension to cover the cases in (97).

3.2.3 NPIs

In addition to n-words, Romanian has a class of indefinitasitee to negation, which best resemble
English negative polarity items likeny. They are ungrammatical in positive contexts, and are sedn
only under various forms of negative(-like) licensers:

(99) a. *Mary boughtanybook.
b. Few students boughinybook.

(100) a. *Mariaa cumparatreocarte.
Mariahasbought any book

b. Putini studentiau cumparawreocarte.
few studentshavebought any book

‘Few students bought any book.’

(101) Romanian NPIs
e Nouns (pronouns):
— cineva(‘some-/ anybody’) with dative-genitiveuiva



74 CHAPTER 3. THE SEMANTIC STATUS OF ROMANIAN N-WORDS

— ceva(‘some-/ anything’)
—vreunul/ vreuna (masculine/ feminine of ‘anyone’) with dative-genitiveeunuia/
vreuneia
e Adverbs:
—vreodata (‘ever’)
e Determiners:

—vreun/ vreo (masculine/ feminine singular of ‘any’) with dative-gewé vreunui/
vreunei

As the English translation already indicates, the bare soinevaandcevaare ambiguous between a
specific and a non-specific interpretation. Just like Ehglmmeindefinites in (102b), they outscope
negation (102ai), but they can also be interpreted in thpesobnegation (102aii), like typical English
any-NPIs in (102c):

(102) a. Marianu a zis ca a vazutpecineva
MariaNM hassaidthathasseen some-/ anybody

i. 3> —: ‘There is somebody who Maria didn’'t mention to have seen.’
ii. = > 3: ‘Maria didn't say that she had seen anybody.’
b. Maria dich't say that she sasomebody
i3> i. #->4
C. Maria dich't say that she saanybody
L#Id>- .- >3

This ambiguity disappears in the case of indefinites comginre-, which are unambiguously inter-
preted within the scope of negation:

(103) Marianu a zis ca a vazutvreunhot.
MariaNM hassaidthathasseen any thief
iL#I >
ii. = > 3: ‘Maria didn’t say that she had seen any thief.

3.3 N-words between NPIs and NQs

In order to determine which of the two analyses in Sectionid gppropriate for Romanian, we first
have to establish the semantic status of n-words, that isthehthey are NPIs or negative quantifiers.
This section brings arguments against the NPI hypothesRdmanian n-words.

After a general presentation of the NPI licensing condgi¢8ection 3.3.1), in Section 3.3.2 |
present the reasons why an NPI analysis is not desirabledioraRian. The subsequent sections bring
additional arguments for the negative character of n-words

3.3.1 NPlIs

Ladusaw (1980) addresses two main problems concerningiveegalarity items likeany. 1) NPIs
are licensed by some operators but not by others, 2) thetopéras to precede the NPI in the syntax:

(104) a. Few*Many people savanybody
b. He did*(n't) seeanybody
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c. *Anybodydidn't see him.

(104a) and (104b) indicate that Engliahybodycan be interpreted in the scopefefvandnot, but
not in the scope ofmanyor that of an affirmative verb. The ungrammaticality of (1)04dds to this
condition a syntactic observation: it is not enough to jtetr an NP1 within the semantic scope of a
licenser, it also has to be preceded by that licenser in thiagy The former constraint is referred to
as the ‘semantic licensing’ of NPIs, and the latter as thetagtic licensing’.

With respect to ‘semantic licensing’, the idea put forwaydladusaw is that NPanyis an exis-
tential quantifier which must be licensed in the scope of atieg operator that is at leagbwnward
entailing

3.3.1.1 A hierarchy of negative licensers

van der Wouden (1997) and Zwarts (1998) give a semantic ctesiization of negative contexts which
sheds more light on the semantic licensing differences gmid?l classes. They distinguish between
downward entailing (DE), anti-additive, and antimorphpeaators:

Definition 3.1 GivenX andY’, a functionF' is
a. downward entailingff:

XCY - F(Y)CF(X)

b. anti-additiveiff:
F(XorY)=F(X)andF(Y)

c. antimorphiciff:
F(XorY)=F(X)andF(Y)

F(X andY)=F(X)or F(Y)

DE operators are the largest class of the three, and arectddzad by the least negative seman-
tics satisfying the condition IiDEFINITION 3.1a, which is the weakest. Anti-additive operators are a
subclass of DE operators, characterized by a strongeriviggabnstraint. The most negative opera-
tors are the antimorphic ones, constituting a further ietstt subclass of the anti-additive operators.
Thus there is an inclusion relation between the three dagEaegative operators, in the order in
which they are presented DEFINITION 3.1. This relation is directly reflected in the examples elo

In (105) there are three DE operators: the quantier the prepositiorwithout, and the NMnot.
Many, a positive operator, does not obey the DE conditiomBFINITION 3.1, which explains the
ungrammatical version of the sentence in (104a).

(105) ForX= [spinacflandY = [vegetablg, [spinacliC [vegetablé:
a. Many people eat vegetableg> Many people eat spinach.
b. Few people eat vegetables» Few people eat spinach.
C. John ate his sandwiatithout vegetables- John ate his sandwichkithout spinach.
d. John doest eat vegetables— John does't eat spinach.

If we take X to stand for “flower” andy” for “book” in (106), we can check the three expressions
above for anti-additivity:

(106) a. Fewpeople brought flowersr books.# Few people brought flowerandfew peo-
ple brought books.

b. John camevithout flowersor books. = John camwithout flowersandJohn came
without books.
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C. John did't bring flowersor books. = John didl't bring flowersand John diah’t
bring books.

Without and not in (106b) and (106c) meet the condition EFINITION 3.1b and thus qualify as
anti-additive. The lack of equivalence in (106a) indicdtest few peoplealthough DE (105b), is not
anti-additive. Negative indefinites (n-words) containimgy like nobody nothing no studentre also
anti-additive (see van der Wouden (1994)).

In (107), it can be seen that the class of antimorphic exjmesss even more restricted than that
of anti-additive expressionsvithoutdoes not pass the second antimorphicity test in (107b):

(107) a. John cameithout flowersandbooks.# John camevithout flowersor John came
without books.
b. John did't bring flowersand books. = John did't bring flowersor John diah’t
bring books.

In conclusion nhotis the strongest negative expression of the three considene, since it is the
only one that fulfills the antimorphicity conditions.

3.3.1.2 Licensing of NPIs

Given the hierarchy of negative functionsbeFINITION 3.1 and the proposal in Ladusaw (1980) that
NPIs are licensed by DE operators, it follows that Enghsty-NPIs should be grammatical in the
scope offew, without andnot, but not in the scope ahany This is confirmed by the data in (104a)
and (104b), and (108) below:

(108) He managedithout anyhelp.

Furthermore, (104c) shows that the NPI has to be preceddtelicensing operator in the syntax.
To account for this, Ladusaw proposes that NPIs mustt@mmandedly a DE operator. A common
definition of c-command is the one below:
(109) In a tree, a node A&~-commandsode B iff
e neither dominates the other, and
e every (branching) node dominating A also dominates B.
The tree in (110) represents the structure of sentence i®deated as (111a). Note tlzatybody

c-commandslidn’t, but not vice versa, because the first branching node (Y P)rddimg didn't does
not dominateanybody In Ladusaw’s account, this explains the ungrammaticalitfl11a).

XP

(110) _— T

*anybody YP

/\
didn’t Zp
RN
see him

(111) a. *Anybodydidn’'t see him.

b. He didh't seeanybody

In (110),didn’t c-commands the direct object position, which explains wt8Ap)/ (111b), with the
NPI anybodyin the object position, is grammatical.
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3.3.1.3 Classes of NPIs

van der Wouden (1994, 1997) and Zwarts (1998) show that drerthree classes of NPIs, which are
semantically licensed by the three classes of negativetgrer Within van der Wouden’s (1994) ter-
minology, DE operators licensgeakNPIs, anti-additive operators license NPIswédiumstrength,
while antimorphic operators licens&rongNPIs.

Considering the hierarchy of negative operators preseattesie, weak NPIs should be success-
fully licensed by each of the three kinds of operators, atlaat is confirmed in (104a) and (104b),
and (108) byanywhich is grammatical with DEew, anti-additivewithout and antimorphiaot In
(112),anyis also licensed by the D& most and the anti-additiveobody

(112) a. At mostthree people brougtanyflowers.
b. Nobody broughtanyflowers.

NPIs of medium strength likgetare licensed by anti-additive operators, but not by DE ones:

(113) a. *Atmostthree people brought floweyet
b. Nobody has brought the flowenget
C. John has't brought the flowerget

Finally, the strong NP& bit can only be licensed by the antimorphic operatot

(114) a. *Atmost three linguists wera bit happy about these facts.
b. *No onewasa bit happy about these facts.
C. Chomsky was't a bit happy about these facts. (van der Wouden (1994), p. 19)

Some medium and strong NPIs have been noticed to displaycatibnal properties: they can also
appear in positive contexts, but they are interpreted as Nl under appropriate negative licensers.
For instanceyetis synonymous witlstill in positive contexts (115a), but not in negative ones, where
it gets an NPI reading (115b):

(115) a. YetJohnis a nice guy. Still, John is a nice guy.
b. Nobody was thereyet £ Nobody wasstill there.

The same contrast appears watlbit, which as a non-NPI is synonymous waiHittle (116a), a fact
that does not hold for NRA bit (116b):

(116) a. John is bit upset. = John ia little upset.
b. John isnot a bit happy.= John isnot a little happy.

Ladusaw’s analysis of NPIs concentrates on the properfiesy i.e. ‘weak’ NPIs. The other
two classes of NPIs are semantically more restricted #&mgnso they satisfy the licensing conditions
imposed orany, plus their specific restrictions. Thygtanda bit — in their NPI form — cannot be
licensed by the non-DE quantifierany as (117a) and (117b) indicate: the former is totally ungram
matical, while the latter can only receive the non-NPI ragdi

117) a. *Many students were thenrget
b. Many students wera bit/ a little upset.

Moreover, they must be c-commanded by their negative leer@3therwise, they again lose the NPI
reading (see (118a) and (118b)).
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(118) a. There waget still nobodyto answer.
b. ?? They wera bit/ a little not happy.

In conclusion, the observations in Ladusaw (1980) conngrhoth the semantic and the syntactic
licensing ofanycarry over to stronger NPIs, which are semantically morestamed.

3.3.1.4 Roofing

In Ladusaw (1980), NPdnyis assumed to contribute an existential quantifier. Butgbamntifier does
not behave like a typical existential quantifier contrilslby an indefinite, since no other operator is
allowed to intervene between it and its licenser. (119a)h@=ading in which the universal quantifier
intervenes between the negative operatorand the existential quantifier carried by the indefinite
a student In (119b) this reading is not available anymore, becausesttistential quantifier is con-
tributed by the NPhny. The only reading is the one in which no operator interverets/éen the
negation and the existential quantifier (119bii):

(119) a. Meg did’t readeverybook toa student.
—Vz[book(x) — Jy(student(y) A read(Meg, z,y))]

b. Meg didh’'t readeverybook toany student.
i. # “Va[book(x) — Jy(student(y) A read(Meg, x,y))]
ii. =3Jy[student(y) A Vx(book(x) — read(Meg, x,y))]

In view of this observation, an extra stipulation has to balenabout the semantic licensing of
any® Ladusaw (1992) gives up the assumption that Ry contributes an existential quantifier,
in favor of a general definition of NPIs in terms of Heimiandefinites’ (cf. Heim (1982)). Thus
NPIs are considered to be variables with descriptive caraad no inherent quantificational force,
which become existentially bound at some point in the imtgtion. The existential binding is only
available when the indefinite falls in the restriction or thelear scope of an operator. This binding
operator is called ‘theoof of the indefinite’. With the notion of a ‘roof’ the immediatess between
the licenser and the NP1 comes for free and no additionalllstijpn is necessary.

In conclusion, the semantic licensing of NPIs is formulae@ generabofingcondition: the roof
must be an appropriately negative operatamy-NPIs, as a subclass, must be semantically roofed by
a DE operator, and c-commanded by it in the syntax. In Se@ti®r2.1 below | compare the licensing
of NPIs with that of n-words.

3.3.2 N-words as NPIs

In what follows, it will be shown that the assumption that Roman n-words are NPIs encounters three
major problems concerning: 1) the status of the licenselo@lity conditions, and 3) modification
by almost They are addressed in this order in Sections 3.3.2.2,,3883.3.4, after a presentation
of the main claims of the NP1 approaches with respect to rde/¢Bection 3.3.2.1).

3.3.2.1 Ladusaw (1992)

The first influential NPl analysis is given in Ladusaw (19923)ieth mainly addresses non-strict NC
Romance languages and English NC varieties. This prop@sabeen implemented in various se-
mantic and/ or syntactic-semantic frameworks (see foaimst Richter and Sailer (199% HPSG

9See for instance the Immediate Scope Constraint in Lineb#i®80).
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analysis with Ty2 expressions, Przepiorkowski and Kig§1999) HPSG analysis within Situation
Semantics, and Zeijlstra’s (2004) Minimalist account)veéi the great impact that Ladusaw (1992)
had on NPI approaches, | take this proposal as most repagiserfor the NPI analysis of n-words.

As briefly described in the previous section, Ladusaw (19688gfines NPI licensing in terms of
semantic roofing by a negative operator. This is the mostrgenendition on NPIs, and Ladusaw
argues that a language can display various classes of NRich are licensed via a particularization
of the general semantic roofing condition. These classesratiide n-words.

We now consider the operator that roofs n-words as a kind d6NPhe class of NPIs of the
anytype is broader than that obbody since they accept roofing under any DE operator, so they are
more permissive. Ladusaw (1992) argues that n-words impgs®nger restriction on their roof, that
of anti-additivity @EFINITION 3.1b). This is confirmed by (120), where the Italian n-warednteis
grammatical in the scope sknza(‘without”), but not in the scope gbochi (‘few’), an appropriate
context for the NPhlcuncte (‘anything’):

(120) a. Pochicapisconalcuncl® *niente di logica.
‘Few people understand anything about logic.’ (Italiannididini (1991))
b. ...senzacapireniente di logica

‘without understanding anything about logic.’

Ladusaw’s theory also predicts the grammaticality of (32drad (121b) below. The sentential
negationn’t and the n-wordhobodycount each as anti-additive operators. But the ungramaiiyic
of (121c) comes unexpected if we consider thathingis anti-additive, just likenobodyin (121b).
Thus (121c) must violate a syntactic condition. This is robmmand, sincaobodyis c-commanded
by nothing Moreoveor,anyoneis grammatical in (121d):

(121) a. She did't give nothing to nobody.
b. Nobody saidnothing.
c. *She gavenothing to nobody.
d. She gavaothing to anyone
(Ladusaw (1992), pp. 249-250)

The kind of contrast between (121a) — (121b) and (121c) éstatl in English NC varieties and
in non-strict NC languages like Italian and Spanish. Thengnaticality of (121a) suggests that the
expressor of negation must be associated with the head aktitence (i.e. the verb). At the same
time, the sentence in (121b) is fine, which indicates that-ammrd preceding the head of the clause
can license another n-word. For Italian, Zanuttini (19%fulates the constraint that negation must
have sentential scope, which only happens if the negatigeatqr c-commands the verb. In this way,
one can explain how the NM in (121a) and the n-word in (12X4d#&rse the postverbal n-words.

Ladusaw offers a more elegant solution: he starts from tha idat n-words in NC are NPIs that
have to be roofed by an anti-additive operator. But this ajperdoesn’t need to be part of a lexical
meaning, it can also be constructional, in the sense thatr@lated to a structural feature that is not
visible in the clause. Thus the operator is simply added isoate point in the interpretation of a
sentence, and n-words are taken to act as licensers fos@gion.

Ladusaw (1992) gives the outlines of a syntax-semantidsihdePSG (Generalized Phrase Struc-
ture Grammar) and in GB (Government and Binding). In GPSGropgses that there is a [neg] fea-
ture inherently specified for all negative phrases. Thitufeamust be part of the lexical specification
of the head of a clause in order to trigger sentential negasind this only happens when the feature
is already on the verb (122a) or it gets there by percolattomfan n-word specifier (122b) or an
adjoined sister node (122c¢):
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(122) a. John did't speak.
b. Nobody spoke.
C. Johnnever spoke.

The transmission of the [neg] feature from the n-word to thdoal head in (122b) and (122c) is made
possible by the principle in (123):

(123) (Ladusaw (1992), p. 254)
A category inherits the feature [neg] from a specifier sistean adjoined sister.

The sentences in (122) are all correctly interpreted astivegaithin such an analysis, and the NC
instances in (121) can be explained if one understands dsras roughhself-licensing NPIs

In conclusion, the core idea of the NPI analysis in Ladus&@@2) is that n-words as NPIs have to
be semantically licensed in the scope of an anti-additiveratpr which must be syntactically licensed
either by a head already marked as negative or by an n-worelasipg in a special configuration
(specifier-head or adjunct-head phrase) with the head.

3.3.2.2 A semantic licenser for Romanian n-words?

The central claim of the NPI analysis that n-words need tobeastically licensed by an operator is
refuted here on the basis of the semantic independence cafamn-words?

Romanian negative licensers The classification of negative operators givemEFINITION 3.1 can
also be applied to Romanian. The three negative contexdastied above correspond to the Romanian
putini (‘few"), fara (‘without’), andnu (‘not’). Multi (‘many’) is not even DE:

(124) a. Multi oamenimanincdegume. -~ Multi oamenimanincaspanac.
many people eat vegetables many people eat spinach

b.  Putini oamenimanincdegume. — Putini oamenimanincaspanac.
few people eat vegetables few people eat spinach

C. lon manincasandwich-uffara  legume. — lon manincasandwich-ul
Johneats  sandwich withoutvegetables Johneats  sandwich
fara spanac.
without spinach

d. lon nu manincdegume. — lon nu manincaspanac.
Johnnoteats  vegetables Johnnoteats  spinach

The sentences in (124) are parallel to the English ones i) (Ehd they show thaiutini, fara, and
nuare DE, whilemulti is not.

The examples in (125), the Romanian counterpart to (106)cae thatfara and nu are also
anti-additive, whileputini is not:

(125) a. Putini oameniau adus flori  saucarti. # Putini oameniau adus
few people havebroughtflowersor books. few people havebrought
flori  si putini cameniau adus carti.

flowersandfew people broughtbooks.

Ovariants of an NPI analysis for NC in Romanian, which assunseraantic licensing mechanism for n-words, have
been proposed in lonescu (1999, 2004) and Barbu MititeluMafiei Ciolaneanu (2004). A close consideration of the
motivation behind these approaches in comparison to theepteanalysis is postponed for Chapter 6. In this section, |
concentrate on the empirical evidence that supports treept&Q analysis.
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b. lon a venitfara flori saucarti. =lon a venitfara flori si
Johnhascomewithout flowersor books Johnhascomewithout flowersand
lon a venitfara carti.

Johnhascomewithout books.

C. lon nua adus flori saucarti =lon nua adus flori si lon
Johnnot hasbroughtflowersor books JohnnothasbroughtflowersandJohn
nu a adus carti.
not hasbroughtbooks

Finally, Romaniamu, like Englishnotin (107b), is also antimorphic, bi#ra ‘without’ is not:

(126) a. lon a venitfara flori si carti. #lon a venitfara flori sau
Johnhascomewithout flowersandbooks Johnhascomewithout flowersor
lon a venitfara carti.

Johnhascomewithout books.

b. lon nua adus flori si carti. =lon nua adus flori saulon
Johnnot hasbroughtflowersandbooks Johnnot hasbroughtflowersor John
nu a adus carti.
not hasbroughtbooks

The syntactic condition on Romanian n-words The syntactic licensing contrast illustrated in
(121), which shows up in non-strict NC languages, does risedan Romanian, a strict NC lan-

guage. The ungrammaticality of the Romanian counterpgt2ic), given in (127c), must be due to
the general constraint on NC that the NM be present on the wdrizch we saw in (94c¢) and (94d),

repeated below as (127a) and (127b):

(227) a. Niciun student*(nu) a citit romanul.
no studentNM hasreadnovel-the

‘No student read the novel.’

b. Niciun student*(nu) a citit niciun roman.
no studentNM hasreadno novel
‘No student read any novel.’

C. *(Nu)a dat nimanuinimic.
NM hasgivennobody nothing
‘S/he gave nobody anything.’

Thus the principle in (123) is not necessary in Romanian.

The semantic status of the licenser If Romanian n-words are treated as NPIs, the 1l a rea-
sonable choice for a licenser: its obligatory presence mAtvords is similar to that of a DE operator
with NPIs1? But with the NM as a licenser, there is a puzzling asymmetpénlicensing conditions
of n-words and NPIs: n-words are syntactically more indepah and semantically more restricted
than NPIs. This casts serious doubt on the claim that n-wanels class of NPIs.

) will assume here tha#ira ‘without’ and ne-‘un-" in NC structures count as NMs, too.
12przepiorkowski and Kupst's (1999) analysis of Polish NG the same starting point: the NM is the NPI-licenser.
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First, Romanian n-words do not need to be c-commanded by Mgal the contrast in (128)
indicates. This suggests that n-words are syntacticadly ¢enstrained thaamy NPIs3

(128) a. Niciun studentnu a venit.
no studentNM hascome

‘No student has come.’

b. *Vreunstudenthu a venit.
any studentNM hascome

Let us consider Ladusaw’s approach in relation to (128) biepgtep. Ladusaw (1992, fn. 12,
p. 251) states that n-words do not need to be licensed atsisfaucture (i.e. the c-command condition
does not apply) when they license the negative operatomi(@21d), (122b), (122c), where principle
(123) applies. This would explain the grammaticality of§ap, if the n-word licensed the negative
operator in that position. But we saw above that this priecip unmotivated for Romanian: n-
words never need to license a [neg] feature on the verb, bedhis feature is always there in NC,
it is carried by the obligatory NM. If Ladusaw’s principle @®not apply to Romanian n-words, the
grammaticality of (128a) remains unexplained in comparigothe NPI in (128b). The only answer
is that the c-command condition does not apply to Romaniaomls in general.

Thus n-words are syntactically less restricted than NPlswéver, they are more restricted in
what concerns the semantic value of the licenser: they aleded in a DE context like the nuclear
scope ofputini ‘few’ (129).

(129) Putini oamenistiu  *niciun/ vreundetaliudespreel.
few people know no/ any detail about him

‘Few people know any details about him.’

Ladusaw (1992) claims that anti-additive operators areqpate licensers for n-words. This
explains the ungrammaticality of the n-word in (129), sipegini is DE, but not anti-additive (cf.
(125a)). The Romanian NMau ‘not’ and fara ‘without’ are anti-additive (125), so they are correctly
predicted to license n-words in sentences like (94) and)($pc 71-73.

According to our discussion in Section 3.3.1.3, all the NR& need a stronger licenser treamy
also need to be c-commanded by their licenser (justdikg. The semantic licensing cannot take
place if the syntactic restrictions are not met. From thimipof view, n-words exhibit a contradic-
tory behavior for NPIs: they require a semantically strorigenser, but they are more independent
syntactically. Their syntactic independence, unavaddbt typical NPIs, indicates that the semantic
licensing does not take place with n-words.

In addition to this, there are two more reasons why the idatrttwords are NPIs licensed by an
anti-additive operator cannot be right: 1) the semantics-afords is negative independently of the
NM and 2) in NC the NM does not semantically license the n-word

First of all, in contexts where the presence of the NM is hquineed Romanian n-words display
anti-additivity, which qualifies them as semantically raga(130):

(130) a. articol[de nimeni citat saulaudat] = articol [de nimeni citat si de nimeni
article by nobodycitedor praised article by nobodycitedandby nobody
laudat]
praised

131t should be noted that with Ladusaw’s (1992) assumptiohrih&ords are licensed by an abstract operator, one could
argue for the existence of such an operator in a syntactitiggofrom where it c-commands the n-wonitiunin (128). In
this thesis | use a surface-oriented syntax which disallmwert operators, so | will not pursue this kind of approa8ht
see Zeijlstra (2004) for an alternate account.
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‘article which hasn'’t been cited or praised by anybody’ titde which hasn’t been
cited and which hasn’t been praised by anybody’

b. A: Who was at the door?

B: Nimeni cunoscutsauimportant.= Nimeni cunoscui nimeni important.
nobodyknown or important nobodyknown andnobodyimportant

This property obviously differentiates n-words from NP3g)ce the latter cannot be interpreted at
all in the absence of a licenser. Moreover, if n-words nedddzk semantically licensed by an anti-

additive operator (Ladusaw (1992)) it would remain unexy@é why they cannot license one another
in (131), although they can license an NPI:

(131) articolde nimeni citat la *nicio/ vreo conferinta
article by nobodycitedatno/  any conference

‘article that hasn't been cited at any conference’

Second, if we test the anti-additivity of the NM when n-woads involved (132), the interpretation
of the sentence indicates that this property is not predesver n-words:

(132) lon nu a citit nicio cartesauniciun articol.
JohnNM hasreadno bookor no article

a. Anti-additivity
#lon nu a citit nicio cartesi lon nu a citit niciun articol.
JohnNM hasreadno  bookandJohnNM hasreadno article
‘John didn't read any book and John didn’t read any article.
b. Ellipsis
=lon nu a citit nicio cartesaulon nu a citit niciun articol.
JohnNM hasreadno bookor JohnNM hasreadno article

‘John read no book or John read no article.’

The most natural interpretation of (132) is the one in (132lhere the NM does not take scope over
the disjunction between the two n-words. The sentence isrstmbd as elliptical, i.e. as a disjunction
between two negative clauses. The situation is differetitércase o¥reunNPIs (133), where the first
available reading is the one in which the NM takes scope dvedisjunction of the two NPIs (133a),
so the final interpretation is a conjunction of two negatigatences. This indicates that, unlike with
n-words, the NM displays anti-additivity with respect to ISP

(133) lon nu a citit vreo cartesauvreun articol.
JohnNM hasreadany bookor any article
a. Anti-additivity

=lon nu a citit vreocartesi lon nu a citit vreun articol.
JohnNM hasreadany bookandJohnNM hasreadany article

‘John hasn't read any book and John hasn't read any article’
b. Ellipsis

=lon nu a citit vreocartesauf[lon nu a citit] vreun articol.
JohnNM hasreadany bookor JohnNM hasreadany article

‘John hasn'’t read any book or John hasn't read any article’
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The interpretation (133b) with ellipsis is also possibletfee NPI, as it is with any other item. What
is important is that there is a contrast between (132) an8)(&#ich casts serious doubt on the
assumption that n-words are NPIs.

The data in (132) and (133) raise an additional question: i@possible for a negative operator
to be anti-additive with respect to some items (NPIs) andamti-additive with respect to others
(n-words)? The unavailability of the anti-additive reagliim (132) is most likely the effect of the
syntactic conditions that govern NC in Romanian (see Se@i8.3). Importantly, anti-additivity is
possible for a marginal sentence like (134a). If one foftes to take scope over the disjunction of
the two n-words, the effect is an interpretation contairargpnjunction of two sentences, as predicted
by anti-additivity. But in this case both sentences arerjmtded as affirmative, which means that a
DN effect occurs betweemu and each of the two n-words. Note here that | speakuand not of the
NM. In Section 5.5.2, | will show that thiau is syntactically different from the NMwu (cf. Barbu
(2004)). This difference will also explain the marginaldthe sentence in (134a): there is no NM to
(syntactically) license the two n-words, although therided semantic effect can be obtained if we
disregard the syntax.

(134) a. ??lonNU a citit nicio cartesauniciun articol.
JohnNM hasreadno bookor no article

b. =Nu e adevarata lon nu a citit niciocartesi nu e adevarata lon
NM is true thatJohnNM hasreadno bookandNM is true thatJohn

nu a citit niciunarticol. =lon a citit carti si lon a citit articole.

NM hasreadno  article JohnhasreadbooksandJohnhasreadarticles

‘It is not true that John read no book and it is not true thanJaad no article.” =
‘John did read books and John did read articles.’

The equivalence in (134) suggests that it is not anlyhat is negative in (134a), but also each of the
two n-words. Given these observations, it is impossible &ntain the assumption that n-words are
semantically licensed by the negative marker.

NC constructions withara ‘without’ or with ne-‘un-’ display a behavior similar to that of the
NM nu when it comes to anti-additivity. They exhibit anti-addity over NPIs (135a)/ (135b), but
not over n-words (136)/ (137):

(135) a. lon a venitfara vreofloare sauvreo carte.=1lon a venitfara vreo
Johnhascomewithoutany floweror any book Johnhascomewithoutany
floare si fara vreo carte
flower andwithoutany book
‘John came without any flower or book. = ‘John came withouy dlower and
without any book.’

b. Mariaa mersmai departeneacordindatentie vreunui coleg  sauvreunui
Mary hasgonefurther un-paying attentionany colleagueor any
student.
student

‘Mary walked on not paying attention to any colleague or stud

14This usually involves a special emphasismn(marked in (134) by capital letters) immediately followedan intona-
tional break.
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= Mariaa mersmai departeneacordindatentie vreunui coleg  si
Mary hasgonefurther un-paying attentionany colleagueand

neacordindatentie vreunui student.

un-paying attentionany student

‘Mary walked on not paying attention to any colleague andpayting attention to
any student.’

(136) lon a venitfara nicio floare saunicio carte.
Johnhascomewithoutno floweror no book

a. #lon a venitfara niciofloaresi fara nicio carte
Johnhascomewithoutno flowerandwithoutno book
‘John came without any flower and without any book.’

b. =lon a venitfara niciofloare saulon a venitfara nicio carte
Johnhascomewithoutno floweror Johnhascomewithoutno book

‘John came without any flower or without any book.’

(137) Mariaa mersmai departeneacordindatentie niciunui coleg  sauniciunui

Mary hasgonefurther un-paying attentionany colleagueor any
student.
student
a. # Mariaa mersmaideparteneacordindatentie niciunui coleg  Si
Mary hasgonefurther un-paying attentionno colleagueand
neacordindatentie niciunui student.
un-paying attentionno student

‘Mary walked on not paying attention to any colleague andpayting attention to
any student.

b. = Mariaa mersmai departeneacordindatentie niciunui coleg  sau
Mary hasgonefurther un-paying attentionno colleagueor
neacordindatentie niciunui student.
un-paying attentionno student

‘Mary walked on not paying attention to any colleague or nayipg attention to
any student.

The NMnu, fara andne-are all obligatory in the respective NC constructions, sy thelicensers
for the presence of n-words. But given that n-words are aahdiitive themselves and their licensers
do not exhibit anti-additivity over them, the licensing nahbe semantic like in the case of NPIs. In
the next section | will propose that this licensingsisitactic*®

In conclusion, this section has shown that assuming thataR@n n-words are NPIs leads to
both syntactic and semantic problems. First, they are siio#dly less restricted than other classes of
NPIs which is contradictory for the notion of semantic liseng that we know from NPIs. Second,
their interpretation is not dependent on the presence dfdéeser, since they are anti-additive. The
semantic independence and the syntactic flexibility mag&é\tl hypothesis undesired for the analysis
of n-words. In the next two sections | address two more isgwsupport this conclusion: the locality
conditions on NC and modification taimost

5we will see that thisyntactidicensing of n-words is of a different nature from the ‘syattalicensing’ of NPIs, which
is c-command.
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3.3.3 Locality

If the negative marker is not the semantic licenser of n-wpttlere are two more questions that need
an answer: what is the role of the NM with respect to n-words what does this tell us about the
status of n-words?

The role of the NM A function that the NM obviously plays is that of fixing the semtial scope of
the negative quantifier (NQ). The NM is required on the verthwéspect to which the negation of
the NQ is interpreted. For instance, in a complex sentenotatong a subjunctive clause that hosts
an n-word the NM can be placed either on the main verb (£8&a)on the embedded one (138b). As
the English translation shows the negation of the NQ is interpreted in the clause of thetieg)y
marked verb?

(138) a. Nu i-as ceresase maritecu nimeni.
NM CL-would ask SIRF marry with nobody

‘There is nobody | would ask her to marry.’

b. I-as ceresanu se maritecu nimeni.
CL-would ask SINM RF marry with nobody

‘| would ask her not to marry anybody./ | would ask her to staynarried.’

By comparing the sentence in (138) with a similar one in Etlit can be observed that the n-
word no oneexhibits the ambiguity that would arise in Romanian, todh& NM weren't a condition
for the presence of the n-word:

(139) (Klima (1964), p. 285)
| will force you to marryno one

a. ‘I won't force you to marry anyone.
b. ‘I would force younot to marry anyone.’

Thus the English interpretations in (139a) and (139b) carefarded as the counterparts of the Ro-
manian sentences in (138a) and (138b) with the NM resolfiegstope ambiguity of the n-word.

Locality conditions on NC The idea that in NC the NM marks the scope of the NQ leads tdanot
test (first proposed by Giannakidou) for determining if nrelgare empirically closer to NQs or to
NPIs. In what follows, it will be shown that the licensing ofwords is subject to the same locality
conditions as the scope of bona fide quantifiers. This cossidence for the quantificational status
of n-words. The licensing of NPIs is less constrained witkpeet to locality, which differentiates
them from n-words.

Subjunctive in Romanian is not a barrier for NC (138a), angbagntly neither is it for the scope
of a quantifier likefiecare(‘every’). In (140) below, althougliecareappears in the embedded sub-
junctive clause, there is a reading (140b), where it outssdipe main clause existential:

18Note that scrambling the n-word in the embedded clause @a)lthay have effects on the grammaticality of the
construction, but this will not concern us here.

17CL stands for “clitic”, and RF for “reflexive pronoun”.

18Neg-Raising verbs (Horn (1989), Sailer (2006)) will not basidered here, because they have an exceptional behavior.
But given the assumed lexical nature of Neg-Raising, lepitinside does not compromise the present conclusions.
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(140) Unstudenta Tncercatsa citeascdiecarecarte.
a studenthastried SJread every book

‘A student tried to read every book.’
a. 1> V:A(certain) student tried to read every book.
b. V> 3: For every book there is a student who tried to read it.

But fiecare cannot take scope out of an indicative complement clause tbeecomplementizeca
‘that’, and neither can an n-word be licensed by the NM if atidgative clause boundary intervenes:

(141) a. Unstudenta zis ca a citit fiecarecarte.
a studenthassaidthathasreadevery book

‘A student said that he read every book.
i. 3 > V: A (certain) student said that he read every book.
ii. #V > 3: Forevery book there is a student who said that he read it.

b. *Nu a zis ca a citit nicio carte.
NM hassaidthathasreadno book

The data in (140) and (141) suggest a close similarity betRzmanian n-words and quantifiers,
since the restrictions on their scope are parallel. In addiEnglish n-words, commonly assumed to
be negative quantifiers, display the same scope limitatiabwe observed for Romanian n-words in
(141b). In (142) belowno bookcan take sentential scope within the embedded clause, butitin
the matrix clause:

(142) John said that he read book.
a. ‘John said that he didn't read any book.
b. #'John didn't say that he read any book.’

These facts do not only support the NQ analysis, they alscentaknlikely for n-words to be
NPIs. As (143) shows, indicative clauses are not barrigrslfl licensing in English or Romanian:

(143) a. lon nu a zis ca a citit vreocarte.
JohnNM hassaidthathasreadany book

b. John dia't say that he readnybook.

Syntactic islands provide further supportive evidencguraat and relative clauses constitute bar-
riers for NC, but not for NPIs:

(144) a. Nu am dezvaluitsecretdcaresa-l fi expus pe *niciun/ vreuncoleg].
NM haverevealed secretghat SJ-CLbeexposedPEno/ any colleague

‘| didn’t reveal secrets that exposed any colleague.’

b. Nu am spusasta[pentru cami-o ceruse*niciun/ vreunprieten).
NM havesaid this because CL-CL asked no/ any friend

‘| didn't say that because any friend had asked me to (butuschwanted to.)’

In (144a), the n-worahiciun ‘no’ embedded in a relative clause cannot be licensed by Meldced
on the matrix verb. In the same context, the NRdun‘any’ is unproblematic. A similar situation
holds of (144b), where the n-word and the NPI appear withiagjonct clause. English NPIs in the
corresponding translations are also unproblematic whdyedded in relative and adjunct clauses.
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Finally, it should be noted that the guantificational staifig-words has also been observed in
NP1 analyses of Romanian NC like lonescu (1999, 2004). Ihqudar, the 1999 analysis recognizes
the scope marking role of the NM with respect to n-words asugenquantifiers. However, these
accounts differ from the present one, to the extent that deey the negative contribution of n-words
in favor of the NM as the sole carrier of negatf®nwhich fails to explain the facts in Section 3.3.2.2
and in Section 3.4 below.

3.3.4 Thealmosttest

An empirical test widely used in order to establish the sdmaatus of n-words is modification by
almost(see Zanuttini (1991), Déprez (1997), Richter and Sail®®th), among others). The basic
generalization is thalmostcan modify universal, but not existential quantifiers:

(145) a. Almosteverybody came.
b. * Almostsomebody came.

Zanuttini (1991), a proponent of the NQ analysis for n-wongses modification byalmostto
support the idea that n-words are universal and not exiatemgative quantifiers. Representing a
negative quantifier in standard predicate logic, presugpa@schoice between an existential and a
universal quantifier as interacting with negation, as sstggkby the truth-conditional equivalence in
(146):

(146)  —~Jx[P(x) A Q(x)] = Va[P(z) — —Q()]

Existential quantifiers cannot be modified &lynost(145b), but n-words can (147), so Zanuttini con-
cludes that n-words must be universal (negative) quartdifier

(147) Non ha dettoquasi niente.
NM hassaid almostnothing

‘He said almost nothing. (Zanuttini (1991), p. 117)

NPIs, which are commonly assumed to be existential quarstifeannot be modified bglmost
either and this distinguishes them from n-words. For thisoa, Zanuttini (1991) usedémostalso as
a test against an NPI analysis for n-words:

(148) a. Almostnobodycame.
b. *Icouldn’t seealmostanything.

Zanuttini’s conclusion is that NPIs and n-words are twoidgtparadigms: the former are exis-
tential quantifiers, and the latter universal (negativggmiifiers, a claim that is consistent with their
(in)compatibility withalmost

The asymmetry between n-words and NPIs with respealitostcarries over to Romanian, which
again points at the empirical differences between the tasses:

(149) a. Nu am putut vedeaaproapenicio casa nntuneric.
NM havecouldsee almost no housen darkness

b. *Nimeninu a putut vedeaaproapevreocasa inintuneric.
nobodyNM hascouldsee almost any housein darkness

For a comparison between these accounts and the one deVéiapés thesis, see Chapter 6.
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Penka (2006) There has been much controversy on how relialdeostmodification is as a test for
the status of n-words (see Richter and Sailer (b9@6hd Giannakidou (2006)). Penka (2006) has
recently argued against its validity in this respect. Sloppses a unitary semantic analysisdfmost

as evaluating alternatives on an ordered Horn scale whistekiastential quantifiers at the bottom,
and universal quantifiers at the top. This account predi@siricompatibility betweemlmostand
existential quantifiers in positive contexts like (145bjte extent that existentials being at the bottom
of the ordered scale, there is no lower value below them thatide evaluated as an alternative (150).

(150) Quantifier scale in positive contexts

3 N

Penka (2006) argues that the scale is reversed in the scopegafion, such that existentials
are at the top, so lower alternatives can be considered sncge (151). In her terms, this means
that representing an n-word as an existential quantifiesoayted by negation does not interfere with
its possibility of being modified bylmost The incompatibility of NPIs withalmostin (148b) is
explained in Penka (2006) by means of apparent interveeffents between two operators evaluating
alternatives.Almostis such an operator and soa@sen Evenis taken to be obligatorily associated
with the presence of an NPI. Thus the impossibilityatrhostto modify NPIs is determined by the
intervention effects triggered by the cooccurrencev@nandalmost

(151) Reversed quantifier scale in negative contexts (PEuG5))

3 N

There are several issues about this analysiaglmbstwhich taken together show that it neither
contradicts the assumption that n-words are negative tieast nor does it support the idea that they
are existential and not universal quantifiers.

First of all, while this analysis bringalmostmodification in accord with representing n-words
as existential quantifiers, it does not exclude the otheépopthat n-words are universal quantifiers.
In (146) the universal quantifier outscopes the negativeadpe If the n-word is represented as a
universal negative quantifier, it is still at the top of thalscsince the scale is not reversed and Penka’s
analysis predictalmostmodification to be available.

Second, Penka’s account permits an existential analysisvadrds only under the assumption
that the scale is reversed under negation. This meanalthastactually modifies the whole negative
quantifier: the existential quantifier outscoped by the hegaperator (see (146)). So one cannot say
that it is only the existential that is modified Bymost

This is an issue that Penka (2007) takes into account. Shesatgatalmostmust always take
scope over the negation, because it is a positive polaeity {PPI). She gives the following examples
to illustrate the supposed incompatibility betwe#mostand negative contexts:

(152) (Penka (2007, p. 213))
a. Antimorphic context:
?? | hava't readalmostevery book by Chomsky.
b. Anti-additive context:
??Noneof the guests stayeaimostuntil midnight.

C. Downward entailing context:
?7? Johmrarely sleepsalmosteight hours.
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The claim thatlmostis a PPI is meant to explain the fact tliinostmust modify the whole neg-
ative proposition and cannot modify only the existentiguagifier in the scope of negation. However,
there are two problems with this claim as well. First, it see¢mme that the examples in (152) are not
as bad in Romanian, while slightly modified versions aregmgly fine2°

(154) a. Antimorphic context:

lon nu a citit aproapetoata cartea, maiarejumatatedin ea.
JohnNM hasreadalmost all  book-the,still hashalf of it
‘John didn’t read almost the entire book, he still has hait tf read.’

b. Anti-additive context:
Niciun studentnu a citit aproapetoata cartea.
no studentNM hasreadalmost all  book-the
‘No student read almost the entire book. (= No student isectosfinishing the
book.)’

C. Downward entailing context:
Putini studentiau citit aproapetoata cartea.
few studentdhavereadalmost all book-the

‘Few students read almost the entire book. (= Few studeatslase to finishing the
book.)’

Second, the idea thatmostis a PPI cannot explain its incompatibility with the negabedl/ersal
quantifiernu toti ‘not all’ in (155):
(155) (*Aproapg Nu tofi studentiiau adus carti.
almost notall studentshavebroughtbooks
‘(*Almost) Not all the students brought books.’
| think that this can be explained in Penka’s (2006) analgéialmost if we reformulate the scale
in (151) as the one in (156) with negation and quantifierss Bhale confirms the predictions of the

analysis: —V is at the bottom, so there are no alternatives availableabndstis ungrammatical in
(155). -3 is at the top, so alternatives are available ahmdostis grammatical.

(156) Quantifier scale in negative contexts

-3 -V

In conclusion, assuming thatmostevaluates alternatives, it can modify either a negativentjua
fier (the top in (156)) or a universal quantifier (with or withamegation in its scope: the top in (150)),
but not the existential quantifier alone (the bottom in (J58)the universal outscoped by negation
(the bottom in (156)). So the fact that n-words can be modbiedimostis only compatible with this
analysis if n-words are negative quantifiers.

Further research is needed to determine whedirmostis a PPI at all as Penka suggests and
whether this could be the case in some languages and notarso{{154) suggests that it is not a PPI

20Note that the continuation in (154a) indicates that thisosam instance of metalinguistic negation like the one below
given in Penka (2007, p. 213):

(153) I haven't read ALMOST every book by Chomsky — | have reeety single one.
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in Romanian. Ifalmostcan be conclusively argued to be a PPI, this test is at besvant for the
status of n-words. As we will see below, the arguments fondgative quantifier status of Romanian
n-words are independent afmostmodification.

3.3.5 Conclusion for the choice of the analysis

In the last three sections, various empirical and theakacguments have been brought mainly
against the NPI hypothesis, and partly in favor of an NQ asialjor Romanian n-words. It has
been shown that, with respect to n-words, the NM fails to pheyrole that is expected of a typical
NPI licenser: it does not need to c-command them in the syaakit does not act like a semantic
licenser for them. However, the NM is a syntactic licensemtavords to the extent that it regulates
their scope possibilities, which resemble the ones of umoeersial quantifiers, and those of nega-
tive quantifiers in English. This indicates that n-wordsdtave quantificational force, besides the
negative semantics shown by their anti-additive propgrtie

The contrast between the behavior of n-words and that of MRksrespect to the NM, locality
conditions, andilmostmodification make the NPI analysis untenable for Romaniaords. In the
next two sections, further arguments will be brought in suppf the negative contribution of n-words
and their behavior as negative quantifiers.

3.4 The negative status of n-words and double negation

Having shown that n-words do behave like quantifiers, at ivéth respect to locality conditions on
scope, in this section | present arguments in favor of thegiative content. In Section 3.4.1 | discuss
empirical contexts where n-words express negation on ¢tlairand in Section 3.4.2, | argue for their
negative semantics on the basis of the observation that da@ccurring n-words can yield double
negation readings.

3.4.1 Negative contribution in non-NC contexts

Fragmentary answers Although the typical context where n-words show up is thaN@f with a
NM, in some constructions they can appear alone and expeggtion. Fragmentary answers are
such a case: in (157a), the n-wariinic ‘nothing’ has a negative interpretation:

(157)  What did he buy?

a.  Nimic.
‘Nothing.’
b. * Anything

Fragmentary answers have also been used as an argumernst #dgaiNP| analysis, since an NPI like
the Englishanythingis excluded in such a context (157b).

NPI analyses reject the idea that n-words contribute negati fragmentary answers. Giannaki-
dou (1998, 2000, 2006) argues that these contexts ardaliphind negation is actually contributed
by the NM in the elided material indicated by the strikethglauin (158b):

(158) a. Ce a cumparat?
whathasbought

b. [Nu-aeumparathimic.
NM has bought nothing
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First of all, such an explanation does not provide an answdo avhy the NPlanythingis not
grammatical in the same context. If the negation in (158lepigributed by the negative marker, and
the n-word is an NPI, (159) should also be grammatical as awamnto (158a):

(159) *[Hedidnt-buy] anything

Second, on the basis of Merchant’s (2001) analysis of @lipatanabe (2004) argues that the
negative interpretation of constructions like (157a) attBb) can only come from the n-word. Mer-
chant shows that ellipsis resolution presuppas@aantic identitypetween the elided material and its
antecedent.

Consider the following question-answer pair:

(160) a. Ce a cumparat?
whathasbought

b. Ocarte.
a book

i. # [Nu-acumparatp carte.
NM has bought a book

. [A-eumparat) carte.
has bought abook

There are two possible constructions for which (160b) candstcontaining negative (160b-i) or pos-
itive (160b-ii) elided material. However, only the positiene is available in response to the question
in (160a), because only this one is semantically equivdtetite positive antecedeatcumprat pro-
vided by the question. If the question provides a negatitecadent iju a cumprat), the negative
material is interpreted as having been elided (161):

(161) a. Ce nu a cumparat?
whatNM hasbought

b. Ocarte.
a book

i. [Nu-aeumparatp carte.
NM has bought a book

ii. #[A-cumparatp carte.
has bought abook

In view of the semantic identity between the elided matexal the antecedent, it is obvious now
that in (158), the n-wordhimic is the one contributing negation. The question in (158ayidas
the positive antecedeatcumprat, which is semantically identical to the elided pautt a cumgrat.
Thus the negative marker in (158b) does not contribute stmaegation, unlike in (160b-i), where
the negation it carries makes the elided material incorblgatvith the positive antecedent. Notice that
the difference is made by the n-word: it is only its preseta prevents the NM from contributing
negation in (158bj!

As a confirmation that the n-word is indeed the negative corapbin (158b), consider also the
negative question with an n-word elliptical answer below:

2Yn Section 5.5, | will argue that the NM is a syntactic licenseNC and does not contribute its negation independently
of the n-word(s). This is in accord with the observation abatsout ellipsis.
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(162) a. Ce nu a cumparat?
whatNM hasbought

b.  Nimic. (A cumparatotul.)
nothing(hasbought everything)

i. There is nothing he didn’t buy. (He bought everything.) N)D
ii. #He didn’t buy anything. (#NC)

The question above provides a negative antecedent for ithedahaterial in the answer, so what is
elided is negative. Since the n-word is also negative, tBavanin (162b) can only be interpreted with
two negations leading to a DN reading.

Thus we may conclude with Watanabe (2004) that n-words gnfientary answers are negative.
This holds at least for the Romanian data discussed above.

There are other contexts where n-words appear without a NMereive a negative interpretation.
In what follows | exemplify gapping, comparative, and paattigipial constructions.

Gapping constructions Bilbiie (2008) points out that n-words contribute negatin gapping con-
structions where they establish a contrast with the affismmaterb and a PPI likeam ‘pretty’, tot
‘still’, mai ‘still’ or/ and with another constituent (163c) in the corefa clausé?

(163) a. Mariaot maicitestedarlon (niciodata) nimic.
Mariastill still reads, but Johnnever nothing

‘Maria still reads, but John never does.’

b. Mariacam exagereazadarlon niciodata.
Maria pretty exaggeratedyut Johnnever

‘Maria pretty much exaggerates, but John never does.’

C. Mariamai citestecite o carte darlon nimic/ niciuna.
Mariastill reads each a bookhut Johnnothing/none

‘Maria still reads a book from time to time, but John doesadda anything/ any.

As there is no negation in these constructions apart fromcthratributed by the n-words, there is no
way to argue that the negative meaning of the second conijurf&63a) — (163c) comes from some
source other than the n-word.

Comparative constructions Another context where n-words contribute negation inddpatly of
the NM is that of comparative constructions and disjunctitie.. ori ‘either ... or’ structures like in
(164a) and (164b), respectively:

(164) a. lon e Tnaltca nimeni altul de lael din clasa.
Johnis tall like nobodyelse from him from class
‘John is taller than everybody else in his class. (Nobodyolmnk class is as tall as
he is.)’
b. Maducori la mare, ori nicaieri (altundeva).
me go or to seasider nowhere(else)
‘I'll either go to the seaside or nowhere.

Z2Farkas (2002) shows thatte in contexts like (163c) is a dependent indefinite with a coyivey interpretation. It can
be translated as ‘each’ with a co-varying interpretatiog.(€he boys received one book each).
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Some n-words are often used in relatively idiomatic expoess where they also contribute nega-
tion: the advericiodat (‘never’) with the comparative, antimeni(‘nobody’) within a possessive
construction:

(165) a. Caniciodata, lon a vorbit foartemult cu ceilalti invitati.
like never, Johnhaschattedvery muchwith the otherguests
‘Uncharacteristically, John chatted a lot with the otheegjs.’

b. Noi sintemai nimanui.
we are  of nobody
‘We belong to nobody.’

Past patrticipial constructions An even more straightforward context that indicates theatieg
contribution of an n-word is that of past participial constions. An n-word preceding the affirmative
verb form makes the whole construction negative:

(166) Acestarticol, [niciodatd/ de nimeni| citat,a ramas uitat.
this article never/ by nobody cited hasremainedorgotten
‘This article, which has never been cited/ which hasn’t beiéed by anybody, has been
forgotten.

A NC construction with the preposed n-word and the negatisekar on the participle is excluded. If
the NM appears on the patrticiple, the only possibility t@iptet the construction is double negation.
This indicates that both the n-word and the NM on the verbrdaute negation in this context:

(167) Acestarticol, [niciodatd/ ?de nimeni] necitat, a devenit foartecunoscut.
this article never/ by nobody un-citedhasbecomevery well-known
‘This article, which is always cited/ which is cited by evieogy, has become very well-
known.’ (DN/ #NC)

3.4.2 Double negation and denial

The previous section provided arguments for the negatimeanrécs of n-words on the basis of their
ability to yield negation in the absence of a NM. Here, we on DN readings with n-words.

Although Romanian is a NC language, there are particulategtsmmwere a DN reading can be
obtained. So far we have seen that this is possible in thostexts where an n-word contributes
negation on its own, as in question-answer pairs (162) ast gaticipial constructions (167). In
Falaus (2007), DN readings are shown to occur in Romdiniée sentences as well. Thus sentence
(168) allows both a NC and a DN reading, while (169) favors amating, since pragmatic reasons
exclude a NC interpretation in which humans are immortal:

(168) Nimeninu vine de nicaieri.
nobody NM comesfrom nowhere
a. Nobody comes from anywhere. (NC)

b. Nobody comes from nowhere. (Everybody comes from somehe (DN)

(169) Nimeni nu moareniciodata.
nobodyNM dies never
a. # Nobody ever dies. (#NC)

b. Nobody never dies. (Everybody dies one day.) (DN)
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Denial Abstracting away from pragmatic considerations, DN uguadicurs in a finite sentence if
this is interpreted as theenial of a negative statement already provided by the context. t&tme
denialcomes from Van der Sandt (1991) and Geurts (1998) who usaiibsly to the termgadical
negation(Seuren (1988)), anthetalinguistic negatiorfHorn (1985, 1989)). Here it will stand for
the role played by negation in a well-defined discourse thasypposes two distinct consecutive
sequences of which the second one is negative and objecttdteanent made in the first afeThe
data in (170) are a case of denial: the affirmative statermefit7i0a) is denied by the negative one in
(170b):

(170) a. Speaker A: The cook killed her.
b. Speaker B: The cook diMOT kill her. (He has an alibi.)

All the references above note that denial is intonationadrked, which | will indicate by means of
capital letters.

If the statement made by Speaker A is negative, Speaker Braplog an n-word to deny it, and
thus DN occurs:

(171 a. Speaker A: Acestiameninu iubescpe nimeni, nici macarpe ei  nsisi.
these people NM love PEnobody not even PEthemthemselves
‘These people don’t love anybody, not even themselves.’

b. Speaker BNIMENI nu iubestepe nimeni. (Toatalumea iubestepe cineva.)
nobody NM loves PEnobody all peoplelove PEsomebody

i. ‘Nobody loves nobody. (Everybody loves somebody.)’ (DN)
ii. # ‘Nobody loves anybody.’ (#NC)

Unlike (162) and (167), (171b) is crucially a full finite sente with a NM: it is neither a short
answer without a verb, nor a past participial constructieo.the n-word brings its negative contribu-
tion although it would be expected to build NC together wite NM and the other n-word. The DN
reading in (171b) is a clear confirmation of the negative rregpaf the n-word.

N-words, DN and the NM A denial context like (171b) only yields a DN reading if twonerds
are involved. That is, the sentence that is denied mustdreantain an n-word (171a). If it doesn't,
the DN effect does not obtain between an n-word and the NM:

(172) a. Speaker A: Acegtiameninu-| placpe lon.
these people NM-CL like PEJohn

‘These people don't like John.’
b.  Speaker BNIMENI nu-l placepe lon. (# Toatdlumeail placepe lon.)
nobody NM likes PEJohn all peopleCL like PEJohn

i. # ‘Nobody doesn't like John. (Everybody likes John.)’ P
ii. ‘Nobody likes John. (NC)

In (172) the first utterance provides a negative statementihe n-wordnimeniin the second one
does not yield a DN reading: see the unnaturalness of thencatibn with ‘Everybody likes John’
in (172b). By comparison to (171), this means that an n-wodlaNM that are clausemates cannot
contribute their negations independently of one anothdrpbly in a concord reading.

ZIn Van der Sandt (1991), affirmative sentences used to atiotra previous negative statement are also instances of
denial. Although we concentrate our attention on negatveences, such an example is given in (178).
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The difference between (171) and (172) has implicationk fastn-words and for the NM. For n-
words, it supports the claim that they are negative quardif@the extent that two of them can yield a
DN interpretation. The fact that the same does not hold afiglsin-word with the NM indicates that
the negation of the NM must always concord with the negatitnmoduced by the n-word. This means
that in (171b), where DN arises, the NM only (syntacticallggnses the presence of the n-wdfs
but its semantic negation does not play any role with resjpeiciterpretation. For this reason, in the
rest of this chapter | will focus on n-words as NQs. The NM Ww#él addressed in Section 5.5.

3.5 Scope properties of n-words as negative quantifiers

We provided arguments for the empirical and theoreticad@agaacy of an NPI-analysis, and for the
guantificational behavior and the negative content of Reaman-words. Since n-words are able to
express negation on their own (Section 3.4.1), and to yidld$ection 3.4.2), the theoretical premise
here is that they are negative quantifiers.

If Romanian n-words are NQs, the NC reading of two n-wordsaiesma dilemma. The aim of
this section is to further investigate the way n-words belas/NQs, in order to identify those specific
properties that may lead us to an appropriate analysis of INGII examine the scope properties of
n-words in NC constructions.

After some general considerations on the scope interati@vween non-negative and negative
quantifiers (Sections 3.5.1 and 3.5.2), | will focus on thepscconditions under which NC readings
occur when NQs interact with non-negative quantifiers (a@&.5.3). In Section 3.5.4 | investigate
the scope conditions on the DN reading and in Section 3.5&wshat some complex quantificational
constructions discussed in Section 2.1 display similap@nies to those of NC when they interact
with external quantifiers. Since such quantificational clexgs have been successfully accounted for
as inherently polyadic quantifiers, this similarity will keken as supportive evidence for a treatment
of NC as a polyadic quantifier.

3.5.1 General considerations

An objective investigation of the scope properties of n-dagoas NQs with respect to other quantifiers
must rely on data that do not involve existential or univetgantifiers. These quantifiers display
special scope interaction with negative quantifiers: usaequantifiers usually take narrow scope
(173a), while existentials take wide scope (173b):

173) a. Niciun studentnu a citit fiecarecarte.
no studentNM hasreadevery book

i. #V > NO: ‘For each book it is the case that no student read it.’
ii. NO > V: ‘No student read every book.

b. Niciun studentnu a citit o carte.
no studentNM hasreada book

i 3> NO: ‘There is a book such that no student read it.’
i. #NO > 3: ‘No student read any book.’

The linear order of quantifiers in (173b-ii) may be availalidet with two readings that are different
from the typical existential quantifier reading. In one thddfinite determiner is interpreted as a

2YIn view of the general observations in section Section 3.2,
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minimizer. In this case, special intonation is requireddararteand the translation of (173b) would

be ‘None of the students read one single book’. The seconsitpeseading is one where each of
the students read any number of books, except far = 1. In this case, the indefinite determiner
is understood as the cardinal quantiftere which in Romanian is homophonous with the indefinite
determiner. These two readings are special and would notdresented like in (173b-ii), where a
plain existential quantifier likeomeis intended.

Reversing the linear order of the negative and the univeegatential quantifiers slightly modifies
the availability of the disfavored readings, but the gehgicture remains the same. The wide scope
reading of the universal over the negative quantifier is notetely excluded, but it is highly marked
(174a-i). The two auxiliary interpretations available whbe existential takes narrow scope with
respect to negation are slightly harder to obtain in (174dut still possible. The typical existential
reading is again excluded.

174) a. Fiecarestudeninu a citit nicio carte.
every studentNM hasreadno book

i. ??V > NO: ‘For each student it is the case that he read no book.’
. NO > V: ‘No book was read by every student.’

b. Un studennu a citit nicio carte.
a studentNM hasreadno book
i. 3> NO: ‘There is a student such that he read no book.’
i. #NO > 3: ‘No book was read by any student.’

The unavailability of wide scope for universal quantifier&laarrow scope for existentials with
respect to negative quantifiers can be explained by the ditftopdetween the constructions in (173a-
i), (174a-1), (173b-ii), and (174b-ii) and one in which anet n-word replaces the universal/ existential
quantifier. The sentence in (175) expresses the readinththfiur constructions above fail to convey:

(175) Niciun studentnu a citit nicio carte.
no studentNM hasreadno book

‘No student read any book./ ‘No book was read by any student.
Note that the interpretation of (175) is truth-conditidpaquivalent to the unavailable interpretations
in (173) and (174), if we take into account the three-waydabequivalenc® between a negative

quantifier, an existential quantifier outscoped by negadiuth a universal quantifier outscoping nega-
tion. This equivalence is formulated below:

(176) Logical representations of a negative statement:

a. NQ[P(x)AQ(z)] Generalized negative quantifier
b. —3z[P(z) A Q(z)] Existential quantifier
c. Vz[P(z)— -Q(x)] Universal quantifier

The choice between the logical representations in (17&esponds to the claim that n-words
are existential ((176b) in Giannakidou (2006), Zeijlstt@@4), Penka (2007)) or universal ((176c)
in Giannakidou (1998)) negative polarity itefs.Since in this thesis | treat n-words as negative

Giannakidou (1998, 2006) makes extensive use of this lbgipaivalence to explain the crosslinguistic ambiguity of
n-words (see Section 6.1.1).

26 variant of the term ‘existential NPI’ is that of ‘Heimiandefinite’, after Ladusaw (1992), which suggests that the
n-word is a free variable bound by existential closure. Thite terminology that Zeijlstra (2004) and Penka (200€) us
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quantifiers (and thus not NPIs), I will only make use of therespntation in (176a), where NO stands
for thegeneralized negative quantifigiven inDEFINITION 2.2¢, p. 12.

3.5.2 Two quantifiers

To investigate the scope properties of NQs in interactiatin won-negative quantifiers, | restrict the
discussion to MANY and FREQUENTLY, for which no special beba has been noted in negative
contexts. To distinguish the characteristic propertied@g in NC, | will compare them with cardinal
quantifiers which | likewise consider in their interactioittWANY and FREQUENTLY.

To my knowledge, quantifier scope in Romanian has not beeirestin detail yet. In this section
| will use strictly parallel constructions to compare NQghw&ardinal quantifiers. This way any
differences between the two classes of quantifiers must lyedoe to their scope properties. | thus
keep away from any debate on general quantifier scope behaWbmanian.

Although Romanian quantifiers exhibit relatively free seapteractions, preference is usually
given to linear ordef! Thus for (177) speakers first obtain the reading in (177a)¢hvis the linear
order of the quantifiers. The reading in (177b), althoughilavke, requires a context:2°

a7 Doi studentiau citit multe carti.
two studentshavereadmany books

‘Two students read many books.’
a. 2> MANY: ‘Two students are such that they each read many books.’

b. MANY > 2: ‘There are many books such that for each of them it is the ttee
there are (at least) two students who read it.’

An appropriate context for the interpretation in (177bis tollowing:

(178) a. Speaker A: Probabila sintputine carti pe care sale fi citit (macar)
probablythatare few  booksPEwhich SJthembe-PFreadat least

doi studenti.

two students

‘There are probably few books which have been read by at teasstudents.’

b.  Speaker ADoi studentiau citit MULte carti.
two studentshavereadmany books

MANY > 2: ‘There are (actually) many books which have been read bleéat)
two students.’

In Van der Sandt's (1991) broad understanding of denial8ifl7s an (affirmative) denial of the
statement made by (178a). Thus the quantifier MANY ‘deni&SAF and the intonational emphasis
is used to indicate this. In this presentation it will usydle the case that the inverse scope reading
requires an emphasis on the lower quantifier and possibysat®ntrastive context similar to (17%).

2The linear order preference may be due to the already iretidege word order character of Romanian (cf. Section 2.2).
The speaker’s choice of a particular linear order usualip atdicates his/ her choice with respect to quantifier scope

Z\\e will leave aside possible cumulative readings for the miatysince they will be addressed later.

2The symbols “??”, “?” mark the degree of (un)grammaticaditya sentence, or the (un)availability of an interpretation
for a given sentence: “??” stands for “rather unacceptdhienot excluded”, “?” for “pretty acceptable in an apprapei
context”. For an ungrammatical sentence we use “*”, and fiotally unavailable reading “#".

3%n Section 5.4.2 | will associate this emphasis in deniaht@stive contexts with ‘contrastive focus’.



3.5. SCOPE PROPERTIES OF N-WORDS AS NEGATIVE QUANTIFIERS 99

The linear scope of quantifiers becomes more important ipesauteractions between NQs and
non-negative quantifiers. In (179) and (180) below, thers®escope readings in (b.) are less available
than the ones in (a.), even if an appropriate context is geali

(179) Niciun studenin-a citit multe carti.
no studentNM-hasreadmany books

‘No student read many books.’
a. NO> MANY: ‘No student is such that s/he read many books.’
b. ?MANY > NO: ‘There are many books such that no student read them.’

(180) Multi studentin-au citit nicio carte.
many studentdNM-havereadno book

‘Many students read no book.’
a. MANY > NO:* Many students are such that they didn’t read any book.’
b. ?? NO> MANY: ‘For no book is it the case that many students read it

3.5.3 Two NQs and a non-negative quantifier

| now consider the scope interaction between two negatiaatifiers and an intervening non-negative
quantifier (MANY and FREQUENTLY), since they make visibleetproperties of n-words as NQs,
and the particularities of the NC interpretation. This Qdrus closer to an explanation for the nature
of NC as a semantic effect in the interpretation of two NQs.wswill see in Section 3.5.5, neg-
ative quantifiers are not unique in creating such readingsviqusly discussed polyadic quantifiers
(Section 2.1.3) exhibit similar properties.

3.5.3.1 Scope interaction withMANY

Consider the scope interaction between two NQs in their Nfding and the quantifier MANY in
(181) below:

(181) Niciun scriitor n-a recomandat multor  studentinicio carte.
no writer NM-hasrecommendedhany-Datstudentsno  book

a. ?NO (writer)> MANY > NO (book): ‘No writer recommended books to many
students.’

b. NO (writer)— NO (book) > MANY: ‘There is no writer and no book such that the
writer recommended the book to many students.’

C. MANY > NO (writer) — NO (book): ‘Many students are such that they weren't
recommended any book by any writer.’

Since NC is the most natural reading for a sentence with twrds in Romanian, negation
is logically expressed only once, and the scope interadiEtmween the two n-words is irrelevant.
Thus the sentence in (181) accepts three different readingm in (a), (b), and (c). Contrary to the
expectations based on the linear order, the scope ordeBla)ls not the most natural one. This
is due to the fact that the intervention of a non-negativentjfier between two negative quantifiers
forces both negative quantifiers to contribute their negatand the resulting interpretation is DN, as
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we will see in Section 3.5.4. Here | only take into accountNi&reading, since the denial context is
not provided for DN to be possibfé.

The preferred scope is (181b), where both n-words take dogether over MANY. It says that
there is no (writer, student) pair, such that there have Imeany book recommendations from the
former towards the latter. Apparently, given the n-weoidiun as the linearly first quantifier in the
sentence, the other n-word takes scope over the precediny Yore easily than in a construction
where there is no other n-word: see the asymmetry betwedb)Ehd (181b). Note, though, that
the contrast is not so sharp as it may appear by directly congpthe two sentences. The fact that
the linearly first quantifier is a subject in (180b) makes itrendifficult for the direct object negative
quantifier to take wide scope. In (182) the direct object tiegajuantifier can more easily outscope
a preceding indirect object. This is the reading in (182b):

(182) Multor / La multi] studentin-am recomandat nicio carte.
many-Dat/to many studentdNM-haverecommendedo book

‘I recommended no book to many students.’
a. MANY > NO: ‘There are many students to whom | didn't recommend amkbo
b. ?NO> MANY: ‘There is no book such that | recommended it to many stud.’

(181b) and (182b) are similar with respect to the syntadiie of the two quantifiers (carried bgany
studentsandno booR, but we can still notice that it is easier for the negativamtier to take wide
scope over preceding MANY if another negative quantifiecpdes MANY.

Similarly, in (181c) the first negative quantifier in lineaider takes narrow scope with respect
to MANY due to the presence of another negative quantifier fibilows MANY. Compare the
availability of (181c) with that of (179b). The syntacticgmon (manyin (179) as a direct object vs.
an indirect object in (181)) does not make a difference,esthe same scope behavior can be found
in (183), wheremanyis an indirect object:

(183) Niciun scriitor n-a recomandat multor studenti“Nostalgia”.
no writer NM-hasrecommendedhany students'Nostalgia”

'No writer recommended the book “Nostalgia” to many studént

a. NO > MANY: ‘No writer is such that he recommended “Nostalgia” t@ny stu-
dents.

b. ?MANY > NO: ‘Many students are such that they weren’t recommenedtgia”
by any writer.’

The readings in (181b) and (181c) are more natural than thod82b) and (183b), which indi-
cates that the preference for the two n-words to be integgras scope-adjacent is stronger than the
linear order of the quantifiers.

This conclusion is further supported by the observation tiiva non-negative quantifiers instead
of the negative ones in (181) would make the linear orderesdaerpretation most natural, as (184)
indicates:

(184) Doi scriitoriau recomandat multor  studentitrei carti.
two writers haverecommendedhany-Datstudentghreebooks

31 This scope order is not excluded with a NC reading, becaueszksps tend to interpret it cumulatively (see the examples
with cumulative readings in Section 2.1.3.2). MANY is a naaliquantifier that expresses cardinality, NQs can also be
interpreted as expressing the cardinalitpf a set intersection, and thus the most salient interpogtatf (181a) is that
there are zero writers who recommended books to many stjderd there are zero books that were recommended to many
students by writers.
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a. 2> MANY > 3: “Two writers have each recommened to each of many studants (
least) three books.

b. ??22 > 3 > MANY: ‘Two writers have each recommended each of (at ledsBéd
books to many students.’

c. ?MANY> 2 > 3: ‘For each of many students there are (at least) two writech s
that each of the writers recommended (at least) three bodketstudent.’

In (184), we leave aside the inverse scope readings betweemvb cardinal quantifier® and3, as
we did for NQs in (181). The scope order in (184b) is only alag with a cumulative reading (see

Section 3.5.5 below).
I conclude that a NC interpretation requires the scopecadgey of the negative quantifiers.

3.5.3.2 Scope interaction wittFREQUENTLY

This conclusion is further supported by the even strondectsf that can be observed when two NQs
interact with an adverbial quantifier like FREQUENTLY. Indltase, the linear scope interpretation
in (185a) is less acceptable than in (183):

(185) Niciun studentnu a citit frecvent nicio carte.
no studentNM hasreadfrequentlyno  book

a. ?? NO (studenty) FREQUENTLY > NO (book): ‘None of the students were frequent
book-readers.’

b. NO (student}- NO (book) > FREQUENTLY: ‘There is no student and no book
such that the student read the book frequently.

c. ?FREQUENTLY> NO (student)- NO (book): ‘It was frequently the case that no
student read any book.

Like in the case of MANY (184), if we replace the two NQs withmpegative quantifiers, we
obtain opposite scope tendencies. The linear scope reedihg most natural (186a); the other two
readings are less available:

(186) Doi studentiau recitat frecvent trei poezii.
two studentshaverecitedfrequentlythreepoems

‘Two students frequently recited three poems.

a. 2 >FREQUENTLY > 3: ‘For two students it was frequently the case that they
each recited (at least) three poems.’

b. ??72 >3 > FREQUENTLY: ‘“Two students each recited each of (at leasBdlpoems
frequently.’

c. ?FREQUENTLY> 2 > 3: ‘It was frequently the case that there were (at least) two
students such that each of them recited (at least) threegpoem

Similarly to (184b), the lower cardinal quantifidrcan outscope FREQUENTLY only if it forms a
cumulative quantifier witt2 (see also Section 3.5.5).

%2This is most likely due to the fact that a cumulative readmdparder to obtain between an adverbial and a nominal
quantifier: cf. footnote 31.
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3.5.4 DN readings with an intervening quantifier

The scope interaction between NQs and MANY/ FREQUENTLY i@l(land (185) indicates that
whatever semantic mechanism we choose to derive the NOhgeadRomanian, it should take into
account the scope-adjacency condition on NQs.

Moreover, a DN reading is only available for the quantifiesein which the non-negative quan-
tifier intervenes between the two negative ones. DN can karadat for (181) only in the scope order
in (181a), and for (185), only in (185a). In (187) and (188phe the two sentences are integrated in
a context that favors denial, and thus yield a DN readig:

(187) a. Speaker A: Aninteles  ca MirceaCartarescun-a recomandat
haveunderstoodhatMircea CartarescilNM-hasrecommended
MULtor studentinicio carte.
many studentsno  book
I MANY > NO: ‘I've heard that there are many students to whom M. C. tidn
recommend any book!
ii. #NO > MANY: I've heard that there is no book such that M.C. reconmuded
it to many students.’
b. Speaker BNIClun scriiTORN-a recomandat MuLtor studentinicio carte.
no writer  NM-hasrecommendedhany studentsno book
NO (writer) > MANY > NO (book): ‘No writer is such that there are many students
to whom s/he didn’t recommend any book.
(‘'If there is a writer such that there are students to whora diin’'t recommend any
book, then there were only a few (nhot many) such students.”)

In a context where somebody utters (187a) with the intesioet in (187a-i), another person can
deny this statement by (187b). That is, if Speaker A compl#iat there are many students to whom
Mircea Cartarescu didn't recommend any book, Speakeminy more knowledge about the book
recommendations, objects to that and says that for nonesofviliers were there many students to
whom s/he didn’t recommend any book: if there were studemnth that a writer didn’'t recommend
any book to them, then there must have been only a few (not hsaich students. The interpretation
in (187b) is an instance of both n-words contributing thegative quantifier. The situation is similar
in (188b), where the only difference is that MANY is repladgdFREQUENTLY:

(188) a. Speaker A: Aninteles ca lon n-a recitat frecVENT nicio poezie.
haveunderstoodhatJohnNM-hasrecitedfrequently no  poem
I FREQUENTLY > NO: ‘I've heard that it was frequently the case that John
didn't recite any poem.
i. #NO > FREQUENTLY: ‘I've heard that there is no poem such that John
recited it frequently.’
b. Speaker BNIClun stuDENTnu a recitat frecvENT nicio poezie.
no student NM hasrecitedfrequentlyno  poem
NO (student)> FREQUENTLY > NO (poem): ‘No student is such that s/he fre-

quently didn’t recite any poem.’
(‘'If there was a student who happened to not recite any poleem, this happened
seldom (not frequently).’

33Small capitals indicate an intonational emphasis on thetifier which is repeated from the previous statement. The
new emphasis contributed by the sentence is marked with apital letters.
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In conclusion, the NC interpretation is idiosyncratic nelijag the linear order between the (neg-
ative) quantifier components: they have to be immediatejgcaat to one another. If this adjacency
condition is not met, the availability of NC is remarkablydveed, since this reading then competes
with a scope interaction between the negative quantifiehg;twyields DN.

3.5.5 Scope properties of cumulative quantifiers

In this section | show that, like NQs in NC, Romanian cardopadntifiers also display scope idiosyn-
cracy when they interact with external quantifiers in theimalative reading. Although | focus on
cumulative readings here, the same properties can eas#hden to also hold oflifferent same
and resumptive quantifiers, which were discussed in Se2tib8 as instances of inherently polyadic
quantifiers.

Depending on the scope interaction between the two cardumahtifiers, the sentence in (189)
can receive any of the following three interpretations:

(189) Patruzecidecolaboratoriau scris treizeci si doua dearticolepentruvolum.
forty of contributorshavewrittenthirty and two of articlesfor  volume

‘Forty contributors wrote thirty-two articles for the vohe.’
a. 40 > 32: ‘Forty contributors wrote each thirty-two articles.’
b. 32> 40: ‘Thirty-two articles were each written by forty contrilous.’

c. 40-—32: ‘Thereis a total of forty contributors who wrote and a numdighirty-two
articles that were written for the volume.’

The first reading is the one in whictd has wide scope oved2, so there is a total of twelve
hundred eighty articles. In the second ofi2,takes scope ovet0, and there are twelve hundred
eighty contributors. But the most natural interpretati®thie one in (189c), in which neither of the two
cardinal quantifiers takes scope over the other,40nahd32 specify the total number of contributors
and articles, respectively, such that the former wrote dltter for the volume. As already discussed
in Section 2.1.3.2, this interpretation is known as the ‘olative’ reading, and it only occurs in
constructions with at least two cardinal quantifiers. For digcussion, the cumulative reading is
special as for (189c) to be available, the two quantifierstrhage a different scope behavior from
that in (189a) and (189b) (see also Section 2.1.3.2): theg@wpe neutral with respect to each other.
| use the notation40 — 32), to indicate that there is no scope interaction betweertvioecardinal
quantifiers.

In constructions where two quantifiers are cumulativelgrnpteted, if another quantifier inter-
venes, the cumulative reading is lost. This is shown by tlaergte below:

(190) Patruzecidecolaboratoriau scris frecvent treizeci si doua dearticolepentru
forty of contributorshavewritten frequentlythirty and two of articlesfor
volum.
volume
‘Forty contributors frequently wrote thirty-two articlésr the volume.’
a. 40 >FREQUENTLY> 32: ‘For forty contributors it was frequently the case that
they wrote thirty-two articles for the volume.’

b. FREQUENTLY> 40 — 32: ‘It was frequently the case that a total of forty contrib-
utors wrote thirty-two articles for the volume.’
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In (190), the quantifier FREQUENTLY intervenes in linearertetweer0 and32, which in (189c)
were part of the polyadic quantifiet({, 32). If we interpret the sentence with the scope order in which
adjacency betwee#i0 and 32 is not maintained, the only possible reading is one in wHichakes
scope over FREQUENTLY, and the latter takes scope 82€1490a). In this case, for every one of
the forty contributors it was frequently the case that s/hatevthirty-two articles for the volume. The
number of articles that were written for the volume is a npldtiof 1280.

The cumulative reading in (189c) can only be obtained in Y1P@0 and32 are scope-adjacent.
The most natural order is the one in (190b), where FREQUEN®uU¥copes everything else. This
allows 40 and32 to build the polyadic quantified() — 32), over which FREQUENTLY takes scope.
The reading is: it happened frequently that there was a tbtarty contributors who wrote a total
of thirty-two articles. Theoretically, the scope ordér— 32 >FREQUENTLY is also possible, but
the interpretation is pragmatically strange, since it nsetat there are forty contributors and thirty-
two articles, such that the former wrote the latter freglyenit is somewhat unnatural to think of
somebody writing the same thing frequently, unless onesghai “writing” as “rewriting”.

The cumulative reading of cardinal quantifiers resemblestidNtbe extent that they both build a
gquantificational complex with idiosyncratic scope projgstt the monadic quantifiers in cumulative
readings do not scopally interact with each other, just fikgative quantifiers in NC. In particular,
the data on the scope intervention of FREQUENTLY indicatedimilarity between the cumulative
reading and NC with respect to the examples in (190b)/ (1%0&) the ones in (185)/ (188). On the
one hand, the cumulative interpretation is possible on@edavdinal quantifiers are scope-adjacent
(190b); the NC reading of two NQs is most natural under theeseirmumstances, as (185b) and (185c)
show. On the other hand, the intervention of FREQUENTLY ewthe two cardinal quantifiers
imposes a scopal interpretation on them (cf. (190a)). Suchtzrvention between two n-words
derives a DN reading in (188), i.e. the scopal interpretatibthe two negative quantifiers.

The difference between NC and cumulative readings condkensoccurrence frequency in com-
parison to that of the corresponding scopal reading. Onrleehand, NC is the default interpretation
of two NQs in a NC language like Romanian, so it usually wiresscbmpetition with the DN reading.
For DN special contextual conditions are necessary. Onttier band, the cumulative and the scopal
reading of two numeral quantifiers freely occur in parall€here is only a slight preference to as-
sociate a cumulative interpretation with quantifiers thqiress a large cardinality ((189) and (190)),
and a scopal interpretation with quantifiers of a small ceality (186).

Thus NC functions more like a general principle for the scogerpretation of two negative
quantifiers, which is not the case for the cumulative readihgardinal quantifiers. This contrast,
however, is a matter of language use, and does not contthadistope similarity attested here between
the two quantificational complexes.

3.6 Conclusion

To summarize this chapter, we have reached three imposganlis concerning the semantic status of
Romanian n-words: 1) the inadequacy of the NPI analysis¢owt for their semantic properties, 2)
the negative content and the quantificational propertiesiwindicate their negative quantifier status,
and 3) their particular scope properties in NC, which rederttimse of inherently polyadic quantifiers.
First, | showed that the NPl assumption is not motivated fmm@&nian n-words for several reasons
concerning the empirical differences between NPIs and rdsvoMost importantly, unlike NPIs, n-
words do not need a semantic licenser: their negative chrtelicated by their anti-additive property,
is apparent in the absence of the NM as well. The locality timmd between n-words and the NM
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suggested that the latter marks the scope of the negativsifigracarried by the n-word. This will
be made explicit in Section 5.5. Moreover, locality test$icated that n-words have scope properties
similar to those of typical quantifiers in Romanian and NQBMlanguages like English.

Besides the evidence for their quantificational propertiesgued that n-words have a negative
semantic contribution, attested by their negative inttgiion when they precede the past participle,
in fragmentary answers, gapping and comparative congins;twhere the NM is absent. Contrary
to the claims made by the NPI approaches, | showed that anglfragmentary answers as elliptical
supports the idea that n-words contribute negation alomsidD contexts provide a further argument
for the negative semantics of n-words, since they creatpridmgmatic conditions for a DN interpreta-
tion of two n-words.

Finally, | discussed the scope properties of n-words in NBe §cope interaction with non-
negative quantifiers showed that n-words in NC interpretatimust be scope-adjacent, so they do
not permit the intervention of another quantifier. If a quiggrt does intervene, the NC reading is se-
riously degraded due to the competition with a DN readings Tieans that an intervening quantifier
creates the right conditions for the scopal/ DN interpretabf the two n-words. The same scopal
behavior was shown to characterize cumulative readingardirtal quantifiers which in Section 2.1.3
were argued to belong to the class of inherently polyadintjiers, together withdifferent/ same
and resumptive quantifiers. In particular, 1 showed thaf$cepe-neutral) cumulative reading of two
cardinal quantifiers can be obtained if the two quantifieessappe-adjacent. If another quantifier in-
tervenes, a scope interaction appears between the twoahgdiantifiers and the cumulative reading
is excluded.

The claim that n-words are negative quantifiers providesxpiaeation as to why two cooccur-
ring negative quantifiers should give rise to NC readingtherathan to DN. N-words were shown
to behave like typical quantifiers and to be negative inddpetty of the NM. So the explanation
for the NC reading must be found within their semantics asatieg quantifiers. The idiosyncratic
scope properties of NQs in NC provide us with an indicatiom@iv this happens: the NC reading
of two negative quantifiers in Romanian is most likely theeeffof their scope-adjacency. This is
supported by the contrast between the scope interacti@iglaie in a sentence with two n-words and
a MANY/ FREQUENTLY quantifier, on the one hand, and the scopgsibilities that arise between
two non-negative quantifiers and a MANY/ FREQUENTLY quastifion the other hand (see (181)
vs. (184), and (185) vs. (186)). Moreover, the fact that datiue quantifiers present this kind of
scope idiosyncracy as well suggests that it is not NC thatahaesxceptional nature alone. It seems
to be often the case that some quantifier complexes may eespecial interpretations that cannot be
accounted for by a direct scope interaction between the diogaantifiers.

Given the similarity to cumulative polyadic quantifiers, wamn relate NC to the semantic frame-
work of Polyadic Quantifiers where we can provide an answethie NC effect. Natural language
presents various cases of quantification that go beyondheorétical expectations, restricted by the
idea that a complex of two (or more) monadic quantifiers mesnterpreted by means of iteration/
scope interaction (Section 2.1.3). Several other operatioust be used instead to properly derive
the semantic contribution of these complex quantifi@#ferent/ samequantifiers, cumulative and
resumptive polyadic quantifiers were shown to need suchatipes. Within this picture, the NC
reading of negative quantifiers represents another suglagiol quantifier. In the following chapter, |
will use Polyadic Quantifiers to account for the DN and the @ding of two negative gauntifiers in
Romanian. | will show that DN can be easily obtained by medntetion, and | will analyze NC
as a resumptive interpretation of negative quantifiers.
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Chapter 4

Romanian NQs and NC. Towards a
syntax-semantics

In Chapter 3 | concluded that Romanian n-words are negatiemtifiers. In this chapter | develop
the semantic basis for a syntax-semantics analysis ofimegaincord. In Section 3.4.2, the negative
marker was shown to have no semantic contribution to theldmdgation interpretation of a sentence
that contains two n-words. For this reason, the discussitinis chapter exclusively concerns n-words
(as negative quantifiers) and the negative marker will beess$ed in Chapter 5.

As already indicated, a sentence like (191) may receive m@pretations: NC and DN.

(191) Niciun studentnu a citit nicio carte.
no studentNM hasreadno book

i. ‘No student read any book.’ (NC)
ii. ‘No student read no book. (Every student read some bbok.) (DN)

An analysis of the syntax-semantics of n-words in Romarnieulsl account for both interpretations.
In this chapter | will show that this can be done in the framewad polyadic quantifiers which allows
the two negative quantifiers to be interpreted either byrmgsion or by iteration.

In Section 4.1, | describe DN readings in Romanian as detwedterpreting two monadic nega-
tive quantifiers as a binary iteration. NC is shown in Secfidhto be properly analyzed by means of
resumption. Since resumptive quantifiers are non-itamafim view of our discussion in Section 2.1.4,
| also investigate whether resumption of negative quargiiereducible to iteration. As we will see,
a resumptive negative quantifier is reducible to an itenatiba negative and an existential quanti-
fier. But despite reducibility, | will argue that resumptiohnegative quantifiers best accounts for the
special properties of Romanian NC and the negative sensaoftic-words.

The second part of this chapter is an investigation of theustaf resumption with respect to
compositionality. Compositionality is an essential regoient for linguistic analyses, but it is often
understood to be restricted to functional application aderof composing meaning. de Swart and
Sag (2002) argue that resumption is important enough farallanguage quantification to be taken
as an alternative mode of composition to functional appboa The attempt to define resumption
as a mode of composition in the algebraic system of Monta@@&Q) turns out to be impossible
(Section 4.3). This result leads to several methodologjoaktions concerning, on the one hand, the
significance of resumption and polyadic lifts in general fatural language semantics and, on the

"Note that the DN reading appears provided that the contextunaitions presented in Section 3.4.2 are met.
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other hand, the adequacy of the current notion of compasility for natural language and linguistic
theory. This discussion is presented in Section 4.4, whated motivate my decision to integrate
resumption in Lexical Resource Semantics, a task that wipplrsued in Chapter 5.

4.1 Iteration and negation

In this section, | present a GQT account of the DN reading nfesees like (191), as obtained by
iteration of two negative quantifiers. | adopt the GQT repngéation of a negative quantifier, so an
n-word will be represented as the generalized quantifier Wi, the semantics IIDEFINITION 2.2C
andDEFINITION 2.1c and repeated below in the more convenient formeefma 2.1c.

Lemma 2.1c(p. 13)
For a domairg, for everya, B C E:
(INOJ(A))(B) =1iff BE {XCE|ANX # 0} & [NO](A,B)=1iff ANB=0

In GQT, we represent the sentence in (191) by means of a bmaantifier taking the relation
READ to a truth value:

(192) Niciun studentnu a citit nicio carte.
no studentNM hasreadno book

(NOSTUDENT NOBOO@(READ)
(NO, NOSSTUDENT, BOOKReAD)

To interpret the typ&2) quantifier (NOSTUDENT, NOBOOK), we may apply one of the polyadic
lifts presented in Section 2.1. If we apply iteration a®EFINITION 2.8, we obtain the truth condi-
tions in (193):

Definition 2.8 (p. 22) Iteration of two typé1) quantifiers
For Q1, Q2, quantifiers of typdl), It(Q1, Q2) is the type(2) quantifier defined, for any
domaing, anyz,y € E, and anyr C E?, as:

It(Q1, Q2)(R) = (Q1° Q2)(R) = Qi ({z € E'| a({y € E'[ (z,9) €R}) = 1})

(193)  It([NOSTUDENT] NoBOOKy([READ]) = 1
228 ((NOSTUDENT) , [NoBOOK])(IREAD]) = 1
228 INOSTUPENT] ({4 [INOBOOK] ({y] (2, y) € [READ]})}) = 1
%24 [STUDENT] n{z|[BOOK]N {y|(z,y) € [READ]}=(}=0
The truth conditions in (193) suggest a DN interpretatiome intersection between the set of
students and the set of people who didn't read any book isyenipil is the consequence of both

NO’s contributing their negative semantics to the meaniih® binary quantifier. Thus iteration of
two negative quantifiers accounts for the DN interpretatingl91).
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Scope of NQs within DN A negative quantifier is logically equivalent to a universalantifier
outscoping negation or an existential outscoped by negatibaking into account the semantics of
NO, EVERY, and SOME imEFINITION 2.2, p. 12, this equivalence can be established in GQT terms
as in (194). The symbol-" is used as irDEFINITION 4.1 taken from Peters and Westerstahl (2006,
p. 92):
(194) a. [NOJ(aB)=1iff AnB=0
b. [EVERY](A,B)=1iffACB
< [EVERY](A,B)=1iff ANB=A
< [EVERY](A, B) = 1iff An—-B =)
(1% INO] (a, B) = [EVERY] (A, —B)
c. [SOME(a,B)=1iff ANB#
(1229 INO] (a, B) = ~[SOME] (A, B)

Definition 4.1 For Q a quantifier of type(1), a domaing, and AC E, we define the
following negative operations on quantifiers:

Q(—A) =Q(E—A) (inner negation/ postcomplement)
(=Q)(A) = =(Q(A)) (outer negation/ complement)

Considering the interaction between iteration and innatéonegation irLEMMA 4.1 below,
the iteration of two negative quantifiers is equivalent t® itieration of a universal and an existential
quantifier (195), which explains the resulting positiveeipretation of a DN reading.

Lemma 4.1 Iteration and inner/ outer negation
(Q1 7)(—Q2) =Q10 Q2 (Peters and Westerstahl (2006, p. 348))

(195)  [NO STUDENT] o [NO BOOK]
199 ([EVERY STUDENT-) o (-[SOME BOOK))
4! [EVERY STUDENT] o [SOME BOOK]

Note that to be able to applemMMA 4.1 in (195), we must represent the first negative quantifier
with a universal outscoping negation and the second negatiantifier as an existental outscoped by
negation. In Section 2.1.2 we saw that iteration of a unalemsd an existential quantifier displays
order dependence and implicitly, scope interaction. Thesorder of the negative quantifiers plays
an important role, since it determines whether the univepsantifier is restricted by STUDENT or
by BOOK. The order in (195) yields the reading in (191), “gvetudent read some book” (see also
(196a)). The other order gives the interpretation “evergkbaas read by a student”, expressed by
(196b).

(196) a.  (NO STUDENT] o [NO BOOK])([READ])

(1%) [EVERY STUDENT] o [SOME BOOK))([READ])

2See also (176), p. 97.
3Note thatLEMMA 4.1 is the GQT version of the logical law of DN given in Sectlog.
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b.  ([NOBOOK] o [NO STUDENT])([READ] )
29 ([EVERY BOOK] ) o (~[SOME STUDENT))([READ] 1)
%2 ([EVERY BOOK] o [SOME STUDENT)([READ] ')

The two readings in (196) are not equivalent, so if two monaegative quantifiers are composed by
iteration, their linear order determines their scope, &g has effects on interpretatitn.

Despite the equivalence between the 8IRO binary quantifier and the positive EVERYSOME,
not all instances of DN can be directly reduced to iteratiohgositive quantifiers. It is the case for
(191), because there is no other operator intervening lestiwee two monadic quantifiers. The two
negations can be represented as adjacent to one anothehusnchake possible the application of
LEMMA 4.1. However, the intervention of another operator betwibentwo negative quantifiers
prevents this, and then no equivalence arises between thedgations and a positive iteration. This
is the case with the scopal readings of the two NO's in Se@ibét8 (see (187b), (188b)), where the
intervening quantifiers MANY and FREQUENTLY make a directizalence between the two NO's
and the positive binary quantifier EVERY SOME unavailable. | generally use the term “double
negation” for both cases.

In conclusion, we associate a DN interpretation with theabirguantifier obtained via iteration
of two negative quantifiers which contribute their semanindependently of each other. DN is also
the “scopal reading” of a sentence with two negative quangifisince there is a scope interaction
between the two quantifiers: the leftmost quantifier takepesaver the rightmost one. As will
become obvious in Section 4.2.2, these two properties (ithependent semantic contribution of the
monadic quantifiers and the possible scope interactiondmtwhem) characterize iteration, but not
resumption of negative quantifiers.

4.2 Romanian NC as resumption

Resumption as a polyadic lift, defined in Section 2.1.3 hanlseiggested to account for instances of
NC in dialects of English, where the interpretation of (1&shat there is no (MAN, WOMAN) pair

in the LOVE relation (see van Benthem (1989), May (1989),€ee(1992), Keenan and Westerstahl
(2997)):

(197) No man lovesno woman.

The same idea will be used here for Romanian NC, and | will shwat lifting several negative
quantifiers to a resumptive polyadic quantifier correctlgcamts for the characteristics of the NC
interpretation in Romanian.

4.2.1 NCasNO

In Section 4.1 it was shown that iteration unambiguoushdgiea DN reading in a sentence with
two n-words (192), so NC remains unaccounted for. In Se@iérb, | showed that there are im-
portant similarities between NC and unreducible polyadiariifiers with respect to interpretation

“There are two explanations for why linear order fixes the sagfptwo negative quantifiers. One has to do with the
general characteristics of quantifier scope in Romaniaiiuatrated in Section 3.5.2. The other concerns the canditn
DN that it occur in denial contexts. Since the left periphefya sentence is most active in relation to the discourse, the
n-word that brings about denial has to appear in this areavélhthus usually precede the other n-word in linear order.
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and scopé. This observation suggests that NC may be accounted for bybtre (polyadic) lifts
alternative to iteration. Since in NC the negative semart@ried by two n-words is interpreted only
once, the representation of NC resembles that of multiplejudstions (see (32) repeated below as
(198)) which were analyzed in Section 2.1.3 by means of themgtive quantifier Wig::

(198) Which dog chased which cat?
(WHPOG, WwHCAT)(CHASE)
(WH, WH)POG. CAT(cHASE)

(wi) [DOCIXICAT] (cpyasg)

For the NC reading in (191), | suggest an account in terms e$amptive quantifier N@, which
we also write as N& according to the convention below:

Convention 4.1 For a domaine and a quantifieQgx, we have the following convention:
Qg = QF
If we apply binary resumptiorDEFINITION 2.16) in order to interpret the polyadic quantifier in (192),

we obtain the typél, 1, 2) quantifier in (199b).

Definition 2.16 (p. 32) Binary resumption of typé, 1) quantifiers
For a quantifierQ of type(1,1), givenE the domainA, B C E, R C E 2, the polyadic
quantifier Res?(Q) of type(12,2) derived fromq is defined as:

Res?(Q)g"® (R) = QB(R)

(199) a. Niciun studentnu a citit nicio carte.
no studentNM hasreadno book

(NOSTUDENT N oBOOK) READ)

(NO, NOSSTUDENT, BOOKReAD)
[STUDENT], [BOOK]

b, Res*(INO]E (IREAD])
P22 noj 5 TVPENTBOOK (reap))

Given the semantics of NO (i.e. NDin DEFINITION 2.2¢c, we define the meaning of N@s in
DEFINITION 4.2 and we interpret the binary quantifier in (199b) as in J20®its NC interpretation,
the sentence in (199) means that there are no (STUDENT, B@@K3 in the READ relation: the
intersection between the set of (STUDENT, BOOK) pairs amdstt of pairs of objects in the READ
relation is empty.

Definition 2.2c(p. 12) The semantics of NO
For a domaing, for everya, B C E:

c. [NOJ(a,B)=1iff ANB=0

5This matter will be addressed in more detail in Section 422 where | argue for the general incompatibility between
NC and the mechanism of iteration.
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Definition 4.2 The semantics of NO
For a domaink, for everyk € N°, for everyaq, A, ...,A;, C E, RC EF:

[NOF] (A1 xAsx...xAg, R)= Liff (A; XxAgX...xAL) N R=)

[STUDENT]x[BOOK]

(2000 [NOJ:; ([READ]) = 1
242 ([STUDENT| x [BOOK]) N [READ] =

Crucially, the polyadic quantifier NOin (200) expresses only one negation, just like a monadic
one, and this yields the NC interpretation of (199a).

The same result may be obtained for more complex NC conitnsctvith three or more n-words
by following the general definition of-ary resumption irDEFINITION 2.15. An example is given in
(201), where ternary resumption applies to NO:

Definition 2.15 (p. 32)K-ary resumption of typé&l, 1) quantifiers

For a quantifierQ of type(1, 1), givenke the domain, for anyt > 1, Ay, Ag, ..., A C

E, R C E”, the polyadic quantifieRRes*(Q) of type(1*, k) derived fromQ is defined as:
Resh(Q)g" " (R) = ogt ™M ()

(201) a. Nimeninu a dat nimanuinimic.
nobodyNM hasgivennobody nothing

‘Nobody gave anybody anything.’
(NOPERSON NOPERSON NOTHlNG)(GIVE)

[PERSON,[PERSON,[THING]

b.  Res?([NO])g ([GIVE]) =1
D245 [N O] '[[EE)’ERSOI\]]x[[PERSOI\}]x[[THING]] (IGIVE]) = 1
D:4.2

242 ([PERSON x [PERSON x [THING]) N [GIVE] =

In conclusion, by means df-ary resumption, we may account for NC readings of sentewdés
any number of n-words. In what follows we will be concernedhwiinary resumptions in particular,
but at times, we may consider ternary examples as well.

4.2.2 DNvs.NC

| have just shown how iteration and resumption of two negadjmMantifiers can account for the DN
and the NC reading, respectively, of a sentence with two rdsidn this section | briefly address the
question of how the different properties of iterations whdrently polyadic lifts (or “non-iterations”)
are reflected in the properties of the constructions thgtakheount for (i.e. DN and NC). | discuss two
issues: 1) the impact that the order of the monadic quarstifias on the interpretation of the whole
(i.e. scope interaction vs. scope neutrality), and 2) thg wawvhich the semantics of the monadic
quantifiers is contributed to the semantics of the whole.

| showed that in non-iterations the order in which the mooagiantifiers are composed has no
effect on the interpretation of the polyadic one (Sectidh24). This is either because the order is
pre-established in the semantics of the polyadic quantfieerinstance DIFFERENT/ SAME quanti-
fiers) or because the semantics of the polyadic quantifieemtie order irrelevant (cumulation and
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resumption). For iterations, the order in which the monagliaentifiers are composed was shown
to influence the final interpretation. The few apparent etioep have to do with the semantics of
particular monadic quantifiers, which yields equivalenttrconditions even if the order is changed.

This difference between iterations and non-iterationsesover to the DN readings as iterations
and NC readings as resumptions. For DN, the order in whictivbemonadic quantifiers are com-
posed indicates the scope of the quantifiers (see Sectipnl#wle consider resumption in (200) and
(201b), the order question does not arise, because themfyisree operator (see also Section 2.1.3.3).

With respect to the way the individual semantics of the twardifiers is contributed to the whole,
in iterations each of the monadic quantifiers contributes\tn semantics independently of the others
(Section 2.1.2). The same mechanism is at work with DN: thmeasics in (193) indicates that
both negative quantifiers contribute their semantic negatihich can be truth-conditionally checked,
independently of the other quantifier(s).

The situation is different with resumption and NC. Although(199a) and (201) there are two/
three monadic negative quantifiers, the interpretatiomeftio sentences contains only one (binary/
ternary) negative quantifier (see (200) and (201b), resdgr. This is the effect of the resumption
operation which applies only to quantifiers that bear theesaperator, and ensures that the semantics
of the operator is contributed to the polyadic quantifieryomhce. This is how NC arises. With
resumption, the meaning of each monadic quantifier is dmrned to that of the polyadic quantifier
only by making sure that the same meaning is contributed &yther quantifier(s), too. So, truth
conditions are verified for the whole polyadic quantifier ate.

The contrast between the ways in which the semantics for NN&B is built confirms the gen-
eralization in Section 2.1.3.4 concerning iterations amd-iberations, if we view the two readings as
particular instantiations of the two kinds of polyadicdift

4.2.3 Reducibility of NO?

In Section 2.1.3 inherently polyadic lifts were proposeditnations where iteration could not derive
the right interpretation of particular polyadic quantifevhich appear in natural language. With
respect to negation, it was shown above that iteration oafyvels the DN reading, but not the NC
one. This gives us a first motivation for employing resummtio

In Section 2.1.4 | showed how we can test if a non-iteratiothéoretically necessary for a se-
mantic description. This is the case if there is no iteratiat yields the same interpretation. The Re-
ducibility Equivalence theorem of Keenan (1992HEOREM 2.1) helps us to determine if a polyadic
quantifier is reducible to an iteration of monadic quantifie¥We saw that non-iterations containing
DIFFERENT and cumulations are indeed unreducible. In wblgdws | investigate the status of the
resumptive quantifier N&with respect to reducibility.

Theorem 2.1(p. 36) Reducibility Equivalence (RE):
For every domaire and Qq, Qq, reducible functions of typg),
Q) = Qiffforall A, B C E, Q;(AXB) = Q2(AXB)

Let us consider the constructions below, with the resurepti@ and the iteration NGO SOMES

5Note that checking whether NGs reducible to N> SOME is reminiscent of the NPI analyses of NC which interpret
a sentence like (202a) by an iteration of one negative dimmftbllowed by an existential quantifier, or truth-conditally
equivalent variations thereof.
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(202) a. Niciun studentnu a citit nicio carte.
no studentNM hasreadno book

‘No student read any book.’

STUDEN BOOK

[NOJ [[52 T ]]([[READ]])

b. Niciun studentnu a citit o carte.
no studentNM hasreada book

‘No student read a book.’
(INO] [STUDENT] SOMEIIBOOK]])([[READ]])

We test if the two quantifiers are identical. Assume a doraaiontaining the subsefSTUDENT] =
{s1,s2}, [BOOK] = {b1,b2}. If A andB simultaneously contain at least one student and one book,
respectively, botfNO?] and the iteratiofNO] o [SOME] yield falsity, since the Cartesian product
A xB does contain one (or more) (STUDENT, BOOK) pair(s).

If A =0 orB={(, thenaxB= (. Applying [NO?] to AxB, an empty set, we obtain truth, since
([STUDENT] x[BOOK]) N § = 0, as required by the truth conditions [MO?]. If we apply [NOJo
[SOME] to A xB in these conditions, we again obtain truth, becd®BJDENT] N ([BOOK] N )=
[STUDENT] N 0= 0.

In conclusion, the resumptidiNO?] and the iteratioffNO]o [SOME] have the same truth condi-
tions on cross-product relations. If we knew tfid0?] is a reducible function, by RE we would now
conclude that the two are identical. However, this is soingtive do not know. In previous examples
(with DIFFERENT quantifiers and with cumulation) in Sectidri.4, each time we found a binary
relation for which the non-iteration and the iteration dad yield the same value. This was enough to
conclude that the non-iteration is unreducible. f¢©?] and[NO]o [SOME] it is hard to find such
a relation, since as we will see, the two functions are idahtso the former is reducible to the latter.

In order to show that the two functions are identical, we assthat they yield different values
on the same relations and this will lead to a contradictiofictviwvill indicate the falsity of the initial
assumption. Consider our domaA, B C E, z,y € E, andr C E2. Take now[NO?] (A, B, R)=0
and[NO]o [SOME] (A, B, R)= 1. Let us follow the implications of these two statements:

(203) a. [NO?](A,B,R)=0
242 (AxB)NR £ 0

= ANRy # 0 andB N Rz # ()
b.  [NOJo [SOME](A, B, R)=1
2249 INOJ (A, {«| [SOME|(B, {y|(z,y) € R}) =1}) =1
222 a0 {2l B0 {yl(z.y) €R} £ 0} =0
—> ANRy=(0andB NRz # 0

The two conjunctions in the last lines of (203a) and (203mnc& be true at the same time, and this
entails that the initial assumption thlO?] (A, B, R)= 0 and[NOJo [SOME](A, B, R)= 1 is false.
This proves thafNO?] (A, B, R) = [NOJo [SOME] (A, B, R). In conclusion, the resumption NGs
reducible to the iteration N© SOME.

"Recall tharz = {y | (z,y) € R} andry = {z | (z,y) € R} (CONVENTION2.5, p. 2.5).
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4.2.4 Consequences of the reducibility of N©

If NO? is reducible to NGO SOME, the immediate question to ask is whether analyzing éé@ings
with resumption is necessary. | will show below that considgthe properties of n-words and NC in
Romanian, the resumptive quantifier is more adequate tlealogically equivalent iteration.

4.2.4.1 The monadic quantifiers

The resumptive quantifier is built of two negative quantffieks indicated in Section 4.1, the iteration
of the two negative components does not derive NC, the rgautitained by resumption. The itera-
tion NO o SOME contains only one negative quantifier which (necdg3autscopes an existential
quantifier. An analysis of NC as the iteration NCBOME makes several predictions with respect to
the properties of NC.

First of all, it predicts that in (202a) above, the n-wardiun studentorresponds to a negative
quantifier NO STUDENT, whilenicio carte corresponds to an existential quantifier SOME BOOK.
This suggests that the determimégciun (femininenicio in (202a)), and determiner n-words in general,
are lexically ambiguous between negative and existentiahtifiers. However, Romanian n-words
have a systematic behavior from a syntax-semantics pointeaf and nothing indicates that some
n-words may be lexically negative, others existential. (nen-negative) and yet others ambiguous
between the tw8.Any n-word can fill the first argument slot of a relation andstexpress a negative
quantifier: see also the banémeniandnimic in both linear order possibilities in (204a) and (204b)
below:

(204) a. Nimeninu a citit nimic.
nobody NM hasreadnothing

‘Nobody read anything.’
(INO] [PERSON, [SOME] [[THlNG]])([[READ]])
b. Nimic nu a fost citit decatre nimeni.
nothingNM hasbeenreadby nobody
‘Nothing has been read by anybody.’
([[NO]] [[TH'NG]] o [[SOME]] [[PERSO@)([[READ]] —1)

In Section 3.3.2.2, | showed that Romanian n-words haveaaldlitive properties. The examples
in (130) are repeated below:

(205) a. articol[de nimeni citat saulaudat] = articol [de nimeni citat si de nimeni
article by nobodycitedor praised article by nobodycitedandby nobody
laudat]
praised

‘article which hasn'’t been cited or praised by anybody’ itde which hasn’t been
cited and which hasn’t been praised by anybody’

b. A: Who was at the door?

B: Nimeni cunoscutsauimportant.= Nimeni cunoscui  nimeni important.
nobodyknown or important nobodyknown andnobodyimportant

8See Richter and Sailer (198)%or an account of various French negative (polarity) eletmassuming lexical ambigu-
ity. French n-words seem to exhibit a high degree of flexipiliith respect to their negative contribution, which is tiog
case in Romanian.
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If in a sentence with two n-words, the first one were negativé the other one non-negative —
as the iteration N@ SOME suggests — we would expect the second n-word to not iexhéanti-
additive property anymore. As the example below indicatas,is not the case: both the first and the
second n-word display anti-additivity:

(206) Niciun studentinaltsaublondnu a lasatnicio carte galbengsaurosie.
no student tall or blondNM hasleft no book yellow or red

‘No tall or blond student left any yellow or red book.’

= Niciun studentinaltsi niciun studentblondnu a lasatnicio carte galbengsi
no student tall andno student  blondNM hasleft no book yellow and

nicio carte rosie.

no book red

Thus the test indicates that the second n-word in linearraraigies negative semantics just like the
first one.

For some Romance languages, it has been proposed that incgomexts n-words are nega-
tive, but in some others they are not (see Zanuttini (1991) @rannakidou (2006)). For Italian,
Zanuttini (1991) argues that n-words are negative quarttifitedeclarative sentences (see (207a) and
(207b)), but they are non-negative NPIs in questions (s6&c)2below). She uses tr@mosttest
(Section 3.3.4) as indicative of this contrast. The incaotibilly betweennessunandquasiin the
question (207c) is taken to indicate the NPI status of theaéor

(207) a. Quasi nessuncha telefonato.
almostnobody hascalled

b. Nona telefonatogquasi nessuno
NM hascalled  almostnobody
‘Almost nobody called.’

Cc. *Ha telefonatoquasi nessun@
hascalled  almostnobody
*Has almost anybody called?’
(Zanuttini (1991, pp. 116-117))

If in a sentence with two n-words in Romanian, the first n-wawete negative and the second an
NPI, we would expect the same contrast as in Italian witheespalmostmodification, but this is
not the case, as (208) shows: both n-words may be modifiedhbgstat the same time or separately.

(208) a. Aproapeniciun studentnu a citit nicio carte.
almost no  studentNM hasreadno book

b. Niciun studentnu a citit aproapenicio carte.
no studentNM hasreadalmost no book

c.  Aproapeniciun studentnu a citit aproapenicio carte.
almost no studentNM hasreadalmost no  book

‘Almost no student read any book.’

| conclude here that the lexical ambiguity assumption ssiggkeby an analysis of NC as the
iteration NOo SOME contravenes the empirical evidence for Romanian N€itatould be avoided.
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One way to account for NC in terms of iteration but withoutuasing lexical ambiguity for n-
words is to represent NC in (202a) and (204) as the iteratid8OME] o«[SOMH]), i.e. the negation
of an iteration of two existential quantifiers. This suggettat negation comes from somewhere
outside the semantics of n-words, and n-words are all etiatequantifiers. Negation can be argued
to be contributed by the NM, since the latter is always pregsemNC and it must be semantically
negative, given that it yields sentential negation (seé (&eated below as (209)):

(209) a. Studentii au citit romanul.
students-thénavereadnovel-the

‘The students read the novel.

b. Studentii nu au citit romanul.
students-thd&NM havereadnovel-the
‘The students didn’t read the novel.

But such an assumption is also problematic. This accouninigas to an NP1 analysis of NC in
which the NM is the only carrier of negation and n-words amaaetically licensed by it. This was
argued in Section 3.3 to be inappropriate for Romanian N@rd lare two basic reasons why such an
approach fails: one concerns the relationship between Maht n-words, the other the semantics
of n-words. First, we saw that the NM does not qualify as a sgiméicenser for n-words (Section
3.3.2.2), since it fails anti-additivity with respect towords, which means that the negation of the
NM must concord with that of the n-word (see (132) repeatdavbas (210)):

(210) lon nu a citit nicio cartesauniciun articol.
JohnNM hasreadno bookor no article

a. Anti-additivity
#lon nu a citit nicio cartesi lon nu a citit niciun articol.
JohnNM hasreadno bookandJohnNM hasreadno article
‘John didn't read any book and John didn’t read any article.
b. Ellipsis
=lon nu a citit nicio cartesaulon nu a citit niciun articol.
JohnNM hasreadno bookor JohnNM hasreadno article

‘John read no book or John read no article.’

Secondly, assuming, contrary to the conclusion in Chaptér&® n-words are not negative, one
cannot account for the anti-additivity in (205) and (208)tlee DN contexts in Sections 3.4 and 3.5.4.

4.2.4.2 Scope dissimilarities between NC and iteration

The special properties of NC in (scope) interaction witheotbperators also indicate that iteration is
not the right mechanism to account for NC.

We saw that NC readings require that the negative quantifiemessed by n-words) be scope-
adjacent (Section 3.5). Once another operator interveawgeln them, the NC reading is replaced
by a DN reading (see (185), slightly modified in (211) below):

(211) Niciun studentnu a citit frecvent nicio carte.
no studentNM hasreadfrequentlyno  book
a. NO (STUDENT) > FREQUENTLY > NO (BOOK) ??NC/ DN
b. NO (STUDENT) > NO (BOOK) > FREQUENTLY NC/*DN
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C. FREQUENTLY> NO (STUDENT) > NO (BOOK) ?NC/*DN

As can be noticed in (211a), the intervention of a non-negajuantifier between the two negative
ones makes DN the preferred interpretation; the NC readibgurely available in this case.

As its semantics is built step by step (Section 2.1.2), fil@macan freely apply to non-similar
monadic quantifiers regardless of the order. This is whapéiapwith NO and FREQUENTLY in the
DN reading above. The same is possible with the iteratioroNBDME in (212) whose interpretation
is equivalent to the NC reading in (211a):

(212) Niciun studentnu a citit frecvent o carte.
no studentNM hasreadfrequentlya book

NO > FREQUENTLY > SOME: For no student is it the case that s/he was frequently
involved in reading books.

Since in (212)p (“a”) is a typical existential quantifier (unlike the n-wonicio in (211)), the scope
reading with the quantifier FREQUENTLY intervening betwd¢® and SOME is fully available.
For NC, the corresponding intervention in (211a) is notvedld. Analyzing NC as an instance of the
iteration NOo SOME would predict that the two constructions have simitape properties, and thus
that (212) receive the interpretation (211a), which is hetdase.

This observation leads to the conclusion that the iterai@o SOME fails to explain the (id-
iosyncratic) properties displayed by NC with respect togbepe interaction between the monadic
parts and external non-negative quantifiers. Resumptioth® other hand, establishes a close con-
nection between the monadic parts with no scope interatitvween them, and thus resembles NC.
It also accounts for the opacity of NC constructions to scioperaction with external quantifiers.
Resumption only applies to monadic quantifiers with the saperator, so it cannot incorporate any
other operator. As observed in (211), the same propertyacterizes NC, which suggests an account
in terms of resumption.

4.2.4.3 Reducibility of WH?

If we test reducibility of WH ((35), repeated below as (213)) in terms of the iteration WSOME
in (214), we reach the conclusion that resumptive 3Mie NO?, is reducible.

(213) Which dog chased which cat?
(WHPOG, WwHCAT)(CHASE)
DOG] x [CAT
(i) DO [CATT (cpasg)
(214) Which dog chased a cat?
(WHPOG, sSOMECATY(CHASE)

= ((wH][POC] . [somg [CATTy([cHASH)

Consider a domain containing two s¢BOG] = {di,ds2}, [CAT] = {c1,c2,c3}, andA, B arbitrary
subsets of the domain. X contains at least one dog andt least one cafWH]?(A x B)= 1, since
there is at least one (DOG, CAT) pair that gives a true answehne question in (213). [WH] o
[SOME (A x B) = 1 as well, since there is at least one cat that was chasedliby,and at least one
dog that chased a cat.

See the semantics PiVH]in DEFINITION 2.17, p. 33.
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If A=0 orB =0,thenA x B =), and bothWH]? and[WH]o [SOME] are false oA x B, because
there is no (DOG, CAT) pair im x B (for [WH?]), and there is no dog such that it chased a cat (for
[WH]o [SOMH)).

At this point, if we knew thafWH?] is reducible, we would conclude by RE thpwH?] is
identical to the iteratiofWH]o [SOME]. But we do not know iff WH?] is reducible and we cannot
find a binary relation on which it yields a different truth walfrom that off WH] o [SOME], so the
intuition is that the two binary quantifiers are identical.

In order to show that this is the case, we assume likgX®?] above that the two quantifiers
yield different values on the same relations. Since by thisimption we arrive at a contradiction (i.e.
the two conjunctions in (215a) and (215b) cannot hold at #mestime), we may conclude that the
assumption is false, so the two binary quantifiers are idehtSee the reasoning below fowH?] and
[WH] o [SOME] which resembles the one ffiNO?] and[NO]Jo [SOME] in (203):

(215) a. [WH?|(A,B,R)=0
D27 (AxB)NR =10
— ANRy=0orBNRz =1
b. [WH]o [SOME|(A, B, R)=1
20 [WH] (A, {z| [SOME](8, {y|(z,y) €R}) =1}) =1
2T AN {al BN {yl(z,y) €RY £ 0} #0

—> ANRy # (0 andB NRx # ()

The fact that both N®and WH are reducible to iterations may indicate that resumptioa as
polyadic lift in general is theoretically superfluous fosdabing natural language quantification. But
Peters and Westerstahl (2002, pp. 192—194) show that peisenMOST? is unreduciblé® So not all
resumptive quantifiers are reducible to iterations.

Moreover, Moltmann (1995, 1996) argues that resumptioeterdhinant in accounting for excep-
tive sentences like (218}

(218) Niciun studentnu a citit nicio carte,in afara deMaria, “Syntactic Structures”.
no studentNM hasreadno  book,except Maria, S.S.

‘No student read any book, except Maria “Syntactic Struesur

So resumption in general is theoretically motivated anassary for natural language description.

193ee also the additional remarks in Section 7.2
H7eijlstra (2004) rejects Moltmann’s analysis on the clafrattresumption is unable to account for the de dicto reading
of (216) and thus wrongly predicts that the devil exists:

(216) Personnene veut parlera personne sauf Jeanaudiable.
nobody NM wantsspeakto nobody exceptlearnto devil

‘Nobody wants to talk to anybody, except John to the devil’ Zeiflstra (2004, p. 205))

Although the interaction between intensional verbs angigait quantification is a complex issue, note that accorttng
native speakers’ intuitions the Romanian sentence caynelipg to (216) only has a de re interpretation:

(217) Nimeninu vrea savorbeasc&u nimeni,in afara delon cu dracul.
nobody NM wantsSJspeak  with nobody except  Johnwith devil

‘Nobody wants to talk to anybody, except John to the devil’
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4.25 Conclusion

In conclusion, | argued that resumption provides an apmatgpaccount for NC in Romanian. More-
over, resumption as a polyadic lift can account for seveadiqularities of natural language quantifi-
cation which cannot be successfully analyzed by means rattive. For Romanian NC, | gave two
important reasons why an analysis in terms of resumptiongsrsor to one based on iteration. First,
it is consistent with the negative semantics of n-words, sembnd, it explains the special scope be-
havior of NC, by building the semantics of the polyadic qifarton the basis of the same conditions
as those that are required by NC readings. Thus, despitediueibility of NC? to the iteration NG
SOME, the former mechanism is more appropriate for the aisabf NC.

In a framework with polyadic quantifiers, the interplay bets the NC and the DN interpretations
of two Romanian n-words may be uniformly explained viatiftimonadic quantifiers with resumption
or with iteration.

The rest of this chapter is a close investigation of resupnpit its relation to compositionality,
traditionally considered an essential property of lingaitheories and of linguistic mechanisms used
to describe natural language.

4.3 Resumption and compositionality

The main problem that negative concord raises for linguiteories is that the presence of several
negative constituents in a sentence with a unique sent@eiigtion meaning disobeys the principle
of compositionality in its standard understanding (see 8lsction 1.2). Resumption, as presented in
Section 4.2, offers a semantic mechanism to derive NC rgadimut we still need to see whether it
respects compositionality.

de Swart and Sag (2002) is the first to bring into discussierctimpositional status of resumption
in a syntax-semantics interface (but see also May (1988))hdir HPSG-based analysis of NC and
DN de Swart and Sag argue that resumption is just as motieataagnode of composition as functional
application, viewed as iteration, is. In Section 4.3.1 leg&v summary of their account which will
show that it does not clarify the status of resumption, beedbe analysis does not directly address
compositionality.

This issue will be discussed in the rest of this chapter.rt Biapresenting the main assumptions
of a compositional interpretation following Hendriks (B)9Section 4.3.2). In Section 4.3.3, | de-
scribe the problems that one encounters in the attempt toedafmode of composition that derives
polyadic quantifiers. We will see that both resumption aadhiion fail to be compositional because
their syntax as polyadic lifts violates the phrase strictyntax of natural language. Moreover, the
semantics of resumption cannot be expressed composltiobhatause it disregards the semantics of
the monadic parts.

4.3.1 de Swart and Sag (2002)

Resumption has been employed to account for NC in de Swa@9fl@le Swart and Sag (2002),
Corblin et al. (2004), de Swart (2010). de Swart and Sag (Ri@QBe first attempt to develop a syntax-
semantics interface for NC as resumption. The account isdtesut within the HPSG framework.

de Swart and Sag (2002) focus on French negative sententtesawin-words like (219). This
sentence is ambiguous between a DN (219a) and a NC (219hhgead

(219) Personnen’aime  personne
nobody NM-lovesnobody
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a. Nobody loves nobody. (Everybody loves somebody.) (DN)
b. Nobody loves anybody. (NC)

Within polyadic quantification, de Swart and Sag (2002)wieDN by composing the two negative
quantifiers with iteration, and NC by applying resumption.short, the two interpretations of (219)
are obtained similarly to the corresponding Romanian om&ettions 4.1 and 42

(220) Personnen’aime personne
nobody NM-lovesnobody

a.  1t(INOJ[PERSON Noj[PERSONy(jLOVE]) = 1

228 (No] [PERSON,, (Noj [PERSON = 1

220 [PERSON N {z € E|[PERSON N {y € E|(z,y) € [LOVE]}=0}=0 (DN)

b. Resz([[NO]])l[[EPERSOI\]J’ [[PERSON]([[LOVE]]) =1
[LOVE]) =1

D:2.16 [[PERSOI\]]x[[PERSOI\]](
D:4.2 0

<= NOE2
< ([PERSON x [PERSON) N [LOVE]= (NC)

The polyadic quantifiers sketched in (220) are integrated syntax-semantics interface based
on Situation Semantics (see Barwise and Perry (1983)),arHASG tradition of Pollard and Sag
(1994). de Swart and Sag (2002) make use of the Lexical {isarRetrieval mechanism proposed
in Przepiorkowski (1998) and Manning et al. (1999), roygiéfined below:314

(221) Lexical Quantifier Retrieval

SSLOCICONT [QUANTS retrieve( (51 U...U,) * 3|

verb— | ARG-ST <[STORE 21],...[STORE zn]>
STORE >

By lexical retrieval, the quantifiers that the verb colleftisn its arguments on its own STORE value
get to be interpreted (i.e. retrieved) on the verb’s QUANiIBS(kee also Section 2.3.2.5). The inter-
pretation of quantifiers in a sentence appears directly ervénb, at thevord-level, hence “lexical”
retrieval. For (219), the two interpretations of the seqeaeof two negative quantifiers are given be-
low: (222a) and (222b) are the syntax-semantics repragmmaof the iteration in (220a) and the
resumption in (220b), respectively, as interpreted on #ré under QUANTS:

(222) a. Double negation:
[PHON <n’aime>
QUANTS (NOPERSON yoPERSON,

sstociconT | © T
ARG-ST  ([sTORE{NOPERSONJ [sTORE{NOPERSON})
|STORE 0

L2For clarity, | continue using the notational conventionsiis thesis when presenting the analysis in de Swart and Sag
(2002).

3Note that the principle in (221) is simplified. de Swart and §2002) generalize lexical retrieval so that not only verbs
can retrieve quantifiers but also a preposition Bl@s'without’ which can retrieve negative quantifiers.

14The symbol designates a relation of contained set difference whidtheistical to the familiar set difference with the
condition that:; = 3, is defined only if¥; is a subset of;.
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b. Negative concord:

[PHON <n’aime> i
SSLOC|CONT 332':‘TS<LON\?£2ERSONPERSOA>

ARG-ST ([sToRE{NOPERSON] [sTORE{NOPERSONI)
|STORE 0 |

Applying resumption and iteration under the value of QUANE$ossible by defining the two
operations within the relatioretrievein (221). de Swart and Sag (2002) define retrieval as below:

(223) Retrieve
Given a sef of generalized quantifiers defined on a domaiand a partition of into

two setsX; and s, where, is either empty or else for angy, ..., R, C E, Y5 =
{NOf1 ... NOf"}, then
retrieve(X) = iteration(X1 U resumption(X2)) (de Swart and Sag (2002, p. 394))

Retrieval of a sek of quantifiers usually means composing them by iteratiothdfe are nega-
tive quantifiers, they can either be iterated together withrton-negative ones, in which case is
empty, or they can be composed by resumption, and the polgadintifier they form undergoes iter-
ation together with the non-negative quantifiers (thes¢t GivenX= {NOEERSO'\,‘NOEERSO'\}
in (220), in order to obtain DN, the sél, was considered empty. For the NC readib= >=
{NOEERSONNOEERSO'\}, andX; is empty. By applying resumption &3, we obtain a singleton

set containing the binary resumptive quantifierP SO'\’PERSON

de Swart and Sag (2002) argue that natural language quatitifidgs more complex than iteration
predicts, and that for instance resumption should be amalige to iteration. Their motivation relies
heavily on the observations made by the proponents of thaBial Quantification framework, already
discussed in Section 2.1. They argue that their HPSG-attasithe advantage of offering a flexible
syntax-semantics interface which can accommodate baottiaa and resumption.

However, this account is merely programmatic, and de SwattSag do not discuss how their
mechanism of quantifier retrieval relates to the traditionatter of compositionality, and where it
belongs within the algebraic system developed in Monta@9&() (“Universal Grammar”). Besides
this, it is unclear how the two operatioiteration andresumptionare to be formulated in the syntax
of a logical language for which compositionality can be shdw hold. This will be investigated in
the subsequent sections.

4.3.2 Compositionality

To get a better understanding of resumption (and polyadantjiers in general) within a composi-
tional grammar, we first need to understand what composiiityris and what levels of the grammar
it involves. After an informal presentation of the prina@pbf compositionality, in Section 4.3.2.1 |
define a logical languagé (similar to that in Hendriks (1993, Ch. 2)) on the basis of ettive can
compositionally interpret a natural language fragmentRomanian in Section 4.3.2.2. In Section
4.3.2.3, | give a precise description of how the Romaniagnfrant can be compositionally interpreted
in L. | close this section with an example of a Romanian senteageed! and interpreted in accord
with the principle of compositionality.
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The most general formulation of the principle of composititity illustrating Montague’s under-
standing of compositionality in his paper “Universal Graartr{(Montague (1970)) is the one in (224)
below, previously given in (3), Section 1.2:

(224) The principle of compositionalit{Partee (1984, p. 281))
The meaning of an expression is a function of the meanings phirts and of the way they
are syntactically combined.

There are three aspects of the principle concerning how #emning of a complex expression is
compositionally built: 1) thesyntaxby which its parts are combined, 2) theeaningghat the parts
carry and 3) théunctionbetween the two, i.e. the semantic interpretation.

The syntax consists of a collection of basic (lexical) egpiens and a set of syntactic operations
that recursively derive new syntactic expressions on tiseslud other (basic or derived) expressions.
The syntax is viewed as an algeld, F,).cr where A is the set of all expressions (basic and de-
rived), F, is a set of syntactic operations,is a set of indices that identify the syntactic operations,
andA is closed unde(F’, ). cr. In principle, no restriction is imposed on the nature onfaf the ex-
pressions, but in linguistics it is usually assumed that Hre strings over some alphabet. Apart from
that, they may be empty, overlap, include one another etuil&@ly, no restrictions are imposed on
the way the syntactic operations combine the expressiamsngtance, they may concatenate them,
insert, permute or delete material in them and so on.

Parallel to the syntactic algebra, there must be a strulytsienilar algebra of meanings3, G ) er,
whereB is the set of basic and derived meanings @#d)cr is a set of operations that build complex
meanings from simpler ones. As in the case of the syntax, stda&ons are imposed on the ways in
which the meanings can be affected by the operations.

The principle of compositionality requires that for everyplace syntactic operatioh; there be
ann-place semantic operatiai;. That is,G; interprets semantically whaf; forms syntactically. A
semantic interpretation for a language is definedtasmomorphisnirom (A, F. ) cr to (B, G+ )er-
This means that the semantic interpretation of a languagievged as a functiof such that for each
n-place syntactic operatiol; and its corresponding-place semantic operatid@r;, for each sequence
of expressiongy, ..., ay,, the following holds:

(225) h(Fi(a,...,an)) = Gj(h(a1), ..., h(ay))

(226) is a simple example in which a binary syntactic opereti/ntactic-combination-of ,
a binary semantic operatisemantic-function-of , and the semantic interpretation function
meaning-ofcombine, so that the interpretation difthn cames compositionally derived:

(226) meaning-dfsyntactic-combination-of (John, came))
= semantic-function-of (meaning-afJohn),meaning-afcame))

4.3.2.1 The logical language

It is common practice in the linguistic literature, espégithe literature addressing compositionality
(see Montague (1970), Halvorsen and Ladusaw (1979), Dowy. €1981), Janssen (1986, 1997),
Gamut (1991), Hendriks (1993)) to assign meaning to natarguage expressions via an intermedi-
ate logical language.

In a simplified formulation, this procedure involves thresic components where the relationship
between them is observed by homomorphic functions. Theagyofta logical language is defined as
a syntactic algebra to which meaning is assigned via a homgrison with a semantic algebra, the
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semantics of the logical language. The syntactic algebrhefatural language is related to the
logical syntax by a translation function which must also lbenbmorphic. The composition of the
homomorphism between the logical and the semantic algeliratiae translation homomorphism
between the natural language syntax and the logical algebiso a homomorphism and thus ensures
that the natural language expressions in the syntactibedggre compositionally assigned meaning
in the (logical) semantic algebra.

Let us define the syntax and semantics of the languagelanguage of extensional typed logic.
The presentation here closely follows in structure and entigns that in Hendriks (1993, Ch. 2).

The syntax of L We first define the set of semantic types with the two basicstyger individuals
andt for truth values:

Definition 4.3 Type

LetType be the smallest set such that
e,t € Type,

for eachr, 7’ € Type, 77" € Type.

For every typer € Type, there are two sets of basic expressions: d/3et, consisting of the
variablesof typer and a seConst,. consisting of theonstantof type 7

Definition 4.4 Var
LetVar; be the smallest family of sets such that for each T'ype and for eachi € N,

v € Vars.

Definition 4.5 Const

Const, is defined as follows:
Conste = {j},

Conster = {student’, book’  talk'}
Conste(ery = {read’}

Const, = () for 7 ¢ {e, (et), (e(et))}.

The logical languagé is the indexed family of setd(.) <, Of well-formed expressions which
are defined below:

Definition 4.6 Terms inL,
For every typer € Type, the setl. of well-formed expressionsf typer is the smallest
set such that:

Var, C L,

Const, C L,

for eacha € Ly, Fi(«a) € Ly,

for eacha, 8 € Ly, Fo(a, ) € Ly,
for eacha, B € Ly, F3(a, 3) € Ly,

a kr w0 DN PRF
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6. for eachr’ € Type, foreacha € L/, B € Lys, Fyprr(a, B) € Ly,
7. for eachr’ € Type, for eacha € L;, F5.;r.ri(a) € Loy,
8. for eacha, 8 € L, Fs.r (o, B) € Ly.

In our compositional grammar | introduce the negative gfianby means of the functioi’s taking
two expressions of typet to a truth value. In this section, we limit our attention t@ tmonadic
negative quantifier. The more complex quantifiers will beddticed in Section 4.3.3.

The functions involved in deriving complex expressiong.jrare given irbEFINITION 4.7, where
7,7 € Type andi € N. Note that in a language that makes exclusive use of furaitiypes (see
DEFINITION 4.3) NO in DEFINITION 4.7.3 corresponds to the GQT functional representatiohef t
negative quantifier NO (Section 2.1). Its syncategorenmmapicesentation should be read as application
from left to right, i.e. agNO(«))(5).

Definition 4.7 Syntactic operations

Fy : Ly — Ly, whereF; (o) = —a,

Fy: Ly x Ly — L, whereFy(«, 8) = [a A f],

Fs: Lot X Loy — Ly, whereFs(a, 8) = NO(«)(5),
Fyprir 2 Lyiy X Ly — Ly, whereFy...(a, 8) = [[o](3)],
Fy.riri s Ly — Ly, WhereFs (o) = Avj .,

Fe.r - LT X LT — Lt, WhereFﬁzT(a,B) = [a = ﬂ]

o ok~ w bdPF

The logical languagé includes the set of expressions in the syntactic alggdra) -c7ype, (F)ver)
with F, as iInDEFINITION 4.7, where for every, 7/ € Type andi € N, I' = {1, 2, 3, 4r":7, 5:7":71i,
6:7}. We now turn to the semantic algebra in which we interpresthgactic expressions df.

The interpretation of . An interpretationof the languagd. is based on some non-empty det
thedomain of individualsWe define the following domains of objects:

Definition 4.8 Domains of objects

1. Dg.=E,
2. Dg;=1{0,1}, and

DE,T’

3. Dgsr=Dg,
Dg .- is thus the set of functions frofg, - to D .

Definition 4.9 Frame
For a domain of individualdz, for everyr € Type, we define a framé& as the family of
domainsDg . indexed by the types:

F= (DE,T)TEType-
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Definition 4.10 Model
Given a set of constantSonst and a set of individualg?,

amodel is a pairtM = (F, Int), such that

Fis a frame, and
Int is a function fromConst to F such that
for eachc, € Const, Int(c) € Dg ..

Constants will be interpreted by means of the functiam in DEFINITION 4.10 and variables will be
assigned values in the domain by means of the assignmenidiniacdefined below:

Definition 4.11 Variable assignment
A variable assignment is a functien: Var, — Dg -, such that

for eachv; ;, a(v; ;) € Dg -
Ass is the set of all variable assignments:
Ass = {a| for eachi € N, for eachr € Type, a(v; ;) € Dg +}.
Now we can define the way we interpret the termgin
Definition 4.12 Interpretation of in M

The interpretation of an expressien in a model)M is given by the functiomn ;(a)*®
from variable assignments into the det -, as follows:

for eacha € Var,, iny (o) = {{(a,d)|a € Assandd = a(«)},
for eacha € Const,, inp(a) = {(a,d)|a € Assandd = Int(a)},

),
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iny (Fi(a)) =Gy 1(ZnM(a)

( (), inn (B)
(F3(a, B)) = GMs(mM(OZ),mM(ﬁ)
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G e:r(inn (), inp(3)).

The functionsG introduced iNDEFINITION 4.12 are given iMEFINITION 4.1316
Definition 4.13 Semantic operations

1. Gua: D35 — D, whereGy i (¢) =
{(a,1)|(a,0) € ¢} U
{(a,0)[{a,1) € ¢},
Note that the functiorinas corresponds to the interpretation functipjwhich we used in the GQT presentation in

Section 2.1.
¥Forr € Type, DASS is the set of functions fromss (the set of variable assignments) to the domain .
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2. Guga: Dy x D5 — D, whereGya(¢,) =
{{a,1)|(a,1) € pand(a,1) € Y} U
{(a,0)|(a,0) € ¢ or (a,0) € ¥}

3. Gugs:Dy% x Dpss, — Dg%, whereGay3(¢,¢) =
{(a,1)| for everyd € Dg . : (a,0) € ¢(d) or (a,0) € (d)} U
{(a,0)| for somed € Dg : (a,1) € ¢(d) and(a, 1) € ¢)(d)}

4. Gyarir: D5 x D' — Dss, whereG iy .rrir (¢, 9) =
{{a, f(d))l(a, f) € pand(a,d) € 1}

5 Gumpiriri: Dé‘ff — Déff/ﬂ whereG s 5.r.7:i(¢) =
{{a, f)| for everyd € Dg .+ : {a[v; .+ /d], f(d)) € ¢}’

6.  Gurer: D%t x D% — Da%, whereGy .- (¢, ¢) =
{{a,1)|{a,d) € pand(a,d’) €  andd = d'} U
{{a,0)|{a,d) € ¢ and{a,d') € ¢ andd # d'}

Compositionality In order to interpret the languadge DEFINITION 4.8 toDEFINITION 4.13 build
the semantic algebra in which the syntactic algelora. ) -cype, (Fy)yer) can be interpreted. Let us
call the semantic algebrdS- ) crype, (G4 )~er). The set of semantic objects is identical to our
domain of objectd)g - given iInDEFINITION 4.8. They are derived as WEFINITION 4.12, where the
functionsInt anda assigning meaning to constants and variables derive the amantic objects,
and the semantic operatiolis,,; derive the complex semantic objects. The functiaf; which
assigns meaning to the expressiong is given byDEFINITION 4.12 as a homomorphism between the
syntactic algebrd(L;)rerype, (Fy)yer) and the semantic algebas; ) crype, (G~) v ~er), Since

as required by the principle of compositionality in (224)r &very n-place syntactic operatiof;
there is am-place semantic operatid,; ;, such that for every.-sequence of syntactic expressions
a1, .oy, iy (Fi(ar, ..., o)) = Gari(inyg (o), ..., inp (o). Inour casen € {1,2}, so we
only have unary and binary syntactic and semantic opemati®hus the interpretation of the logical
languagel is done compositionally.

4.3.2.2 The natural language

In order to interpret a natural language fragment we rrasislateit into the logical language. That

is, the natural language fragment must be defined as a sgntéégebra((R.).cc, (Hs)sca) Which

can then be rewritten in the logical algelftd.- ) -crype, (Fy)yer) by means of a homomorphic func-

tion tr(anslation). On the basis of the homomorphism,; between the syntactic and the semantic

logical algebras, the natural language algebra can be csitiqally interpreted in the logical seman-

tic algebra((S:)rerype; (G+)m~er). This is because the composition of the two homomorphisms

inys o tr is also a homomorphism from the natural language algebizettogical semantic algebra.
Let us first describe the fragment of Romanian that we wanterpret. The Romanian expres-

sions in the seR belong tosyntactic categories € C and each is associated with a type df via

the functiono (c):

"The expression|[v; - /d] stands for the variable assignmentsuch that: 131/ (v; ) = d and 2)a’ (v /) = a(vir )
if i/ Ziort’ #£7T.
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(227) Syntactic categories

c description o(c)

S sentence t

NP | noun phrase (et)t

CN | common nhoun | et

IV | intransitive verb| et

TV | transitive verb | e(et)

Det | determiner (et)((et)t)

As we will see below, to combine two linguistic expressiosig logical operations, we sometimes
need to enable a syntactic categeryo correspond to more than one logical type. For instance, |
will show that the type:(et) of a transitive verb must be “shifted” or “raised” to the tyfet)t)(et)
so that it can combine with an NP of tyget)¢ by functional application (see the discussion after
DEFINITION 4.17).

Every lexical expression of categoryc is assigned onkexical translationlextr(«), an expres-
sion of typeo(c) in L. See the lexical expressions of our fragment in (228):

(228) Lexical translations

a category of | lextr(a)

student| CN Ax1.student’ (x1)

carte | CN Az.book! ()

vorbi | IV Az.talk!(z)

citi TV Azodzy.read (x1,22)

niciun | Det APAQ.NO(A\z1.P (1)) (Ax2.Q(x2))
nicio Det APAQ.NO(Ax1.P(x1))(Az2.Q(z2))

The syntax of the fragment is made up of two sets: the set a¢éstia terms of category (S..).cc
and the set of Romanian expressions of categdii®.).cc, as defined below fo€ = {S, NP, CN,
IV, TV, Det}. The difference between the two sets will be addressed below

Definition 4.14 The syntax of the fragment

For eachc € C, S. and R, are the smallest sets such that:

a if o of categoryc appears in (228), theha.| € S.
b. ifae Sypandge Sy, then|H af] € Sg,
if « € Sper aNd B € Scow, then| Hya5| € Snp,
ifa € Spy and € Syp, then| Hya3] € Sty

e o

2. a. if o of categoryc appears in (228), then, € R,
ifa € Rypandg € Ry, thenH; («, 3) € Rg,
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C. if o € Rper @and s € Row, thenHsy(«, 8) € Ryp,
d. ifa € Rry andﬂ € Ryp, thean(a,B) € Rry.

In DEFINITION 4.14.1,H; only stands for symbols. It refers to complex syntactic euewed at
an abstract level as syntactic units available in naturgjdages in general. By contrast, the functions
H,; are defined as operations on strings within a particularablianguage, so they build the complex
Romanian expressions in our algebra:

Definition 4.15 Operations on strings

1.  Hi:Ryp X Rpy — Rg, whereH (o, 3) = af3,
2. H:Rpe X Ron — Ryp, WhereHs (o, 8) = af3,
3. Hs:Rpy X Ryp — Ryv, whereHs(o, 3) = of3.

To better understand the difference betwégénand H;, take for instance the functiof , which
combines &et withaC' N into anN P. In Romanian, it would derive the syntactic tefif, | niciun |
| student || and in English, the same function would derivE ,|no||student]|. However, only
the former will be correlated with a Romanian expressioigign student derived by means of the
function H, which is defined onR.).cc, the set of Romanian expressions. The syntactic term
| H,|no||student || will have to be correlated to a functioH; different from H,, since it will be
defined on the set of English expressions. This correlat@wéden syntactic terms and natural lan-
guage expressions is done by a function cadedluationwhich is given iInDEFINITION 4.16 for
our Romanian fragment. It evaluates a given syntactic ter($i).cc as a Romanian expression in
(Rc)cec:

Definition 4.16 The evaluation functioev

The functiorev. (S;).cc — (R¢)ccc evaluates each syntactic term$p as a Romanian
expression ink,:

ev

(lac)) =

(LHlaﬁJ) Hi(ev(a), ev()),
ev([Haaf]) = Ha(ev(a), ev(D)),
ev(|Hzaf]) = Hy(ev(a), ev(B)).

We now define the translation function between the Romar@gebea and the logical syntactic
algebra:

ev

A 0D PF

Definition 4.17 Translation
Each syntactic termx € S, is assigned a translatioty (o) € L(cy:

1. tr(|lac)) = lextr(a) for « of categoryc in (228)
2.  tr(|HiaB)) = Fre(tr(a), tr(5)),
3. tr([Hyaf]) = Frepen(tr(a), tr(B)),
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4. tr(lHsafB]) = Fi((enyyet (tr(a), tr(B)).

For the translation of the Romanian expressions in thisviexg we only need the functiadf, in DEF-
INITION 4.718 | repeat below the three instantiations of the functigras used irDEFINITION 4.17:

(229) a.  Fuet:t : Letyr X Let — Li, WhereFyee(a, 8) = [[a](B)],
b.  Frenenyr : Liety((etyt) X Let — Lyt WhereFy.ep.coye (v, 8) = [[a](B)],
C. Fy(ennyet * Lietyyety X Liety — Let, WhereFy(a, 8) = [[o](8)].

A remark is in order here with respect b&FINITION 4.17.4 and (229c). According EFINI-
TION 4.16.4,H 4 is evaluated in terms of the syntactic operatidp. Hs combines two Romanian
expressions of categories TV and NP into an expression efoat IV. The translation function as-
sociated withH 5 and thus indirectly withf; is Fly.((ct)r)..- This translation function should combine
an expression of type(et) (the TV) with one of typget)t (the NP) into one of typet (the IV). But
the former two logical types do not match, so none of the syictéunctions iNDEFINITION 4.7 can
apply to the two expressions. To cope with this problem, yipe ¢(et) of the TV must be “raised”
to the type((et)t)(et), so that its argument matches the tyjpe)t of the NP. Given the new type
((et)t)(et) of the TV, the syntactic functiod’y.(.,y... may be applied and the two logical expres-
sions representing the TV and the NP are combined into aression of typest as in (229c). The
raising mechanism from(et) to ((et)t)(et) is provided byArgument RaisingAR), a type shifting
rule. In DEFINITION 4.18, | give AR and highlight in bold the type that undergoaising and the
corresponding variable.

Definition 4.18 Argument Raising (AR)
For eachi € N, AR; is a relation between two termsand 5 such that:

if ais of some typéa (...(a;(...(anb)))))
then3 is some term
Axlm "')\Xi7(aib)b"')\xn7an -X()\Xi,ai a(ml)(xl)(wn))

Hendriks (1993) makes type shifting rules available forttl@slation mechanism by allowing a
syntactic category to be assigned not only one logical type but a set of typeBhis procedure is
calledflexible type assignmentn our grammar fragment, it is important for the category fB\be
assigned a set of two logical typeget) (i.e.o(TV)) and((et)t)(et), which is obtained by applying
AR to the first argument of (TV).2° Thus words of certain categories are assigned multiplebgi
types. In Hendriks’s systemd R is represented as a new syntactic operation on stringsHsay
whose role is to only change the type of the natural languageession. Thus in our fragment an
operationH 4.1 would apply tociti € R, () and produceiti € R(c(cr))(et) -

As a consequence of the flexible type assignment to synizatigories, every Romanian expres-
sion « is associated with a set of translatidfis(«). This set consists of the syntactic terms whose
evaluation coincides with:

Definition 4.19 Translations set
If o € R, thenTr(«) = {tr(y)|y € Sc andev(y) = a}

18But see Hendriks (1993) for a fragment of English which istagtically more complex and makes use of more logical
operations than the ones givendBEFINITION 4.7.

1%For more details, the reader is referred to Hendriks (1993 2CSec. 5).

2However, in principle a type shifting rule can be applied entiran once.



4.3. RESUMPTION AND COMPOSITIONALITY 131

Given thatA R does not change the expression at all, the argument ra@esldtion of an expression
will also be included in the set of its translations. To ithage this with an example, the transitive verb
citi given in (228) will receive the following two translations our fragment!

(230) The translations set foiti
Tr(citi) = {tr(|citipy ), tr(|H g |citiry]])}
= {Arg Az eread (21, 22), AXo ()t AT1,e. X2 (ATg e mead (11, 22))}

In order to interpret the Romanian expressions, we compguséato functionstr andiny,, the
former relating the Romanian expression to a logical foemanld the latter assigning an interpretation
to the logical formula. Syntactic terms #). and Romanian expressions iy are assigned meaning
according to the definition below:

Definition 4.20 Interpretation of natural language expressions
For eacha € S, the interpretation ot is given by

inp(tr(a))
An expressiomx € R, can be associated with a set of interpretations in the madel

{inm (B)|8 € Tr(a)}

4.3.2.3 Compositional interpretation

Let us summarize the algebras involved in a composition@&rpnetation of our natural language
fragment in order to understand the entire procedure. Waelbh logical languageé which we inter-
preted compositionally, as a homomorphigm; between the syntactic algebid.; ) rcrype, (Fy ) er)
and the semantic ongS;) crype, (Grr~)~er) (Section 4.3.2.1). We described a fragment of Ro-
manian as another syntactic algel(&.).cc, (Hs)sea) Which we want to interpret via the logical
languagel.. To do that it is enough to reformulate the Romanian algebtarims of the syntactic al-
gebra, that is, to define a translation functierbetween them as a homomorphism, and the Romanian
algebra will be indirectly assigned an interpretation ie semantic algebra interpretidg

Let us concentrate on the homomorphigmbetween the Romanian algebra and the logical one.
In DEFINITION 4.14 we defined two sets that form the syntax of the naturguage fragments,,
the set of syntactic terms of categaryand R, the set of Romanian expressions of categoryhe
relation between the two sets and their corresponding $efsevations is regulated by the evaluation
function ev given in DEFINITION 4.16. When we speak of interpreting the Romanian algebra, we
speak of the algebra based on the Bebf Romanian expressions (i.6.R.).cc, (Hs)sea)). How-
ever, the translation functiom in DEFINITION 4.17 which establishes a homomorphism between the
Romanian and the logical algebras is defined on thé&set syntactic terms. This allows us to define
the translation function at the abstract level of syntaiims and not for each particular Romanian
expression. Thus a translation functior{| H;(«5)]) = F;(tr(|«]),tr(|3])) for two given opera-
tions H, and F; may be employed in the translation of several natural lagesiabut there will be a
different H; for each language. This is becaule is defined on the set of the expressions of each
language (see also the discussion ur&FINITION 4.14 andDEFINITION 4.15 above).

There is an important difference between logical and nhtanguage algebras. While the terms
in the former can be analyzed in a unique way, this does ndtdifcthe expressions in the latter. This

2IThis example will be used in Section 4.3.2.4.
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is true of natural language in general, although our smath&uan fragment does not contain ambi-
guity. Ambiguity appears very often in English, where anresggion liketalk is ambiguous between
the categories IV and CN (it can be both an intransitive vertb a noun). This ambiguity should
appear in the lexicon already. The expresdidery walks and talks fags syntactically ambiguous
betweenMary [[walks and talksfasi] and[Mary [walks andftalks fas}]]. The difference between the
two would be expressed in the order in which the correspgnflinctionsH; are applied (see Hen-
driks (1993, p. 140) for a full explanation within an Englisagment). So natural language algebras
are syntactically ambiguoyswhile logical algebras arenambiguousecause they are defined that
way?? As a consequence of the syntactic ambiguity, when tranglatinatural language algebra into
a logical algebra, one cannot speak of the interpretati@m @xpression, but only of the interpretation
of that expression with respect to ¢ategoryand itsderivational history

To refer to the category and the derivational history of apression, Hendriks introduces the
notion of a syntactically unambiguousrm algebra To simplify the discussion, | will not go into
details on term algebras but the reader is referred to Hen@ti993, p. 141) for definitions and a
detailed explanation. If we name the Romanian algebra ((R.).cc, (Hs)sen), its corresponding
term algebra i€ x = (Ta.x.c)cec, (HY )sen). K is the set of the lexical expressions in (228),
as given in (231). The operatior(ﬂéT)(;eA on (Ta,kc)cec are defined in terms ofHs)sea in
DEFINITION 4.14.1 (see (232)):

(231) The seff of lexical expressions
K ={Ks,Knp,Kcn, K1v, K1v, Kpet },
Ks=Kyp =10, Kcn = {studentbook},
Ky = {vorbi}, Kpry = {Citi},
Kper = {niciun, nicio}.

(232) a. HP :TagnpxTaxiv— Tarks, WhereHT (a,8) = |[H o8],
b.  HI:Takpe*xTaxon — Taxnp WhereH] (a,3) = [Hyaf],
c. HI:TaxrvxTagnp— Tarkiv,whereHI (a,3) = |[Hsaf].

To assign meaning to the expressions in the Romanian algebrd(R.).cc, (Hs)sea), We have to
assign meaning to the expressions in the Romanian termral@aby = (74, x,¢)cec, (Hg)5€A>
which is syntactically unambiguous and keeps track of thegoay and the derivational history of the
Romanian expressions IR.

Now the translation procedure is straightforward. The hmmgphism¢r defined inDEFINI-
TION 4.17 associates a logical expressiotifin ) <1, to every Romanian syntactic term (lexical or
derived). Each operatiofi; is translated into a logical operatidry and once we have the translation
of H,, we can get the translation of its corresponding operatignin the term algebra. This way, the
elements of the term algeb¥& x receive a logical translation in the algel{(d. ) crype, (Fy)~er),
where they can be assigned meaning. The elements of the lgebra are evaluated as elements
of the Romanian algebrd = ((R.)ccc, (Hs)sea) Via the evaluation functiomv defined inDEF-
INITION 4.16. So the logical translations and their correspondimgnings can be related to the
Romanian expressions.

A schema of the three algebras that we described here amdritezaction towards a composi-
tional interpretation of a natural language fragment i€giin FIGURE 4.1. Since the composition of
two homomorphisms is also a homomorphism (see Hendriks3(199145) for a proof){r o inyy

225ee Hendriks (1993, p. 140) for the definition dfee algebrain our terms amnambiguousalgebra.
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Tax = ((Ta,kxc)eec, (HY Jsen)
Ltr
B = <(LT)T€Typev (F7)7€F>
Linag

<(ST)T€Typ67 (G7)7€F>

S
Figure 4.1: The algebras involved in a compositional imetadion gimplified

Tax = {(Tak.c)eeo, (HY Jsen)

Ltr
B = <(L’T)TETyp€7 (F’Y)’yEF> H(B)
|z lIMP

S = <(I’T)’T€Typ87 (gv)’yEF> H(SJ\/[P)

Figure 4.2: The algebras involved in a compositional imetadion (Hendriks (1993, p.176))

is a homomorphism, so the interpretation of the Romaniam t@igebra in the semantic algebra
((S7)rerypes (G+)ver) is compositional.

Before closing this section, let me raise one further poihicl is fundamental for the correct
understanding of the principle of compositionality, altk it is of minor importance for our present
purposes. It relates to the schema&igURE 4.1 which is only an informal simplified version of the
exhaustive schema mGURE4.2. There are only two algebras that the two schemas hawemmon:
the syntactic algebral{y x) and the logical algebrai = ((L+)rerype; (Fy)yer))-

One difference betweeRGURE 4.1 andFIGURE 4.2 concerns the logical algebia which is
interpreted in the semantic algehfa a restriction of the algebrd in FIGURE 4.1. Both Janssen
(1986) and Hendriks (1993) agree that the semantic algelst oontain only the meanings and
the operations necessary in assigning meaning to the lagigaessions in the algebid, so other
meanings that may be generatedSirare eliminated and thus, the result is an alge®raTlhe fact
that S assigns meaning to all and only the logical expressionB i3 ensured by the condition of
epimorphicity® on theinterpretationfunction Z betweenB andS. The epimorphisnt is a function
from models to interpretations in models such that)(M) = inas(«) for all modelsM .

The second difference concerns the translation procedurthé syntactic algebrés x which,
according to Janssen (1986) and Hendriks (1993), is not dowetly as inFIGURE 4.1, but via
another algebra derived from the logical algelita In Hendriks’ formalization this new algebra is
I1(B), the polynomial closureof the algebraB (see Hendriks (1993, Ch. 2, Sec. 3.1)). Moreover,
the compositional interpretation of a syntactic algebratagcommodate a setwfeaning postulates
M P which are often necessary to formulate semantic relatiehsd®en linguistic lexical expressions
(see Montague (1970)). Thas’”, a restriction ofZ, is an epimorphism from the logical algebBa
to the semantic algeb™” in which the meaning postulates are true.

ZAn epimorphism is a surjective homomorphism.
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The translation of a term algebra often requires additi@yattactic operations in the defined
logical algebra. The algebid(B) in FIGURE 4.2 is an extension of the algebBawhich includes all
the operations unavailable i, but necessary for the translationof x. This extension is formulated
in such a way that the epimorphisid/* still holds betweeiil( B) andIl(SM?). Thusll(SM?) is the
extension of the algebt&™” which additionally provides all and only those meanings sehantic
operations that correspond to the logical expressions pathtions introduced ifl(B) besides the
ones inB. With these revisions, the compositioroZ © of the translation homomorphistm and the
interpretation epimorphisi* # is a homomorphism from the syntactic algefita, to the semantic
algebrall(SM?) (Hendriks (1993, pp. 169-171)).

As one may have already noticed, the translation of the R@namagment described in Sec-
tion 4.3.2.2 does not require the formulation of meaningiydates and does not necessitate addi-
tional operations to those iB. The syntactic operationdd s;)sca (and the correspondingd” 5)sca
in T’y i) are translated by three variations of the functigndefined iINDEFINITION 4.7 (cf. DEFINI-
TION 4.17). For this reason, for the present Romanian fragmtaatenough to refer to the schema in
FIGURE 4.1 as reflecting the compositional mechanism of assigmitegpretation.

4.3.2.4 Anexample

Having shown how the mechanism of compositional interpigigunctions theoretically, let us take
the natural language example below for illustration. | shlow how the meaning of the complex
Romanian expression in (233) is derived compositionallys ekpected, we will see that the only
interpretation that the sentence receives in a compoaltgrammar is the one with double negation:

(233) Niciunstudentnu a citit nicio carte.
no studentNM hasreadno  book

‘No student read no book.” (‘Every student read some book.)

Let us start with the lexical expressions that appear ingbigence:niciun, student nu a citit,
nicio, carte, all elements of the s€iR.).cc. | further ignore the syntax and the semantics of the NM
nu for this fragment, so | will takenu a citit to be a derivational version difti, just asa citit is a
derivational version of€iti. All the lexical expressions are associated with a categod a lexical
translation in (228) which | repeat below in a more convenresiation of the variables:

(234) The lexical expressions

NiciuNp; ~r AMeABet. NO(Axy e . A(x1)) (Ax2,e. B(x2))
studenty  ~»  Axgc.student’(x3)

NICIOpey ~s ACetADet. NO(Az g e.C(x4))(Az5 0. D(x5))
cartepy ~r A e.book! (x6)

nuacititry  ~» g Awre.read (w7, xs)

To derive the sentenddiciun student nu a citit nicio cartand its interpretation, | use a syntac-
tic tree which is closer to common linguistic representaiand thus makes it easier to follow the
mechanism of compositional interpretation.AIGURE 4.3 the Romanian expression appears on top,
the corresponding syntactic term underneath, and thedbgianslation at the bottom. The former
two expressions are connected via the evaluation funetipthe latter two by the translation function
tr. Each function is labeled with the corresponding definitidine last line represents the logical
expression i L- ) crype Which is the reduced translation of the linguistic expressi
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niciun student nu a citit nicio carte
T ev (D:4.16.2)
| H | Hs|niciunpe | [studenty | || H5|nu a cititpy | | Hy | niciope | | carteon | || |
| tr (D:4.17.2)
Fyeet:t (Fueer: ety (tr([niciunpe, | ), tr([studengn ),
Fy((etyt)et (tr([nu @ Cititry | ), Fy.ep(erye (tr([Niciope] ), tr(|cartecn]))))

NO(Az1 e.student’(x1))(Az2,e. NO(Axy,e.book! (24))(Axs e .read (x2, x5)))

/\

nu a citit nicio carte
T ev (D:4.16.4)
| H4|nu acititpy | | Hy | Niciope | | cartecn || |
| tr (D:4.17.4)
Fly.((etytyet (tr([nu a cititry ]),
Fyeet.(erye (tr([niciope | ), tr([cartecn |)))

niciun student
T ev (D:4.16.3)

| H, | niciunp,, | | studeng | |
| tr (D:4.17.3)

F4:et:(et)t (tT( I_niCiunDetJ )7 t?‘( £StUden&'NJ ))

ABet. NO(Az1 ¢.student’ (z1))(Axg,c.B(z2)) Mo NOAwa.0 book!(2)) s e read (27, 75))

/\

nu a citit nicio carte
T ev (D:4.16.1) T ev (D:4.16.3)
|nu a citityy | | H, | niciope | | cartecy | |
| tr (228;234) | tr (D:4.17.3)
Axg e Ax7 e read (x7, x3) Fycr:(erye(tr([niciope] ), tr([ carteon]))
| ARy =

AX3 (et A7, e Xg(Axg e-read (27, 28))  ADet.-NO(ALgc.bo0k! (24))( A5 c.D(5))

N

nicio carte
T ev (D:4.16.1) T ev (D:4.16.1)
[niciopet | |cartecy |
} tr (228; 234) | tr (228; 234)

ACetADet. NO(Axge.C(24))(Ax5..D(25))  Azge.book’ (x6)

Figure 4.3: The translation tree fbliciun student nu a citit nicio carte
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Let us describe the tree INGURE 4.3. As can be noticed from the tree and from our previous
discussion in Section 4.3.2.3, the syntactic terms builnaserINITION 4.14.1 on the basis of the
functions H, mediate the translation between Romanian expressionsogigal terms, so they will
be considered in parallel with the other two kinds of objettdart with the complex expressiaicio
carte derived from the two lexical oneasicio andcarte The corresponding lexical syntactic terms
obtained viaDEFINITION 4.14.1a ardniciop.;| and|cartexx|. In (228),nicio andcarte appear as
lexical expressions, so according to the definition of ti@tien (DEFINITION 4.17.1) they get their
translation (via their corresponding syntactic termshfr(228), reformulated in (234). Given the
two syntactic categories Det and CN, the functign in DEFINITION 4.14.1c tells us that they build
a syntactic term of category NP. The operation applied taleeexpressions is the operatidi,
related toH , via the functionev (DEFINITION 4.16.3). Sincef{, concatenates two expressions of
category Det and CN, we obtain the expressitcio carte of category NP. This gets its logical
translation via the operatioH , which is assigned a logical translation by the functieras specified
in DEFINITION 4.17.3. The procedure can be represented as in (235). TheddFRcarteis assigned
a set containing one translation:

(235) Translation fonicio carte

T'r(nicio cart§ = {tr(| H,|niciope: | |cartecn |])} (D:4.19)
tr(| Hy|niciope || cartecn|])
= Fyep(erp(tr([niciope] ), tr(|cartecn])) (D:4.17.3)

= Fret(et)t(NCetADet NO(A24,6.C(24) ) (AT5.0.D(25)), AZge.book! (x6)) (234)
= [ACetADet. NO(Az4,.C(24))(Ax5.6.D(25))](Ax6,e.b0OK (x6)) (D:4.7)
= ADet. NO(Azgc.[AXg .b00K (x6)|(X4)) (A5 . D(25)) (B-reduction)
= ADet. NO(Azye.book! (x4))(Axs c.D(25)) (B-reduction)
Tr(n|C|o cart® = {A\D;. NO(Az 4 c.book! (x4))(Ax5.c.D(xs5))}
In a similar way, we derive the Romanian expressiara citit nicio carteand its translation. This

is given in (236). Note that we do not use the basic transiaifahe transitive verlnu a citit, we need
to employ one derived bfrgument Raisings explained after (236):

(236) Translation fonu a citit nicio carte
T'r(nu a citit nicio cartg = {tr(|Hz|nu a cititry | | H, | niciope: | [ cartecn || |)} (D:4.19)
tr(|Hs|nu acititry | | Hy | NiCiOpe | |cartecon | | )
= Fu(etyr et (tr([nuacitityy | ), tr(| Hy | niciope | |carteon | |)) (D:4.17.4)
= Fretyyet(tr([nuacititry | ), Fy.e. ey (tr([Niciope] ), tr(|cartecy])) (D:4.17.3)
= Fu((et)t)et A Xs (et)t A7, X8 (Azg o read (27, 23)),

ADet. NO(Azy,e.book! (24))(Ax5.e.D(25))) (237; 235)
= [MXg,(et)t AT7,c.- Xg(Ag c.me0d (27, 78))]

(ADet.NO(Ax4,0.bo0ok/(x4))(Ax5.0.D(x5)))) (D:4.7)
= A276.[ADet. NO (A2 c.book! (24))(Ax5 . D(x5))]

(Axge.read’(x7,xsg)) (B-reduction)
= A7 NO(Azyc.book! (x4))(Azs5 . [AXg e.Tead (27, 23)](X5)) (B-reduction)
= A276.NO(Axge.book! (x4))(Axs c.read (z7,25)) (B-reduction)

T'r(nu a citit nicio cart§ = {\z7 . NO(Axy,c.book! (z4))(Axs5 c.read (x7,25))}
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The basic translation of the vertu a citit in (228) and (234) is\zg (A\x7 c.read (x7,xg). But
in the tree (governed by the Romanian syntactic terms foomah DEFINITION 4.14.1), it has to
combine with the expressiamicio carte which is of type(et)t, so we have a type mismatch since
no logical syntactic operation iDEFINITION 4.7 can apply to combine the two expressions. As
a solution, we may use the type shifting operattmgument Raisingn DEFINITION 4.18. AR is
lexically available for every translation of the expressian our fragment and allows deriving other
possible translations. Fou a citit, AR, yields the result in (237) which was usedArcURE 4.3 and
in (236) in order to derive the translation of the complexresgionnu a citit nicio carte Given the
translation)\X&(et)t)\xm.XS()\x&e.read/ (z7,xg)) of nu a citit, the syntactic operatiof; can now
apply it to the translatiod D;. NO(Az4 ¢ .book’ (x4))(Axs .. D(x5)) of the NP.

(237) AR for nu a citit
A28 e Ax7 e Tead (x7, xg)
| ARy
AXs (e AT7. e Xg(Axg e read (17, 25))
In FIGURE 4.3, the NPniciun studentis derived similarly to the NRicio cartein (235), so | skip

to the final expression, the sentemdeiun student nu a citit nicio carteSince there is nothing new
about its derivation and translation compared to (235) 288Y, | give the procedure directly in (238):

(238) Translation foniciun student nu a citit nicio carte
T'r(niciun student nu a citit nicio carje
={tr(|H, | Hz|niciunpe | |studenty | | | H|nu a cititry | | Hy | niciope: | | cartecn || |])}
tr(| H | Hy|niciunpe || studenty | || Hs|nu a citityy | | Hy | niciope | |cartecn | ]])
= Frett(Frep (e (tr([niciunpe |), tr([student:n |)), Fi.(et)e)e: (tr([nu @ cititry ] ),

Fiep:(erye (tr([niciope | ), tr(|cartecn|)))) (D:4.17.2; 4.17.3; 4.17.4)
= Frett(ABet-NO(Ax1 e.student’ (x1))(Axe.c.B(z2)),

A7 . NO(Az g c.bo0ok (24))(Ax5 ¢ Tead (z7, x5))) (~235; 236)
= [ABet-NO(Az1 e.student’(z1))(Az2,c.B(x2))]

(Ax7,6.NO(Ax4,e.bo0k (x4))(Ax5 e.read’ (x7,x5))) (D:4.7)
= NO(Azje.student'(x1))(Az2e.

[Ax7 6. NO(Axy,e.bo0k (24))(Ax5.c.read (x7,25))](x2)) (B-reduction)
= NO(Azye.student'(x1))

(Az2,e. NO(Azy,e.book (24))(Axs e.read (x2, x5))) (B-reduction)

Tr(niciun student nu a citit nicio carje
={NO Az c.student' (z1))(Axg,e. NO(Ax 4 c.book! (x4))(Ax5 c.read (z2,25)))}

We thus obtain the translation of the sentence (233) as giveIGURE 4.3.

In order to assign meaning to this sentence, one assignsegiprigtation to its logical translation,
and thus everything is a matter of interpretation of thedablanguagel.. The translation set of the
natural language expressiaoitiun student nu a citit nicio carteis made up of one element, given
in (238). According tobEFINITION 4.20, p. 131, this means that it receives a single interjjoata
given by the functionin, (tr(niciun student nu a citit nicio cartg)). The value of this function can
be calculated in at least two ways. One may apply; to the complex translation including all the
syntactic functiong F’,),cr as given by the translation from functio&l;)sca. This procedure is
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shown in (239), where the lexical translations will have éwiritten in terms of function$F’, ) cr
which will then be turned into interpretation functiofs. ),cr. Alternatively, one may applyn s
directly to the reduced translation which can be restateéers of the function$F’, ),cr (see (240)).
Both procedures yield the same interpretation, but therlatsimpler, since the translation contains
fewer operations.

(239) The interpretation aficiun student nu a citit nicio carte
inps(tr(|niciun student nu a citit nicio cartg))
= inp (Faett (Faet: (erye (07 ([ NiCiUNpet ] ), tr([ studeng |)),
Ey((etytyet (tr([nU @ cititry |), Fy.ep.er)e (b7 ([ NiCiOpet ] ), tr(|cartecn ]))))) (238)
= G et:t(Garacet: ety (inar (tr([Niciunpe |) ), inag (tr([studentn |))),
Gar,a:((etyt):et (i (tr([nu @ cititry |)),

GA/[,4:et:(et)t(inA/l (tr( LniCioDetJ ))7 inp (tr( Lcart%’NJ ))))) (D4126)
where
inp(tr([niciunpet])) = inpr(AAetABet NO(Ax1 ¢ . A(z1))(Ax2..B(22))) = ... €tc.
inp (tr([studenty|)) = inpr (A3 e.student’ (z3)) = ... etc.

(L
(L
inp (tr([nuacititry ])) = inar (AXg () AT7,e. X (Axg e.read (x7,23))) = ... €tc.
(L
inp(tr(|cartecn])) = inp(Azg e.book! (x6)) = ... etc.

(
(

inps(tr(|niciopet|)) = inpr(ACetADet. NO(Azge.C(24))(Ax5 . D(25))) = ... €tc.
(

(240) The interpretation aficiun student nu a citit nicio carte
inps(tr(|niciun student nu a citit nicio cartg]))

= inpy(NO(Axye.student (z1)) (Axg,e. NO(Ax g c.book (24)) (A5 .read (z2, 25))))

= iny(F3(Fs.ecte1 (Faeect (student’, 1)), Fy.cor:2(F3(Fb:cot:4(Face:t (book!, 24)),
Fs.c:t:5(Freit(Faeet(read’, x5), 22)))))) (D:4.7)

= Gu3(Gupset1(Guaet(iny (student’),iny(x1))),
G sie:t:2(Gr,3(Grtsiet:a (G acet (inpr (book” ) inpg (x4))),
G siet:5(Gracet (Garaceset (inar (read’) inpg (x5)), inar (22)))))) (D:4.12.5)

In (240), the value for th¢G ) cr operations will be inserted fromEFINITION 4.13, p. 126.
According toDEFINITION 4.12, the functioru (DEFINITION 4.11) will assign an interpretation to the
variableszy, x2, 4, x5 and the function/nt (in DEFINITION 4.10) will assign an interpretation to
the constantstudent’, read’, book’. The last expression in (240) contains two semantic funstio
G5 which are negative, so the interpretation of the senten¢238) in this compositional fragment is
double negation. In the next section, | will address theipdig of integrating polyadic quantifiers in
this fragment, so that we may derive both the double negaticithe negative concord reading of this
sentence by making use of the flexibility of interpretatibattiteration and resumption as polyadic
quantifiers can offer.

4.3.3 Iteration and resumption as modes of composition?

Having shown how the principle of compositionality applieshe interpretation of a natural language
fragment, in this section | investigate the status of palyagiantifiers with respect to composition-
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ality. The ultimate goal is to test the feasibility of the gagtion in de Swart and Sag (2002) to give
resumption a compaositional status similar to that of fumdi application.

As we will see, this attempt turns out to be impossible for telated reasons concerning: 1) the
syntax of polyadic lifts and 2) their high expressive poweirst, the syntax of polyadic lifts in
general cannot be made compositional with a surface-adenatural language syntax. From this
point of view, iteration is just as hon-compositional asuraption. Second, | will show that binary
non-iterations, including resumption, have a higher esgve power than any combinations of two
monadic quantifiers. This means that their semantics cammnogstated in terms of the semantics of
their (monadic) parts, as a compositional interpretaticth w-calculus and functional types requires.

In Section 4.3.3.1, | introduce some modifications of thedaldanguagel to integrate polyadic
quantifiers and | show that only iteration can be defined asngositional function inL. In Sec-
tion 4.3.3.2, | present the problems that one encountersiying to make iteration a mode of
composition (between the logical and the natural language)Section 4.3.3.3, | present the gen-
eral problem that the expressive power of polyadic quargifiaises with respect to a compositional
interpretation entirely based on a functional type theomh w-calculus.

4.3.3.1 Polyadic quantifiers inL

We saw that iteration can account for double negation rgadim Romanian (Section 4.1) and re-

sumption for negative concord (Section 4.2). In this sectipropose a precise formulation of itera-

tion and resumption in the logical language | focus on the simplest cases with binary quantifiers,
so | repeat belovbEFINITION 2.10 andDEFINITION 2.16 for binary iteration and binary resumption,

respectively:

Definition 2.10 (p. 27) Iteration of two typé1,1) quantifiers
For Qi, Qo, quantifiers of typd1,1), It(Q1,Q2) is the type(1%,2) quantifier defined, for
any domairg, anyA, B C E, anyR C E2, as:

It(Q1.Q2)* B(R)= Qi(A, {z € E] (B, {y € E| (z,9) €R})})

Definition 2.16 (p. 32) Binary resumption of typé, 1) quantifiers
For a quantifierQ of type(1,1), givenE the domainA, B C E, R C E 2, the polyadic
quantifier Res?(Q) of type(12,2) derived fromq is defined as:

Res*(Qg ™" (R) = o B (R)

As quantifiers of Lindstrom typél?,2) (241), iteration and resumption receive the logical types
in (242). The same type is assigned to the binary quanﬁj%;vrB which is the value oReSQ(Q)é'B
defined abové* Since in our grammar fragment we only make use of the quaatiifical operator
NO, | will limit my attention to NO?. To makeRes a mode of composition, we must write the
function Res as applying to two distinct quantifiers, just like (see also the discussion undegr-
INITION 4.22). But note that the functioRes in (242) is different fromRes? above, although they
both receive a resumptive interpretation of the monadintifier(s) to which they apply.

(241) Correspondence between Lindstr types and ype

ZNote the slight modifications of the GQT notation from ouryiwes discussion (small caps now turned into italic big
caps), meant to better suit the notation in this fragmenttardistinguish the generalized quantifiers as part of thecédg
fragment from the pure GQT notions.
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(1) corresponds tget)t;
(1,1) corresponds téet)((et)t)
(2) corresponds tée(et))t;
(12,2) corresponds tdet)((et)((e(et))t))
(n) corresponds tde(...(e t)))t;
——

(17 n) corresponds teet)(...((et) ( e(...(e ))1))

n—times n—times

Polyadic quantifier Lindstrom type Type

oy Q@) (12,2) (et) ((et)((elet))1))
2

Res(Q)(Q2)  (1%,2) (et)((e)((elet))1)

QA5 NO? (12,2) (et) ((et)((elet))1))

Modifications of the languageL. Keenan and Westerstahl (1997) speak of iteration and netsom
as polyadic lifts that is, as higher-order functions taking, in our case, mmanadic quantifiers as
arguments and yielding the binary quantifiétéQ;)(Q2) andRes(Q1)(Qz2). In the logical language
L, | defined the negative quantifier as the syntactic operafipfseeDEFINITION 4.7). Since this
definition is syncategorematic, the quantifiél) alone cannot be selected By or Res. We need

to redefineNO as a logical constant of type:t)((et)t), i.e. to give it a categorematic status (see
also Gamut (1991, vol. Il, pp. 114-115)). Recall from Sett#3.2.3 that we have to keep our
logical algebra unambiguous. So we eliminate the syntagterationFs and we define the constant
NO as inDEFINITION 4.21, where | also redefine the set of constarite.st previously given in
DEFINITION 4.5. Similarly, NO? is defined as a constant of type)((et)((e(et))t)):

Definition 4.21 Const

LetConst, be be defined as follows

Const. = {j},

Conste, = {student’, book’, talk'}

Consteery = {read'}

Const ey ((etyry = {NO}

Constenet)((e(enyn) = {(NO?}

Const, = Bfor = ¢ {e, (et), (e(et)), ((et)(e))t)), ((et)((et)((e(et))D)))}.

Unlike other constants which may get a different intergretewith respect to each model, the logical
constantsNO and NO? receive the same semantiést(NO) and Int(NO?), respectively, in all
models, as given IDEFINITION 4.22:

Definition 4.22 The semantics a¥O and NO?

1. inp(NO) = {{a,d)|a € Ass andd = Int(NO)}
E,et

Int(NO) = f € Dgf’et , such that forfy, fo € D,
(f(f1))(f2) =1, iff for everyd, € D,
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f1(d1) =0, or fo(dy) = 0.
2. iny(NO?) = {{a,d)|a € Ass andd = Int(NO?)}

Eet
E.et

D

Int(NO?) = f ¢ DEf’E(“) , such that forfy, fo € Det, 9 € De(er),
((f(f2))(f1))(g) = 1, iff for everyd;,ds € Dg.,
fl(dl) =0, or fg(dg) =0, o0r g(dl,dg) = 0.

lteration and resumption  Similarly to the way we definedVO and N O?, we could also definét
andRes as logical constants of typéet)((et)t))(((et)((et)t))((et)((et)((e(et))t)))). But since we
are only interested in obtaining (Q1)(Q2) et)((et) ((e(et))r)) @NA Res(Q1)(Q2)(e)((et)((e(et))t))» @Nd
we do not need to mak& and Res available for selection by even higher-order functions,nasy
also define them syncategorematically. Moreover, a sygoegenatic definition is in the spirit of de
Swart and Sag (2002), who regateration andresumptioras two different “modes of composition”.
In our terms, this means that they should be representednéactiy operationgF’, )< (with cor-
responding semantic operatiofiS. )-cr) in the languagel, which would translate corresponding
syntactic operation&H s)scA given in the Romanian fragment above.

Let us considelfr.;; and Fi. ges, the two syntactic operations ib that derivelt(Q)(Q2) and
Res(Q1)(Q2). Atthis point, the set of indices for logical operationdlims I' = {1,2,4:7":7, 5:7":714,
6:7, 7:It, 8:Res}, since we eliminateds:

Definition 4.23 Terms inL with iteration and resumption

1. foreacha, 8 € Licy((etyr), Frae(a, B) € Liety((et)((e(et))t))
2. foreacha, B € Ly ((et)t)s F8:Res (@ B) € Lier)((et)((e(et))t)

Definition 4.24 The syntactic operations for iteration and resumption

1. Fra: Lieyenn X Leny(etyt) — Liet)(et)(e(et)))) » WhereFr. (o, 8) = It(a)(3)

2. Fypes @ Lenyenr) X Lienetyt)y — Liet)(et)((eet))t))s Where Fy.pes(a, 3) =
Res(a)(B3)

As binary quantifiers built on the basis of polyadic liff$(«)(5) and Res(«)(3) are derived by
similar syntactic operations ih (seeDEFINITION 4.24), but the corresponding semantic operations
must yield the interpretations given IDEFINITION 2.10 andDEFINITION 2.16. Considering that in
our fragment there is one constant of tyje)((et)t) which is NO, we can only build/¢(NO)(NO)
andRes(NO)(NO).

DEFINITION 2.16 predicts that the semantics BEs(NO)(NO) is the same as the semantics
of NO?, which was given inDEFINITION 4.22.2. This semantic correlation creates an unsolvable
problem in defining resumption as a mode of composition: ésth allow us to define the semantic
operationG iz s. res SUCh that the interpretation functien,, is a homomorphism betwedr. z., and
G 1.,8:res @S required by the principle of compositionality and giveibEFINITION 4.25:

Definition 4.25 in;, for iteration and resumption

1. inM(F7;[t(()é,ﬁ)) = GM’7;[t(Z'TLM(C¥),Z"I’LM(ﬁ))
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2. inp(Fg.res(a, 8)) = Gugpes(iny (@), inar(B))

G 1,8:res Must be defined in such way that it combines the interpretsitod the two constants and
B. Since with resumptiony = 5 = NO, consideriny (NO) = (a,p) andGarg:res(ina (NO),

DE,et
E,et

D
iny(NO)) = (a,q). Theng € D must be defined on the basisaf According toDEFINI-
TION 2.16, G 1 8:Res(inar (NO), inp (NO)) = {a,q) has the same value a8,/ (NO?) = (a, f),
with f as inDEFINITION 4.22.2. The value of depends on the interpretation functiofis f, g

for the restrictions and the nuclear scope of the quanti¥ier?, but it does not use an interpretation
DE,et

functionn € D, of the monadic quantifieVO as equivalent to the functiofi in DEFINI-
TION 4.22.1. Thus the value @¥ 1s.3:res depends on the interpretation functiofis f2, g of the two
restrictions and the nuclear scope of the quantiles(«)(3), but not on the functiongn,(«) and
inpr () aSDEFINITION 4.25 requires.

Why should meaning assignment be problematic Res(NO)(NO) and not forNO?? It is
precisely becaus®es(NO)(NO) is derived by a syntactic operatiofiy z.s) which combines two
partsNO and NO, while NO? is a constant (i.e. a syntactic term in itself within which meed not
distinguish subparts) and the interpretation functiorigassmeaning to the whof®. For the former,
compositionality requires that,; be a homormophism betweéf.g.; andG s g. res, While for the
latter,in s is given directly by the functiodnt, according td™EFINITION 4.12.2, p. 126.

I conclude at this point that resumption cannot get a contiposil status in the logical languade
since its semantics as formulatedBFINITION 2.16 fails to meet compositionality. In Section 4.3.3.2
we will see that the syntax of iteration is problematic foe thanslation of the natural language into
the logical language, so iteration is not compositiondéhexi Moreover, in Section 4.3.3.3, | will show
that the expressive power of polyadic lifts in general raise important problem for &calculus with
functional types, the basic combinatoric system of contmwsl grammars in linguistics.

4.3.3.2 lIteration as a mode of composition?

Let us define the semantic functiéf, 7.;; in DEFINITION 4.25 which assigns meaning to iterations.
Since the semantics of iteration is defined on the basis ahtireadic quantifiersEFINITION 2.10),
Gr,7:1¢ In DEFINITION 4.26 can be specified in terms of the two parts, suchithgtis a homomor-
phism betweetfr.;, andG iy 7.14:

Definition 4.26 The semantic operation for iteration

. Ass Ass Ass
Guniat * Denyenyry % DENery(enn) — PEen)(et) (e(ety)n)

Whel’eGMj;[t(qZﬁ,?/)) =
{<a7f(f1)(f2)>‘<a7 f1> € ¢and<a7 f2> €9,

and for everyhy,hy € Dgf’ét),g € Dg‘fj(et),gARﬂ € Dg‘fé(et))(et),

whereg ag.1 IS the result of applyingd R; to g,
((CFf)(f2))(h))(h2))(9) = (f1(h1))(gar(f2(h2)))}

20f course, one may definBes(NO)(NO) as a constant of typeet) ((et)((e(et))t)) like NO?, but then resumption
cannot be used as a mode of composition.
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It(NO)(NO)(student")(book)(read');
T=
Fye(et):t (It(NO)(NO)(student’) (book'), read')

It(NO)(NO) (stfz%dent/) (book”) (e(et))t ready
Fyeet(e(et)t (TL(NO)(NO)(student'), book')

It(NO)(NO)(student') (et)((e(et))t) bOOkét
1=
F.ct:(et)((e(et)t) TE(NO)(NO), student’)

IH(NO)NO) (ey((et)((e(et))t) studenty,
T_

Fr.i(NO,NO)

T

NO(et)((etyr) NO(et)((etyr)
Figure 4.4: Compositional derivation &f(NO)(NO)(student’)(book’)(read’);

Given the two functionsF7.;; and G 7.7+ and the homomorphisniv,, iteration is now de-
fined as a “mode of composition” ih. Thus we can compositionally derive the logical expression
((It(NO)(NO))(student"))(book’))(read’)) € Ly, as iINFIGURE 4.4. Note that for simplicity |
derive this logical expression on the basis of constanthensetConst. (instead of the equivalent
A-abstracted expressions) and the functiofs).cr, wherel' = {1,2,4:7":7, 5:7":714, 6:7, 7:1t}.

It will be interpreted on the basis of the functionst and (G ),ecr. In FIGURE 4.4, | indicate the
syntactic operation which is applied at each step in the tree

Iteration and the natural language syntax Interms of polyadic quantifiers, the logical expression
(It(NO)(NO)(student)(book’)(read’)); in FIGURE 4.4 should translate the Romanian sentence in
(233) (Niciun student nu a citit nicio cartéNo student read no book.") in its double negation reading.
But we will see below that this idea turns out to be problemfatr the surface-oriented syntax that is
assumed here.

Although iteration may be viewed as a mode of compositioménldgical languagé., the syntax
of Romanian given in Section 4.3.2.2 and exemplifiedi®URE 4.3, p. 135 is different from the one
in FIGURE4.4. Most importantly, there is no syntactic rdfg, which combines two determiners into a
complex syntactic term. Assuming that we translate both &wdam determinersiciun andnicio with
the constantVv O ¢)((et)t), F7.1:(NO, NO) in FIGURE 4.4 should translate a complex syntactic term
| H 1 |niciunpet | | niciopet ) | Which does not exist in Romanian or in any other natural laggu
The typical syntax for natural language is the one giveR@URE 4.5, where | write only the logical
translations of the Romanian expressions and maintairettieal translations given in (234). Note
that unlike inFIGURE 4.4 here | use th&-abstracted expressions in (234), since we want to derese th
translation of a complex natural language expression.
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S
It(NO)(NO)(Az c.student’)(Axye.book’) (Axg e Axs o .read’)
177
"Fx(ABet. NO(Xx1 .student’ (x1))(Az2 . B(x2)),
A9 . NO(Az g c.book (x4)) (A5 . mead (zg, 25)))

NP v
ABet NO(Ax1 e.student’(x1))(Axe.c.B(x2)) Az . NO(Az4,c.b00k' (24)) (A5 c.Tead (29, 75))
1=

Fo(Azg e Ax7 eread (x7, x8),
)\Re(et))\$9,6.N0()\$4,6.b00k/(3}4)) (/\%576.R(:L'9, 1’5)))

TV NP
g Ar7 e read (27, 28)  ARe(en AL9,e. NO(AL g c.b00k! (14)) (A5 . R(29, 5))
T L2’1
ADet . NO(Azy,e.book! (24))(Axs . D(25))
T:

F4:et:(et)t (/\Cet)\Det.NO()\:L'4,6.C(:E4)) (/\%576.D(:E5)),
AZg,e.b00k! (6))

Det CN
ACetADet. NO(Axge.C(24))(Az50.D(25))  Azge.boOk' (26)

Figure 4.5: Syntactic tree for the logical translatioN\afiun student nu a citit nicio carte.

Fy(o, B)
Q(et)t Bet
)\Bet'Xt )\.%975.}/;

ABei. NO(Axy e.student’ (x1))(Azg,e.B(22)) A9 . NO(Axg,c.book' (24)) (A5 c.read (z9, z5))

Figure 4.6: The syntax of a compositional function
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The tree inFIGURE 4.5 differs from the one imIGURE 4.3 in one important respect: the deriva-
tion of the logical expression representing #ié node. It concerns the way the logical expression
Azg A7 . read (x7,x8) (Standing for the transitive verb) combines with the quamatiional one
ADct.NO(Azye.book! (x4))(Azs5 ..D(25)) (standing for theV P). In FIGURE 4.3, Argument Raising
applied to the first argument of the transitive verb (biz,), to make it match the type of th€ P. In
FIGURE 4.5, we raise the argumentD,; of the N P so that it matches the typget) of the transitive
verb?® This is done by means of a lifting operation defined in vankgig005) for polyadic quantifiers
and given below iMEFINITION 4.27. The expressioND,;. NO(Az 4 ..book! (x4))(Axs . D(25))?" is
lifted to )\Re(et))\mg,e.NO()\m,e.book’(u))()\x578.R(x9,x5)), as described in (243, where it re-
places the variabl® .. This mechanism of lifting the type of the NP, instead of tiathe TV like
in FIGURE 4.3, brings us closer to the GQT idea that quantifiers takeela¢éion of the verb as their
argument and not the other way around. Still, the resulteaf th-level is the same.

Definition 4.27 Lifting of type (1) quantifiers
A type (1) function Q on the universe E can be lifted to a function((t1)-"Q) from
(n + 1)-ary relations ton-ary relations as follows:

(LOFDRQ) = AQ ety ARen+ 1A (T 1,6, -y Tne) Q(Aze. R(@1, ..., T, 2))
(van Eijck (2005, p. 88))

(243) (Lz’lQ) = )‘Q(et)t)‘Re(et))‘xQ,e-Q()‘Ze-R(wga Z))

(
() AT9,e-[ADet- NO(A2g,0.000k (24)) (A5 . D(25))]|(Aze- R(9, 2)) =
() A9,e-NO(A24,.b00K' (24)) (AT5 . [Nz R, 2)] (5)) =

() AT9,e-NO(A24,¢.b00K' (24)) (AT5 ¢ R(9, 75))

At the S-level, we have to combine two expressions of the same typ#seaones iFIGURE 4.3.
But this time, we would like to use a syntactic operation thaiild give us an expression that contains
the polyadic quantifief¢(NO)(NO). If we just use functional application (i.e. the operatibn.;.;)
like in FIGURE 4.3, we do not integrate the polyadic quantifier. If we make aEthe polyadic
quantifier, the expression we should obtain is the one ufdeée. It(NO)(NO)(Az1 .student’)
(A24,¢.book”)(Axg Axs e Tead').

The first thing to notice is that the functidry.;; compositionally defined id. is not useful here,
since undetV P andIV there are two expressions of type)t andet, respectively, sd*.;, does not
apply. We could instead define a new functiénwhich applies to such expressions, but this would not
solve the problem. This is because this functigrnwould have to look inside the two expressions and
rearrange their parts. It should collect the quantificati@mperators O and N O) and the restriction
of the quantifier within each expressiokuf ..student’ and\z4 .book’, respectively) and rearrange
them within the structure of the polyadic quantifie{ NO)(NO).

%In order to combine the two expressions, we need a new simtgration similar ta#,, but which reverses the order
of the functor and the argument: in our langudgéhe former precedes the latter, and here, we need the latfgetede
the former. | will not go into details, since they would taletao far from the focus of the argumentation, but | assume for
this the operatiorf,, (which is similar to the operatiof,, compositionally defined in Hendriks (1993, p. 135)) such:tha

1. F,: Le(et) X L(e(et))(et) — Let, Whel’eFa(O&,ﬁ) = [[ﬁ](a)]
2IAccording to Hendriks's flexible type assignment, thisififf operation should be performed at thet-level (in the

lexicon), where we [iftD.; t0 R (. as in (243) and’.; stays the same.
28In (243), | use the variabley instead ofz; to avoid confusion with the variable, already used in our grammar.
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A compositional function cannot be defined to operate thig. vitaonly has access to the whole
expression and its type. To illustrate this, take a look atttbe inFIGURE 4.6, where the function
F, applies to the two expressiong.;; and3.;. As an alternative to functional applicatiofi, can
combine the two expressions such thata, ) = AW Aue.a(W) x 5(u), for instance, wheres"
stands for any binary operator defined in the logical languagnjunction, disjunction etc). This is
possible because the type of the two expressions allgwis see what argumenisandg require. F,
can also combine the two typexpressionsy andY by some binary operator, but it has no access to
their components, i.e. the quantificational operaf@ and the two relevant restrictiorS.

Iteration vs. functional application In conclusion, the syntax iRIGURE 4.5 does not allow us to
formulate a compositional function that would provide tldypdic quantifier/¢t(NO)(NO). Recall
that iteration was claimed in de Swart and Sag (2002) to has@rgositional status similar (if not
identical) to that of functional application. MoreoveretBQT literature (Keenan and Westerstahl
(1997), Peters and Westerstahl (2006), a.0.) often paiatshe similarity between iteration and
functional application. As a consequence of our discussi@hould be clear that this ‘similarity’ is
limited to the level of the logical interpretation, but iteknot hold for the natural language syntax.
As we have seen above, iteration as a polyadic lift cannobbuaulated as a compositional function
that obeys the syntax of the natural language.

The similarity between the semantics of iteration and tlidtioctional application raises a fur-
ther question: how is it possible that iteration can be fdatead compositionally within the logical
languageL (via the functionfz.;;) but not in the syntax of the natural language? Functionpli-ap
cation and iteration are both compositionalZlinthey combine the same syntactic pieces and yield
the same semantics, but still only the syntax of the formebiapositional in relation to the natural
language. The final expression in the treeliBURE 4.4 is interpreted by the functia®,; 7.;; in DEFI-
NITION 4.26. Givenf the semantics oft(NO)(NO), f1, f2 for the semantics of the first and second
NO, respectively,h;, hy for the semantics of\z ..student’(x1) and Az4 ..book’(x4), andg for
the semantics ohzg Axs ¢.read (22, x5), the definition says that(((f(f1))(f2))(h1))(h2))(g9) =
(fi(h1))(gar:1(f2(h2))). In FIGUREA4.5, if we apply functional application at ttfelevel, we obtain
the expressiomVO (Az1 ¢.student’ (z1))(Axg,e.NO(A24,e.bo0k' (x4)) (A5 c.read (z2,25))) which
is interpreted by the same semantic objefit(h1))(gar.1(f2(h2))). Both semantic interpretations
are homomorphic to the logical syntax: for iteration, it e tfunction Fr.;;, for functional ap-
plication it is the functionFy. But while in the case of functional application, the intetation
(f1(h1))(gar1(f2(he))) is the one established by the homomorphism with the logigatex (which
also corresponds to the natural language syntax), in tleeafa@teration, it is the expressidii((f(f1))
(f2))(h1))(h2))(g) that is established by the homomorphism with the logicatasymand this differs
from the natural language (surface-oriented) syntax. 8cetjuivalence between the two syntactic
expressions is the effect of the way the semantic funcfignr.;; is formulated: despite the ho-
momorphism withF7.;; (SEeDEFINITION 4.25), the interpretation assigned 6y, 7.;; introduces a
syntax which is different from the syntax é%.;; and the homomorphism with the natural language
syntax cannot be established.

In conclusion, iteration and functional application as e®adf composition get the same truth
conditions, but the way they put the parts together diffdrsparticular, the syntax of iteration as
a polyadic quantifier is not taken into account by the serdnitiction interpreting iteration, and
for this reason it is impossible to formulate the polyadititeration as a mode of composition like
functional application.

2For more discussion, see also Zimmermann (1990, Sec. & p4riicular, pp. 108-109.
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(NO STUDENT)((EVERY TEACHER)(CRITICIZE))

NO STUDENT  (EvERY TEACHER)(CRITICIZE)

No student
CRITICIZE EVERY TEACHER

criticized every teacher

Figure 4.7: Compositional syntactic tree with generaligaentifiers (Keenan (1992, p. 201))

4.3.3.3 Polyadic quantifiers and\-calculus with functional types

In this section | propose an explanation for why we cannotnéefesumption (and possibly other
binary quantifiers) compositionally in a logical languag#hwambda-calculus and functional types.
In Section 4.3.3.1 we only saw the intuitive problem: the aetics of resumption does not make direct
use of the semantics of the syntactic parts, i.e. the mompdintifiers. Here | will show that there are
binary relations which cannot be expressed as a combinatitwio unary relations and accordingly,

there are binary quantifiers that can distinguish betweesetielations in a way that combinations of
two monadic quantifiers cannot. This discussion comes aatmocation of Section 2.1.4.

| start with a brief summary of the general claims concerrrgsyntax of polyadic quantifiers
and the conclusions we reached here with respect to thes sifitieration and resumption in a com-
positional grammar. Then | focus on why some binary quandifike resumption cannot be defined
compositionally in the logical language.

Keenan (1992) talks about the assumptions that are madeesgipiect to the syntax of polyadic
quantifiers. He starts with the compositional syntactiocttire of a sentence with two quantifiers like
our example IrFIGURE 4.5, which he describes by means of generalized quantifreBGURE 4.7, |
give the tree presented by Keenan, as the similaritg¢@RE 4.5 is straightforward.

With respect taFIGURE 4.7, Keenan (1992, p. 201) writes:

“Observe now that it makes sense to compose typéunctions. Thus the last line in (2)
[i.e. FIGURE4.7] equals

[((NO STUDENT)o (EVERY TEACHER)(CRITICIZE)

where[(NO STUDENT)o (EVERY TEACHER]) maps binary relations to truth values
and is thus a function of type).”

Keenan (1992), and the literature on polyadic quantifiegeimeral, is interested in accounting for
those binary quantifiers which are not ‘reducible’ to the position (i.e. iteration) of two monadic
quantifiers. But nothing more is said about the ‘new syntattoduced with the functiof(NO STU-
DENT) o (EVERY TEACHER] above. For this reason, the reader is left with the imprestiat
this function should be compositional (together with itatsy), since its origin is the compaositional
structure inFIGURE 4.7. As we just saw, this is an erroneous assumption, simegifunal application
and iteration do not have the same syntax. Composing the axy wuantifiers irFIGURE 4.7 into a
binary quantifier as suggested by Keenan forces us to adepytiiax inFIGURE 4.8 if we want such
a function to obey compositionality in a logical languagéiisTisyntax does not match the syntax of
the natural language, which is why we cannot have a mode opasition iteration (Section 4.3.3.2).
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[((NO STUDENT)o (EVERY TEACHER](CRITICIZE)

A

[((NO STUDENT)o (EVERY TEACHER]) CRITICIZE

A

NO STUDENT EVERY TEACHER

Figure 4.8: Syntactic tree with a binary iteration

We saw that, unlike iteration, resumption cannot be madepositional even in the logical lan-
guage (Section 4.3.3.1). For the syntax of binary quardifieFIGURE 4.8, this means that we cannot
find two monadic quantifiers that could give us the binary mgstive quantifier)? in a compositional
way. The guestion is why this is the case.

Let us call the two monadic quantifiers that we need to deterf)y and Q.3° | assume that in
the logical languagé they are represented as the constahts(Q) of type (et)((et)t). CRITICIZE
is the constantriticize’ of type e(et), and TEACHER the constamtacher’ of type et. Thus the
GQT expressions iAIGURE 4.8 can be replaced by the logical oneFiQ@URE 4.9.

(Q?)(student’) (teacher’) (criticize’)

AV e(ety-(Q%) (student’) (teacher’)(Vs) e
’ cmtzczzee(et)
S(e(eryy = Fy(a, B)

AV et (Q1)(student’) (V1) AVa et (Q2)(teacher”)(Va)
Q(et)t 5(et)t

Figure 4.9: Syntactic tree with binary resumption/ nomaiten

With iteration we know the two monadic quantifiexsand 3 and compose them to obtadin the
binary one. The same procedure applies both in the syntasthengemantics and thus iteration is
compositional in the logical language. With resumption veeehthe two syntactic parts and 3
which undergo the syntactic operatidf) to build the binary quantifief. But in Section 4.3.3.1 we
defined the semantics of the binary quantifier in a way thanhdidnake use of the semantics of the
two syntactic parts. The question now is whether there isyato@xpress the semantics das the
semantics of, (v, [3).

The binary quantified ;) is a function with the domai( £?) and the co-domai®(E?). The
binary quantifierr, (a, 3), which is a combination of the two monadic quantifierg;), and 3.,
has the domairP(E) x P(E) and the co-domaiP(E®). We need to determine ., and ;..
such thatF, (a, ) andd.(..)). are identical, i.e. they return the same truth value witipeesto all
binary relations in the domain.

30We ignore for now the fact that the two quantifiers should Haeesame operator in resumption. | will return to this
issue at the end of the section.
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In the general case, to be able to reformulate every binaawtifierd as a combinatiot, («, 3) of
two monadic ones, all the binary relations that the formstinyuishes between should be similarly
told apart by the latter. We should first be able to restat¢hallbinary relations inP(£?) as also
elements ofP(E) x P(E).3! The domainP(E) x P(E) may contain more binary relations than
P(E?), but not the other way around. We further need an operatiangives us for each relation
in P(E?) a direct correspondent iR(E) x P(E). Once we have that, every binary relatigh in
P(E?) can be restated as some logical operatigh Between two unary relations, i.83 = V; ® V5.

In this case, the distinctions that the binary quantifiean make for the elements of a relatighcan
also be made by an appropriate operati®hdh two monadic quantifiers, each applying to one of the
two unary relationd; andVs, such thath = a e 3.

However, Henk Barendregt (p. c.) points out to me that thissspondence cannot be established
in general because the cardinality/of£?) is usually higher than that d?(E) x P(E). If the domain
E containsn elements, such that > 2, the cardinality ofP( E?) is always higher than the cardinality
of P(E) x P(E). The cardinality ofP(E?) is 2("*) and that ofP(E) x P(E) is 22" (as indicated in
(244)), and for instance for = 3, the former equalg’, while the latter i<26:

Lemma 2.2(p. 15)For every sei\, n € N such thatia|=n, |P(a)|=2".

(244)  |B| =n = |E?| = n? 222 |P(E?)| = 20
|P(E) x P(E)| = 2" x 2" = 22"

Forn = 1, we have the only case in whi¢l(E) x P(E)| > |P(E?)|, since2? > 2(1*), Forn = 2
andn = 0 we have the identityP(E) x P(E)| = |P(E?)|, since2! = 2(2*) and20 = 20, Apart
from these three cases, that is, for- 2, |P(E?)| > |P(E) x P(E)|.

A way to put the two unary relations together and get a binalgtion is by means of the Cartesian
product. We can define the binary relatibh as equal td/; x Va = vy cAva .Vi(v1) A Va(vz). In
this case, our logical operataris the Cartesian product, i..= x, and the corresponding operation
“e” between the monadic quantifiers is functional composititeration, i.e.e = o. But, as pointed
out in Keenan (1992), we can only obtain binary iterationthia way (see Section 2.1.4.2). So all
those binary quantifier$ = « o 3 are iterations. As shown above, they are also compositiarthe
languagel.

Some non-iterations can be restatedaslean combinationsf iterations (van Benthem (1989)).
Peters and Westerstahl (2006, p. 351) views a binary cuivellguantifier as a conjunction of two
iterations. It remains to be shown how and if Boolean contiwna of iterations can also be made
compositional in a logical language.

Given the cardinality difference between the dom&iik?) of binary relations and®(E) x P(E),
the domain of binary combinations of unary relations, tleeebinary quantifiers that express the truth
conditions of some binary relations in the set differeft&?) — P(E) x P(E) which cannot be ex-
pressed by combinations of monadic quantifiers and are nsompositional. For the Generalized
Quantifier Theory, this cardinality difference predictattthe expressive power of a binary quanti-
fier is higher than that of the composition of two monadic difi@ns. This is exactly the idea that
the literature on polyadic quantifiers exploits: there arety quantifiers which can be reduced to
a composition (i.e. iteration) of two monadic ones, but retlanguage also employs other binary
quantifiers which cannot. Keenan (1992), Keenan and Weishér&997), Peters and Westerstahl
(2006) and others concentrate on these ‘unreducible’ pigaantifiers, for which they abandon the
idea of compositionality.

31| leave aside the matter of how we could make the pieces inytiies of o and 3 fit the syntax of§, namely, how we
could put the (unary) operators and restrictions togethér(see also the discussion afleGURE 4.6).
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Let us consider what this result tells us about resumptiantifiers, argued here to account for
NC. We saw that the resumptiv’¥ O? is reducible to the iteratioWO o SOM E (Section 4.2.3).
This means thalvO? does not express the truth conditions of a binary relaticinénset difference
P(E?) — P(E) x P(E). However, the two monadic quantifiers that are composed/®ug this se-
mantics are not the same two quantifiers that undergo thaaymbperation resumption. If we have
a syntactic operation resumption between two monadic dieastNO and we interpret it by com-
posing the semantics of two quantifie’¥&) and SOM E our operation is again non-compositional.
We saw before that the semantic status of n-words in NC resjdirat we treat all their occurrences
as negative quantifiers, which makes a treatment of NC ingethe iterationNO o SOM E in-
adequate. Moreover, not all resumptive quantifiers arecibiuto iteration. As mentioned before,
Peters and Westerstahl (2002) argues #&)572 is unreducible. For our discussion, this means that
MOST? characterizes binary relations in the set differef¢&?) — P(E) x P(E).

Thus resumptive quantifiers allow us to express specidd tromditions that cannot be obtained in
any other way (e.gM O.ST?) and to provide a systematic account for our empirical olzg&@mns (e.g.
NO?). For Romanian NC, | showed that resumptive negative dfirstibest capture the semantic
status of n-words and their scope behavior (Section 4.2.rnbm-compositional status of resumptive
guantifiers indicates that a logic with lambda calculus amtfional types is not powerful enough to
accommodate them.

4.4 Conclusion and discussion

In this chapter | first showed that iteration and resumptibtwo negative quantifiers are well-suited
to account for the DN and NC readings of sentences with twamrdgvin Romanian. Specifically,
| argued that a resumptive quantifier Ri@an account for the idiosyncratic scope properties of NC
and the negative quantifier status of n-words, while the s¢éinaly equivalent iteration N© SOME
cannot.

| then investigated the possibility to define the polyadis liesumption and iteration in a composi-
tional syntax-semantics of a Romanian fragment. | showatittie way the semantics of resumption
is defined does not allow a direct access to the semanticiloatitin of the monadic parts. This
means that resumption cannot be defined as a mode of coropogifurther showed that the syntax
of polyadic quantifiers prevents us from formulating evemdtion as a mode of composition. While
iteration can be defined compositionally in the logical laage L, its syntax does not match that
of natural language, so iteration fails to be compositiatahe interface with the natural language
algebra. Finally, | gave an explanation for why we cannogdtly integrate polyadic quantifiers in
a compositional fragment. This has to do with the exprespmser of binary quantifiers, which
is higher than that of a combination of two monadic ones. Thmain of the former P(E?)) is
usually richer than the domain of the lattéd? () x P(F)). So no structural correspondence can
be established between the two domains to allow us to expresyg binary quantifier in terms of a
combination of two monadic ones, as required by compositityn

The source of the incompatibility between polyadic quaatifiand the principle of composition-
ality in linguistics is the way compositionality is traditially defined in linguistics: 1) in a functional
type theory and 2) by using functional application (or ottenbda-calculus techniques with func-
tional types) to imitate natural language syntax. To be npoegise about the latter procedure, note
that type shifting mechanisms like argument raising areleyeg to allow a full match between the
constituent structure of natural language and a combiicatevith A\-calculus and functional types
(see Section 4.3.2.4).
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It is difficult to envisage a reformulation of the principlé @dmpositionality to allow the inte-
gration of polyadic quantifiers. We can start by eliminatihg limitative properties of compositional
grammars that prevent us from defining polyadic quantif@rghe same time trying to keep the pre-
vious results that the principle provides for linguistiethy. Given the two issues mentioned above,
we have two options: 1) to replace the functional type th€ergployed in Montague (1970) follow-
ing Church (1940) and assumed in compositional grammai) avimore powerful type theory or
2) to replace the compositional combinatorics based-oalculus and functional types with a natural
language surface-oriented syntax.

The first option was brought to my attention by Fritz Hamm (p.who mentions that one may
be able to define polyadic quantifiers compositionally if aterts with an intuitionistic type theory
(Martin-Lof (1984)) instead of a simple type theory usyaksumed with the principle of composi-
tionality in linguistics. The intuitionistic type theorg ilargely used in computer science, but it has
occasionally been employed for linguistics as well (e.gaddwlm (1989), Ranta (1991, 1994)), and
it crucially has more expressive power than the simple thegery which it yields as a special case.
It thus presents itself as an option in defining polyadic géiars so they match a more flexible no-
tion of compositionality that is to be formulated in this geal setting. However, compositionality
with a simple type theory has a long history in linguisticsl @overs a wide spectrum of phenomena
which must be accounted for with the new notion of compasitlity not yet available, before we
may pursue an extension to polyadic quantifiers. Such ampttis too complex to be made here.

The other option is to compose complex expressions by Igtfistowing the constraints of the
natural language constituent structure instead of the dandalculus techniques employed by com-
positional grammars. This is the path | follow in Chapter Hieve | present a systematic syntax-
semantics for resumptive quantifiers by making use of upéeiied representations in the semantic
framework Lexical Resource Semantics (LRS) (Richter aniteS&€004)). LRS keeps the tradi-
tional practice of a functional type theory as the represt@nt language, but gives up the traditional
combinatorics based on lambda-calculus, when derivingotexrexpressions. It uses the constituent
structure provided by a surface-oriented syntax instedds ifinovation allows a direct and precise
implementation of resumptive-ary quantifiers and thus a systematic account of RomaniaaN&
resumptive quantifier.
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Chapter 5

The HPSG analysis of Romanian NC: An
LRS account

The aim in this chapter is to propose a systematic syntavasgos for Romanian NC as resumptive
quantification. The limitative effects that the principlé ammpositionality has on the description
of natural language quantification has led the Polyadic @fiers literature to disregard it. This is
possible within the Generalized Quantifier Theory whereftloeis is on the semantics of quantifiers
and the natural language syntax is left aside. But to offeadsquate theoretical description of the
linguistic phenomenon of negative concord we need to addoutoth its syntax and its semantics.

In this chapter | show that recent developments regardingaeéc description undertaken within
the tradition of constraint-based formalisms, in pariacdHPSG, enable us to articulate the syntax-
semantics of negative concord that we need: one that tateeadgonount both the resumptive semantics
of NC and a natural constituent structure for the Romaniamesee. The syntax employed here
follows the general lines of the HPSG fragment developedetiSn 2.3. The semantic representation
language is a simplified type theory without possible wofldd (cf. Ty2 of Gallin (1975)).

Two semantic frameworks have been proposed for HPSG whi&le nee ofl'y2 semantic repre-
sentationsiexicalized Flexible TyRLF-Ty2) in Sailer (2003) antlexical Resource SemantitsRS)
in Richter and Sailer (2004) and Richter (2@D4LF-Ty2 is a direct encoding df'y2 in the grammar
formalism of HPSG that uses the classical combinatoriaksysvith lambda-calculus and functional
application. LRS is a meta-theory of semantic represamtatrthich combines'y2 semantic rep-
resentations with constraint-based techniques of litigudescription, in particular underspecified
representations. As shown in the previous chapter, patyqdantifiers cannot be given a syntax-
semantics in a combinatorial system with lambda calculasfanctional types, because they are not
compositional. For this reason, in this chapter | take upstfraantic framework of LRS rather than
LF-Ty2. We will see that the constraint-based mechanisnadirdewith underspecification in LRS
can successfully account for Romanian negative concordesuanptive quantifier.

The chapter begins with the description of the logical laggil'y1 (Section 5.1) in which |
represent resumptive quantifiers in such a way that they earséd in LRS. In Section 5.2, | present
the RSRL grammar df'y1 (I'r,1) which allows us to us#'y1 expressions as semantic representations
in HPSG. | continue in Section 5.3 with a general presematiche LRS framework, the theoretical
background for the subsequent analysis of NC (Section)oathd DN (Section 5.4.2). In Section 5.5
| address the semantic and syntactic properties of the Riamargative marker and | integrate them
in the overall analysis of NC. After a few technical consatams in Section 5.6, in Section 5.7 |
illustrate how the present analysis can account for thditg@onditions on NC.
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5.1 The representation language: Polyadic quantifiers if'y1

In this section | describe the representation languagenttidie used in the rest of the chapter. There
are no major differences between this language and the dgeduin Chapter 4. But the different
goals of the two chapters require different ways of presgrttie logical language. To investigate the
compositional status of polyadic quantifiers, the pregimtan the previous chapter had to follow
particular conventions from Hendriks (1993) which in the@ext of this chapter would impede un-
derstanding. Moreover, in this chapter | will often rely aieyious work whose aim was to integrate
logical representations in HPSG (especially Sailer (200B) allow an immediate understanding of
this material within that context, | adopt the conventiohthe presentation in Sailer (2003).

Sailer (2003) uses Two-sorted Type Thedhy? of Gallin (1975)) as the representation language
for semantic descriptions in HPSG. But as we have seen inrthaopis chapter, the discussion on
polyadic quantifiers does not involve tiaorld types, which is the second basic type besidein
Ty2. So | will exclusively use @ne-sorted Type Theof§/yl. This does not mean that tiey1
definitions below cannot be extended to the world typand thus tdl'y2.

5.1.1 The syntax ofl'y1
The syntax of the languagdgy1 is defined below:

Definition 5.1 Type

Let Type be the smallest set such that

e,t € Type,
for eachr, 7’ € Type, T — 7' € Type.

Each element of the s&peis called a(semantic) typeThe basic types, ¢ stand for individuals and
truth values, respectively.

Convention 5.1 Type Notation

1. We writer — 7" ast7'.

2. We write(t — (... — (7 — 7')...)) ast"7.
N—————

n-times
3. We make use of parenthegesonly when disambiguation is necessary.
Definition 5.2 Var

Let Var be the smallest set such that
for eachr € T'ype and for eachi € N*, v; - € Var.

Each element of the s¥fr is called avariable. Note that | do not use the variablg -, soi must be
a positive number.

Definition 5.3 Const
Let Const be the smallest set such that
for eachr € T'ype and for eachi € NT, ¢; ; € Const.

Each element of the s&onstis called aconstant
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Definition 5.4 Ty1 Terms
Tyl is the smallest set such that:

Var C Tyl,
Const C Tyl,

for eachr, 7’ € Type, for eacha,.,+, 3, € Tyl,
(arrBr)r € Tyl,
for eachr, 7/ € Type, for eachv; ; € Var, and for eachn, € Ty1,
(AVi7.0rr) (rry € T,
for eachr € Type, and for eachn,, 5, € Tyl,
(ar = B-)r € Tyl
for eachoy € Tyl,
(may)r € Tyl,
for eachoy, 6; € Tyl,

(a¢ A Br)e € Tyl, (analogously for/, —, <)

for eachr € Type, for eachn € NV, for eachiy, is, ..., i, € N*, foreachv;, -, viy 7y ..., vi,, + €
Var, for eachayy, ayo, ..., aup, B; € Tyl,

(NO(Uil,Ty sy Uin,T)(at17 "'atn)(ﬁt))t S Ty11

for eachr € T'ype, foreachn € NT, for eachiy , i, ..., i, € NT, for eachv;, -, vi, 7, ..., Vi, + €
Var, for eachayy, ayo, ..., aup, B € Tyl,

(SOME (i, 7y e iy ) (15 .0t ) (Be) ) € Ty,

for eachr € T'ype, foreachn € NT, for eachiy , i, ..., i, € NT, for eachv;, -, vi, 7, ..., Vi, + €
Var, for eachayy, ayo, ..., aup, Br € Tyl,

(EVERY (Vi) 7y oo Uiy ) (15 .0u0) (B) ) € Tyl

Ty2 standard results about higher-order languages have shmtrhie first three functions in
DEFINITION 5.4 (application, abstraction, and equality) are sufficteradd quantifiers and the other
logical operators (Gallin (1975)). In addition to the teraisove, we can thus use the universal and
the existential quantifier as syntactic sugar in our languag! :

(245) a. true [)\xt.wt = )\wt.wt]
b. Vz,o:[\x;.0p = Az true

C. dz,op 1 Voo

(Sailer (2003, p. 40))
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Generalized quantifiers inTy1 In the logical languagd. in the previous chapter, we initially
represented the monadic quantiffé©) syncategorematically (see the functibfin DEFINITION 4.7,

p. 125). To investigate the compositional status of polyagiantifiers, in Section 4.3.3 we had to re-
define it categorematically, so that it could be the argunoéra polyadic lift like Res. We then
definedRes syncategorematically (as applying to two monadic quansifiand the quantifiel 02
categorematically to represent binary resumptive quarsifiwe saw thaRes could not be defined
compositionally because a corresponding semantic oparatiuld not be constructed. FofO?,
treated as a constant, we defined the semantics under tharététion function for constantsat.

In the languagd'y1 | adopt another way of representing resumptive quantiflagsie a syncate-
gorematic representation of the monadic quantifié€? and | generalize it to stand for a quantifiglO
of any complexity: monadic or polyadic. This matches Lingist's view of a generalized quantifier
as a class of quantifiers af complexity. All Romanian n-words can be represented asiboming
negative quantifiers of Lindstrom tyge, 1), so any resumptive quantifier representing negative con-
cord will be of type(1™, n). Thus | define the generalized quantiflé© in T'y1 as corresponding to
the Lindstrom typg 1™, n). Similarly for other generalized quantifiers lis€) M E andEVERY .

The generalized quantifiers iy 1 take the following arguments: variables of typer (possibly
the same variable more than once if for instafice- i; ;, for everyk, j € N*, such thak + j < n),

a corresponding. number of type expressions which act as the restriction of the quantifidrcare
typet expression which is the nuclear scope, and return a trutlev&o generalized quantifiers are
expressions of type” (" (tt)).

For the quantifietNVO we allown = 0, since in Section 5.5 we will need this to represent the
Romanian negative markau as a type(0)! quantifier which inT'y1 corresponds to an expression of
typett. For the other quantifiersSOM E and EV ERY), n > 1. In the next section | present the
semantics off'y1.

5.1.2 The semantics of'y1

Definition 5.5 Frame
Let £ be a set of individuals, theR = U, ¢, Dk,- is a frame where,

Dg: = {1,0},
DE,@ = El
for eachr, 7' € Type,
Dp.»
DE,TT’ = DE',}f—’ .

Definition 5.6 Model
Given a set of constantSonst, a set of individual&,

aTyl model is a pairM = (F, Int), such that
F'is a frame, and
Int is a function fromC'onst to F' such that
for eache, € Const,
Int(c) € Dg ;.

!See de Swart and Sag (2002) for a similar approach.
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Definition 5.7 Variable Assignment
Ass is the set of functiong”*" (from Var to F) such that,

Ass= {a € FV | for eachi € NT, for eachr € Type, a(v;,) € Dg +}.

Definition 5.8 The Semantics df'y1 Terms

For each termn.. € T'y1, for each model\/ and for each variable assignmemtc Ass,

[o.]M, the extension af,. in a modelM = (F, Int) under a variable assignment

a € Ass, is defined as follows:
[constants]
for eachr € T'ype, for eachi € N*, for eachc; , € Const,
[ei-]Me = Int(c),
[variables]
for eachr € T'ype, for eachi € N*, for eachv; , € Var,

[vi 1M = a(vis),

[application]

for eachr, 7' € Type, for eacha,,, € Tyl1, for eachs, € Ty1,
[[(aTT//BT)T/:I]M7a = [[aTT’]]M’a([[ﬁT]] M,a),

[abstraction]

for eachr, 7’ € Type, for eachv; . € Var, for eacha, € Tyl,

[(A\vi,r-0r0) -] = f € D" such that
for eachd € Dp ,: f(d) =[a,/]M-alvir/d
[equation]
for eachr € Type, for eacha., 5, € Tyl,

[(ar = Bo)] ™ = 1if o, M0 =[5,], else,

[logical operators]
for eachay; € Ty1,

[(=ay)e] 2= 1if [ay] 2= 0, else0,
for eachay, 6; € Tyl,

[(ae A Be)] M = 1if []M* = 1and[3,] ' = 1, else,
for eachoy, 6; € Tyl,

[(ew v Be)] M= 1if [a] = 1 or 3] 2= 1, else,
for eachay, 6; € Tyl,

[(ar — Be)e] o= 1if [o] M= 0 or [3] = 1, else0,

for eachoy, 6; € Tyl,
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[(cr = Br)e] M= 1if
[[Oét]] M,a— 1 and [[ﬁt]] M,a— 1 or
[cw] 2= 0 and [3,] 2= 0, else0,

[quantifiers]
for eachr € Type, for eachn € N, for eachiy, s, ...,i,, € N*, for each
Vi 73 Vig 7y -5 Vi w € Var, for eachayr, aya, ..., an, Bt € Tyl,
[INOiy 7y ey Vi 2 ) (1 oey ) (B)]M0= 1
iff for everyd,,, d,, ...,d;, € Dg -,
[ag ] Malvar/du] = 0 or [ap] Melvier/da] = gor ...
OF [argn] Moalvin.r/din] — () oF [B,]M-al(@irsvin) @iy din)] —
for eacht € Type, for eachn € N7, for eachiy, o, ...,i, € NT, for each
Uiy 73 Vig s -0y Vi w € Var, for eachayy, aua, ..., an, B € Tyl,
[SOME (v, , ..., vi,)) (s -, i ) (Br)] Moo= 1
iff there existd;, , d;,, ..., d;, € Dg ; such that
[ ] Melvar/da] = 1 and [ag] Molviar /42l = 1 and ...
and [ ] Molvin = /din] = 1 and [5,] Mel@iarevin)/ iy o)) = 1,
for eacht € Type, for eachn € N, for eachiy, is,...,i, € NT, for each
Vi 73 Vig 7y -5 Vi r € Var, for eachayr, aya, ..., am, Bt € Tyl,
[EVERY (viy, ..., vs, ) (01, -y o ) (B)] 0= 1
iff for everyd;, , d,, ...,d;, € Dg -,
if [y ] Moolvi/dinl = 1 and [agg] Moalviz/d2] = 1and ...

and [[atn]] Mva[vin/din} = 1’ then[[ﬁt]] Mva[(vil“"’vin)/(dil""’d’in)} =1.

Let us take some examples of generalized quantifiers tdréliigsshow they are interpreted. For
n = 0, we can only have the quantifi&fO which applies to an expression of typesaycome’(j),
where j, come’ € Const, see (246a). This quantifier will be used in Section 5.5 toasgnt the
negative markenu in Romanian. Fomn = 3, we can build ternary quantifiers witNO, SOM FE
and EV ERY . Considering that we have three distinct variables of ty@e is usually the case in
natural language (i.€; # i» # i3), we simplify the notation and use the variables,, > to stand
for v;,, vi,, vy, respectively. Let us takey; = teacher’(z), aue = book!(y), cus = student’(z) and
By = give' (z,y, z). With these specifications, we can build the following gifaers in (246):

(246) Examples of generalized quantifiers in natural laggua
a.  Forn =0, [NOO)()(come(j))]M* = 1iff [come'(§)]™* =0
b. Forn = 3, vy, = z,v;, = y,vi;, = 2z, a = teacher'(x), aya = book’(y),
a3 = student’(z) and g, = give' (z,vy, 2),
[NO(z,y, z)(teacher' (x), book! (y), student’ (2))(give' (x,y, 2))]M* = 1 iff
for everyd,,ds,ds € Dg..,
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[teacher! (x)]M-alz/d1] = 0 or [book! (y)]M-2lv/d2] = 0 or
[student’(z)]M-el2/ds] = 0 or [give! (z, y, )] Moll@v:2)/(didz,ds)] —
C. Forn = 3, v, = x,v, = y,vi; = 2, a1 = teacher'(z), aya = book!(y),
a3 = student’(z) and g, = give' (z,vy, 2),
[SOME(x,y, z)(teacher' (), book! (y), student’ (2))(give' (z,y, 2))]M* = 1 iff
there existd;, dz,ds € Dg.,
[teacher’ (z)]Melr/d) = 1 and[book! ()] M-*lv/2] = 1 and
[student’ (z)]M-elz/4] = 1 and[give (z,y, z)]M-al@y:2)/(d.d2ds)] — 1
d. Forn = 3, vy, = z,v;, = y,vi, = 2z, an = teacher'(x), aya = book’(y),
a3 = student’(z) and g, = give' (z,vy, 2),
[EV ERY (x,y, 2)(teacher' (z), book! (y), student’ (2)) (give' (z,y, z))|M* = 1iff
for everyd,,ds,ds € Dg.,
if [teacher!(x)]Mal*/4] = 1 and[book’ (y)] M-elv/®] = 1 and
[student’(z)]M-alz/ds] = 1, then[give! (z, y, )] Mol(@y:2)/(didz,ds)} —
The semantics of the generalized quantifiers givenBRINITION 5.8 can also be expressed in

terms of the minimum of th&y1 syntax (application, abstraction, equation) with the agtit sugar
in (245). (247) illustrates how this can be done. Thus ddjigieneralized quantifiers does not involve

any extensions of the langua@g1 :

(247) Generalized Quantifiers
a. for eachr € Type, for eachn € N, for eachiy, is, ..., i, € NT,
for eachv;, -, viy 7, ..., vi, » € Var, for eachay, s, ..., oun, B € Tyl,
NOiyy ey vi, ) (41 ooy i ) (Br) 1=
A, r¢...3A;, 3By
((Aiy = Avi.an Ao AN Ay, = vy, . A B = Mgy A, B)
AV, N [(Agy (0) A o N Ay (0,)) — 2B (Ve 03,)])-
b. for eachr € Type, for eachn € N*, for eachiy, io, ..., i, € NT,
for eachv;, -, viy 7, ..., Vi, » € Var, for eachoys, aua, ..., i, Bt € Tyl,
SOME (v, ...y 03, )1y ooy ) (Be) :=
A, r¢...3A;, 3By
((Aiy = Mg Ao N Ay, = Mg, . A B = Mgy A, . B)
A v, 3 [Ag (Vi) Ao AN Ay (0i,) A B(viy e vi,)])-
c. for eachr € Type, for eachn € N*, for eachiy, is, ..., 7, € NT,
for eachv;, -, viy 7, ..., vi,, » € Var, for eachoyr, aua, ..., i, By € Tyl,
EVERY (Vi oy i) (0414 ooy i ) (Be) 1=
A, r¢...3A;, 3By
((Aiy = Avi.an Ao AN Ay, = vy, . A B = Mgy A, B)
AV, N [(Agy (0) A o N Ay (0,)) — B(Vig s ey 0i,)])-
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5.2 Tyl in RSRL

In order to make use dfy1 terms as semantic representations in the constraint-feem@@work of
HPSG,Ty1 has to be encoded in RSRL, the description language of HPS&hawe to define the
grammarl'ry1= (Sr,1,01,:) and prove that it describes exactly the langudge. The signature
Yry1 must specify the sorts and the attributes for descriliipg expressions, and the theo®r,
must ensure that all and only the well-formed expressiorig:df are in the denotation of the new
sorts. Then it must be proved thAy1 is an exhaustive model dfr,; (see also Section 2.3.1).

This kind of encoding and the corresponding proofs have Heae for the languadggy2 in Sailer
(2003) and both LF-Ty2 and LRS use it. Since the languBge is a restricted version (lacking the
world type) of the languag@y2 plus the (Lindstrom) generalized quantifiers, | take thelkwmone by
Sailer for the grammar df'y2 to also cover the grammarr,;, with the exception of the generalized
quantifiers inT"y1 for which | add the necessary extensions.

In what follows, | give the description of the grammariof1 (I'z,1). For a more detailed discus-
sion, the reader is referred to (Sailer, 2003, Ch. 3).

The Signature ¥1,; FIGURE 5.1 below presents the signature for a grammaf'gf. It follows
the general assumptions in Sailer (2003), Penn and Rich@&), Richter (2004) and Richter and
Kallmeyer (2007), but introduces a few modifications meardal with the extensions @fy1 intro-
duced in Section 5.1.1.

All the objects inI'r,; are subsumed by the sdxtl which, together with the sotist, will be
an immediate subsort of the sarbjectin the HPSG sort hierarchy given in (47), Section 2.3.1.
The meaningful expressionsf T'y1 are subsumed by the sarte They have an attribute TYPE
whose value specifies their semantic type. Simple expmres$@riables andconstans) also get a
positive natural number index@n-zer9, the value of the attribute NUM-INDEX. This sort - attrileut
specification is generally assumed in the LF-Ty2 and LR Sttced

The signature contains an extended structure of quanjifigrsre the RESTR(iction) is separated
from SCOPE, so all quantifiers are treated as generalizedtifjges @en-quantifiey, as in Richter
and Kallmeyer (2007). To accommodate resumptive quardjftae value of the attributes VAR and
RESTR is of sortist. These additions are meant to match the syntax of genetajizantifiers irfil'y1,
as presented iDEFINITION 5.4 above. The signature also contains some additiondlartawhich
are needed for the formulation of the constraints in therthed7'y1 and which will be described as
part of the theory off'y1 in the next section.

The Theory ©1,; The theory of the grammar afy1 consists of a set of constraints on tiyd
(sub)sorts which guarantee that these sorts correspor toatural numbers (fanteges), the se-
mantic types (fotypes), and the well-formed expressions®Bf1 (for mes). All the constraints are
given below:

(248) THE THEORY O7y1

1. THE NATURAL NUMBERS PRINCIPLE:
integer— Jx *[zero

2. THE COMPLEX TERM PRINCIPLES
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tyl
me TYPE type
variable NUM-INDEX non-zero
constant NUM-INDEX non-zero
application FUNCTOR me

ARG me
abstraction VAR me
BODY me
equation ARG1 me
ARG2 me

negation ARG me
[-const ARGl me
ARG2 me
disjunction
conjunction
implication
bi-implication
gen-quantifier VAR list
RESTR list
SCOPE me
every
some
no
type
atomic-type
entity
truth
complex-type IN type
OUT type
integer
zero
non-zero PRE integer
list
elist
nelist FIRST me
REST list
Relations
copy/2
member/2
same-length/2
same-type-list/2
subterm/2
truth-list/1
tyl-component/2
variable-list/1

Figure 5.1: The signaturBr,;
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TYPE[Z) [IN ]
TYPE
o IN . ouT
application— | FUNCTOR| TYPE B abstraction— 2
ouT VAR| TYPE[1]
ARG| TYPE[1] BODY| TYPE[2]
TYPEtruth
. . TYPEtruth
equation— [ ARG1| TYPE negation—
ARG| TYPE truth

ARG2| TYPE

TYPE truth
I-const— | ARG1| TYPE truth
ARG2| TYPE truth

TYPE truth

VAR

RESTR2|

SCOPE TYPE truth

A variable-list A same-type-list (EITR);

A truth-list A same-length (1], [2)

gen-quantifier—

3. THE Tyl NON-CYCLICITY PRINCIPLE:
tyl — ((\/ {[a ]| a € ATyl}) — = tyl-component (:, ))

4. THE T'y1 FINITENESS PRINCIPLE:
tyl — 3<ty1-component @, :) — member(2], [chain]))

5. THE T'y1 IDENTITY PRINCIPLE:
tyl— (cory (. 2)~@=2)

6. THE tyl-component PRINCIPLE:
tyl-component ( ><—>
P
V1| V|2
@aE] A
\/ 3 | o€ .ATyl
tyl-component ( )

7. THE copy PRINCIPLE:
copy ( ) -

\/{[O’}/\[U}M‘IGSTyl}/\

! (a<][?wow<,>>)'““”l

8. THE subterm PRINCIPLE:
A2 A
subterm <)<_> l[me] l[me]
[l 2

tyl-component
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9. THE variable-list PRINCIPLE;
variable-list @)~

[elist] Vv
FIRST [variable}

REST

33([ ] A variable-list ())

10. THE member PRINCIPLE;
list

V
FIRST [me}

member((1][2)) «

list
3 b
([REST [Iist}] A member(Z), ))
11. THE truth-list PRINCIPLE:
truth-list @«
[elist] Vv

1] me
FIRST _

23] TYPE truth| | A truth-list @)
REST

12. THE same-length  PRINCIPLE:
same-length ([, 2])«

([elist]/\ [elist]) i

33(

FIRST me FIRST me
A2 A same-length  ([3],[4])
REST REST
13. THE same-type-var  PRINCIPLE:
same-type-list @, 2)+
[elist} \%

v v me

[typ(% A FIRST .
33 TYPE A same-type-list (RE)]

REST

Regarding the principles in (248), note that quantificatioRSRL always applies to components
of the described object (Richter (2a9)4p. 152). A component is by definition an object that can be
reached via a path of attributes.

The NaTURAL NUMBERS PRINCIPLE ensures the correspondence between the objects in the
grammar ofl"'y1 denoted byntegerand natural numbers. Fomen-zerointeger, the number of PRE
attributes that it has corresponds to the natural numberitthepresents. The principle in (248.1)
specifies that everytegerobject should contain aerovalue of the attribute PRE. Thus infinite and
cyclic numbers are excluded.

The CoMPLEX TERM PRINCIPLES N (248.2) guarantee the proper typingio§l complex terms
according to the conditions specified in thel syntax (terms)application of a functor to an argu-
ment (c. 3-).), lambdaabstraction((Av; -.a),-), equation((c.; = (7)), negation((—ax)¢),
complex expressions made up of two expressions of iyl which are connected by a logical con-
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stant (\, V, —, <) and denoted here hlyconst and generalized quantifiergdn-quantifiey (e.g.
(NO(Viy 7y ooy Vg, T)(t41, .., i ) (Be) ). The constraint on generalized quantifiers ensures teat th
members of the value list for VAR are variables and have theedspe, that the ones in the value list
for RESTR have the typguth, that the value of SCOPE is also of typeath, and that the two lists
that stand for the values of VAR and RESTR have the same Iehgtlihe number of expressions in
the restriction of the quantifier is the same as the numbédreofariables bound by the quantifier.

The next three principles (248.3-5) guarantee that thectsbjgenoted byyl correspond to the
expressions of the langua@&/1. TheTyl NON-CyCLICITY PRINCIPLE in (248.3) excludes cyclic
objects from the grammar. The symbol “.” is a reserved véeialh RSRL expressing the identity
function on objects. Here it is used to say that a path canrriead back to the same object. In
the RSRL specification of the grammarbf/1, Az, is the set of attributes in the signature of the
grammar ofl'y1. TheTy1l FINITENESS PRINCIPLE enforces that every component dfyd object be
part of achain Given that ahain (cf. Richter (2004, p. 158)) is finitety1 objects must have a finite
structure. Thdy1 IDENTITY PRINCIPLE enforces token-identity as often as possible on components
of tyl objects.

The rest of the principles determine the meaning of theicglatymbols which have been or
will be used in the other principlesyl-component (248.6),copy (248.7),subterm (248.8),
variable-list (248.9), member (248.10),truth-list (248.11),same-length  (248.12),
andsame-type-list (248.13). The first argumepmt of thetyl-component relation is a com-
ponent of the second arguméitif and only if the two arguments are identical,[@is a component
of the valu€g3] of any of the attributes in the finite set of attributdsspecified forz. The relation
copy holds of twotyl objects iff they have the same attributes with values of Hmaessort. In the
RSRL formalization of the grammar @ty1, St is the set of most specific sorts in the signature of
the grammar ofl'y1. Two meaningful expressiorg and[2] are in thesubterm relation iff [ is a
tyl-component of]. This relation will be further used in its infix notation, .i[ < [2] as equivalent to
subterm ([@,2).

The variable-list relation guarantees that an object of dat only contains elements of
sortvariable Thus the relation holds ¢f] iff [1] is of sortelist or the value of its attribute FIRST is
of sortvariable andvariable-list holds of the value of the attribute REST. An objatis a
member of a list[2] iff [T is the first element on the ligf, or it is amember of the rest of2]. Like
append (see (49) p. 47), thenember relation is quite often used in HPSG grammars in general.
Here it is defined for lists made up of meaningful expressiboslater on it will be used as referring
to lists made up obbjectelements (i.e. the most general sort in the sort hierarcl8ection 2.3.1).

Thetruth-list relation functions similarly to thgariable-list relation and constrains
the elements of a list to have the tyjpeth. The relationrsame-length  enforces the same length on
two lists: it is true of two empty lists, or of two lists whiclabe the first element of samteand whose
REST value$s] and[4] are in thesame-length  relation. Finally, thesame-type-list relation
enforces the elements of a list to have the same type. It leblaisy typei] and a listz) which is either
empty or contains only meaningful expressions of fgp& his relation ensures that the variables in a
VAR list have the same type (seeif COMPLEX TERM PRINCIPLE for generalized quantifiers).

As an example of how'y1 expressions can be described in an AVM syntax within the gram
I'ry1, see the description of tHEy1 expression\v, g.constante 1(vep) below, slightly modified
from Richter (2004, p. 172):
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(249) AVM description of\v, 1.constants 2(ve1):

[abstraction

c-type
TYPE[4]| IN [ entity]
ouT [2truth]
var

TYPE[]
NUM-INDEX |PRE [5lzero

[application
TYPE[2]
constant
NUM-INDEX|PRE |PRE[5]zero
c-type
IN
ouT

VAR

BODY
FUNC

TYPE[4]

ARG [3]

The token-identity between the various attribute value$2#®) is enforced by the principles in
©71,1. According to the ©MPLEX TERM PRINCIPLE for abstractionin (248.2), the value of the path
TYPEJIN is identical to that of the path VARYPE (i.e.[1), and the value of the path TYREBUT

to that of BODY|TYPE (i.e.[2). The token-identities label€d, [4] and[5] are a consequence of the
Tyl IDENTITY PRINCIPLE in (248.5). The constantonstant.; stands for predicate constants of
typeet: e.g. walk’, student’, book’. When added to the signature as subsumeddmstant these
predicate constants have different values for the at&iblliM-INDEX. For instancewalk’ could be
constantes 201, student’ constantes 130, andbook’ constantq 4.

Tyl as a model ofl'r,;  An RSRL grammar is used to describe a certain empirical domad it

can be said to have attained its goal if the empirical domaproved to be an exhaustive model of
the grammarlI'r,; has been developed to describe Thel expressions defined in Section 5.1.1, so
now it has to be shown thdty1 is an exhaustive model afr,;. Sailer (2003) proves the same with
respect to the languadgy2 of Gallin (1975). Sincel'yl is a simplified version off'y2 | take the
results in Sailer (2003) to hold fdry1 as well. The grammar that Sailer develops has been extended
to also include generalized quantifiers and lists made upeafnimgful expressions. In order to prove
thatT'y1 is a model of the grammarr,;, we have to prove the proposition below:

Proposition 5.1 There is an exhaustive modet,1= (Ury1, Sry1, Ary1, Rry1) SUCh that
Uryt = NUType UTyl U L.

(modified from Sailer (2003, p. 117))

In PROPOSITIONS.1, Uty is the universe off'y1 objects, i.e. the union between the set of natural
numbers, the set of types, the seffafl expressions, and the s€bf lists of meaningful expressions,
as given in the signatur€r,;. St,1 andAr,; have already been introduced as the set of maximally
specific sorts and of attributes in the signature, respalgtivir, is the set of relations in the signature
(recall our discussion from Section 2.3.1).

PROPOSITIONS.1 can be proved by constructing a model'gf;;, theintended modélr,;, which
must then be proved to be an exhaustive moddlgf;. Sailer (2003) constructs such a model for
most of the terms iy 1, except for the quantifiers. In Appendix A under (440), | gike necessary
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extensions to Sailer’s definitions to inclugen-quantifies. InI'z,; | make use of lists of meaningful
expressions as auxiliary symbols to define polyadic quardifo | also includésts in the extensions
in (440).

We can further show that there is a systematic semanticsgmrelence between the objects in any
exhaustive model df r,,; and the terms ol'y1. To prove this, a functiol R must be defined, which
assigns a term of T'y1 an equivalence clags| of meobjects inl'r,;. Then it must be proved that
[u] anda have the same extension. This ensures that for any arbéxdrgustive model df 7, the
meobjects in its universe can be assigned a model-theoréd¢igiretation just as if they were terms of
Tyl. Thus every'r,; exhaustive model functions as a modelofl. Sailer (2003, Sec. 3.3) has done
the same fofl'y2 and in order to extend this result to polyadic quantifierdyé ghe interpretation of
thegen-quantifierand | extend the definition af R in Appendix A under (441) and (442).

To be able to usé&'y1 representations instead of AVMsiy,;, we have to show that the objects
in the denotation of the gramma¥-,; behave like the natural numbers, the semantic types, thster
and the sequences (ilests) of terms inTy1 (cf. Sailer (2003, Sec. 3.4)). Sailer (2003) defines a
function “*” which produces an AVM description for every nioer, type, expression, and sequence
of expressions of the representation language, such thatebcription denotes that natural number,
type, expression or sequence of expressions of the languager case,I'y1) in the exhaustive
model of its corresponding grammalr,;). As a result, when working witli'r,; the standard
notation for &'y1 expression, natural number, type or sequence/ list candukfteely in place of the
more complicated AVM formula describing it. In grammar wrif this has a considerable practical
advantage if we compare the two notations, exemplified iQ)2heT'y1 symbols are much simpler
and more straightforward than the AVM descriptions. Theitiatthl specification of the function
“*” in Appendix A (443) ensures that generalized quantifiargl sequences/ lists in tli&/1 notation
receive an appropriate AVM description when used in the gnani'z,; .

In this section | presented a way to encode the langua@g bfdefined in Section 5.1.1) in RSRL
as the grammal'r,;. In a way similar to the system in Sailer (200By1 is an exhaustive model of
I'ry1 andT'y1 symbols can be used instead of AVM descriptions in grammamgr This provides
us with the possibility of using the language’Bf/1 as the semantic representation language within
HPSG. We can now go on with our HPSG semantic account withiB.LR

5.3 LRS

Unlike LF-Ty2 of Sailer (2003), which was developed to impstandard model-theoretic semantics
in HPSG,Lexical Resource Semanti@Richter and Sailer (2004), Richter (2@)%was designed to
allow underspecification in HPSG semantics. It maintaimsldmguage of'y2 for semantic repre-
sentations, but unlike LF-Ty2, LRS gives up the restrictragition of using lambda-calculus with
functional application to imitate the natural languagetayn It uses constraints that are linked to a
surface-oriented syntax instead. In addition to this, yipe theory ensures the type matching between
objects that combine with each other and the well-typindhefderived objects. The combinatorics is
regulated via LRS-specific constraints formulated in tiipd@f HPSG.

I will show that with its constituent structure-based conaborics, LRS can easily incorporate
polyadic quantification, in particular resumptive negatouantifiers, proposed here to account for
Romanian NC. After a short presentation of the basic priasipf LRS in Section 5.3.1, | will briefly
present an LRS account of NC without resumptive quantifeessjone by Richter and Sailer (2004)
for Polish (Section 5.3.2). In Section 5.4, | will develop laRS analysis of NC with resumptive
quantifiers for Romanian.
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5.3.1 The basic principles of LRS

LRS makes a distinction between lexical/ local and comjmosit semantics (see Sailer (2004)).0-

cal semantics is specified as the vatantentof the CONT attribute and is relevant for argument
linking, semantic selection of heads, and binding phen@ndine value of CONT hosts an INDEX
and a MAIN attribute, the latter specifying tieeaningful expressiothat the sign contributes. The
INDEX value is split between VAR, the variable associatethwiiesign and PHI giving the corre-
sponding phi-featurésThe noungirl in (250) is third person, singular number and feminine gende
and its MAIN semantic contribution is the constaut!’:

(250) The value of CONT for the nougirl

[content
extended-index
VAR variable
index
PERS third
NUM sg
GEN fem
| MAIN girl’

INDEX

Compositional semantics is described under the value ofrasimgtlevel attribute LF (Logical
Form) and is thus independent of the semantic and syntaa#ct®n by heads. Since NC is a matter
of compositional semantics, we will be concerned with thevakie of signs. The value of LF is a
new sortirs which we add to the HPSG sort hierarchy in (47), Section 2dréctly undembject

(251) THE SORTIrs

Irs EX(TERNAL-)CONT(ENT) me
IN(TERNAL-)CONT(ENT) me
PARTS list(me)

Objects of sorirs have three attributes: INCONT, EXCONT and PARTS. The irdegontent of
a sign is the scopally lowest meaningful expression thatsdmantic head of the sign contributes
within its syntactic projection. The external content ofignsis usually the meaning contribution
of its maximal syntactic projection to the meaning of theralleexpression. The attribute PARTS
contains all the meaningful pieces that a sign contributethé meaning of a linguistic expression.
The values of the three attributes are specified in terms ahigful expressionsi{es) defined in the
Tyl signature irFIGURE5.1.

The theory of the LRS grammar contains the INCONJINRCIPLE, the EXCONT RRINCIPLE, the
LRS PROJECTIONPRINCIPLE, and the EMANTICS PRINCIPLE. Each of them is addressed below:

2“«Compositional” semantics refers to how the semantic regméation of a phrase results from the semantics represen-
tations of the daughters independently of the principleoofipositionality.

3The reader familiar with the grammar in Pollard and Sag (18®4uld note that the valuiadexof the PHI attribute
in (250) is the same as the value of INDEX in Pollard and Sa®4)19 This allows the lexical semantics phenomena
accounted for in that formalism to be easily imported in arsldRammar. For instance, the binding theory and the agreemen
mechanisms in Pollard and Sag can be maintained.
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(252) LRS RRINCIPLES

a.

THE INCONT PRINCIPLE
In eachlrs, the INCONT value is an element of the PARTS list and a compbotthe
EXCONT value.

EXCONT [1]
Irs — | |INCONT A2 €3] Al2l<[d]
PARTS

THE EXCONT PRINCIPLE
1. In everyphrase the EXCONT value of the non-head daughter is an elementeof th
non-head daughter’'s PARTS list.

EXCONT H) Ale )

phrase— ([DTRS ]/\ non-hd-dtr (3], [LF LARTS

2. In every utterance, every subexpression of the EXCONTeval the utterance
is an element of its PARTS list, and every element of the aitteg’'s PARTS list is a
subexpression of the EXCONT value.

EXCONT
LF
u-sign— PARTS
(Bem A@m<m)

:|:|/\<1/\€) -

THE LRS PROJECTIONPRINCIPLE
In eachphrase
1. the EXCONT values of the head and the mother are identical,

LF |EXCONT

phrase—
DTRS|HEAD-DTR |LF |[EXCONT

2. the INCONT values of the head and the mother are identical,

phrase—
DTRS|HEAD-DTR | LF [INCONT

LF [INCONT }

3. the PARTS value contains all and only the elements of thBT\values of the
daughters.

LF |PARTS
phrase— DTRS[HEAD-DTR |LF |[PARTS ]

A non-hd-dir (4], [LF |PARTS }) A append (2], (3], [1])
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(253) THE non-hd-dtr  PRINCIPLE:

V(I V2]
non-hd-dtr ([, [2])«—

head-struc head-struc head-struc
l:SUBJ-DTR [sigrﬂ v l:SPR-DTR [sign]] v l:COMP—DTR [sign]]

ADJ-DTR [2]sign] Vi MRK-DTR [2[sign|

head-struc head-struc

The theory of LRS makes use of the relati@mpend (already discussed in Section 2.3.1, p. 49),
subterm , member, andnon-hd-dtr . The relationssubterm andmember were introduced in
the signature of th&'y1 grammar and described in (248.8) and (248.10). They areheedin their
infix notation symbolized by<4’ and “€”, respectively. Thenon-hd-dtr  relation is introduced in
(253). It delivers the non-head daughter of a phrase, bauibgst, specifier, complement, adjunct, or
marker as the value of the attributes SUBJ-DTR, SPR-DTR, Ea@M R, ADJ-DTR and MRK-DTR
of head-struobjects (see Section 2.3).

The INCONT RrINCIPLE enforces the presence of the INCONT value of a sign amonglthe e
ements of its PARTS value, and as a component of the EXCONIJevaBy the first clause of the
EXCONT PRrRINCIPLE, the EXCONT value of a non-head daughter appears on its PARIT SThe
second clause establishes a close relation between the EX@ad the PARTS value of an utterance,
such that every subexpression of its external content ideanest of its PARTS list, and every ele-
ment on the PARTS list is a subexpression of its externalezanThe LRS ROJECTIONPRINCIPLE
specifies the LF value of a phrase. Thus the mother node taltie EXCONT and the INCONT
value of the head daughter (clauses 1. and 2.) and its PARTE igthe list obtained by appending
the PARTS value of the head daughter and that of the non-haaghter (clause 3.).

The SEMANTICS PRINCIPLE in LRS specifies restrictions on combining the meaning dédzint
kinds of syntactic and semantic daughters. In (254) belowd the relevant clauses for quantifica-
tional expressions and for head-marker phrases, as thelyauilsed later in this chapter:

(254) THE SEMANTICS PRINCIPLE
1. if the specifier daughter is a quantifier, then its INCONTugas of the formQ (v, ¢, v),
the INCONT value of the head is a component of a merhbéthe list¢, and the INCONT

value of the non-head daughter is identical to the EXCONTUealf the head daughter:
VIM2M3]
[ l:CAT| HEAD det }
DTRS| SPRDTR|SS| LOC

e

CONT |[MAIN gen-quantifi

EXCONT }

H-DTR |LF
INCONT
DTRS INFIRE

en-quantifie
SPRDTR|LF [INCONT [g q H

RESTR[3]

2. if the non-head is a quantified NP with an EXCONT value offthen Q(v, ¢, v), then the
INCONT value of the head is a componentaf

V[DV3V4]

“The symbol %" is the infix notation of the relatiosubterm-of-member  defined in (255).
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Ss|LocC |CAT NP
gen-quantifief | A non-hd-dtr (3], [4])
SCOPE

[DTRS } A
LF [EXCONT

ey [DTRS| H-DTR |LF [INCONT }
A2]«[1]
3. if the non-head is a marker, then its INCONT value is idmitio the INCONT value
of the head:
v
SS|LOC |CAT |HEAD marker
DTRS| MRK-DTR — [DTRS| H-DTR [LF [INCONT H
LF [INC

4. [other clauses]

(255) THE subterm-of-member  PRINCIPLE

V[ V2
(subterm-of-member @ 2 <~ )

33 (subterm (@, 3)) A member((3], ))

In (254),Q(v, ¢, 1) is the shorthand notation for the description of a genezdliquantifier with
the VAR value a listy, the RESTR value a list, and the SCOPE valug:

gen-quantifie

VAR v
(256) RESTR ¢

SCOPE

The first clause of the BMANTICS PRINCIPLE concerns phrases in which there is a quantifica-
tional determiner. It guarantees that the INCONT value efrtbun head is a component of one of the
elements on the restriction list of the generalized quantifind that the EXCONT value of the head
is the generalized quantifier itself. By the first clause &f BROJECTIONPRINCIPLE in (252c), the
generalized quantifier will then become the EXCONT valuehefother NP. The second clause of
the SEMANTICS PRINCIPLE refers to phrases in which the non-head daughter is a quahhifi?, and
ensures that the INCONT value of the head daughter is a coemparf the scope of the generalized
quantifier carried by the NP. This clause generally appbgshtases with a verbal head daughter.

The third clause of the principle concerns head-markergas.aFor the grammar fragment here
| assume that markers have no semantic contribution. ThesHMANTICS PRINCIPLE enforces
markers to identify their INCONT value with the INCONT valoé the head. This clause will be
made use of in Section 5.7.

5.3.1.1 AnLRS example

Let us use the example below to illustrate how the LRS priasipteract in deriving the interpretation
of a sentence:

(257) a. A student came.

b.  some(x, student'(x), come’ (x))
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We concentrate here on the attribute specifications reldearthe semantics. For more details on
syntactic descriptions, the reader is referred back toxhenples in Section 2.3.2.4. The sentence in
(257a) is associated with the logical interpretation in7¢25

In this example and the one in Section 5.3.2, we do not neeghgial quantifiers yet, so all
quantifiers are monadic. This means that the value of VAR iggleton list ofvariables, and the
value of RESTR is a singleton list ofes for these quantifiers. In order to simplify the notatiorhiede
examples, we USEONVENTION 5.2 and represent the values for VAR and RESTR directly asotdj
of sortvariableandme That is, we dispense with the list notation. This way ourespntations will
be similar to the ones in the LRS literature where only monagiantifiers are considered (see for
instance Richter and Sailer (2004) and Richter and Kallmg&@07)). Polyadic quantifiers will be
used in the account of Romanian NC starting with Section 5.4.

Convention 5.2 For a monadic quantifief)((z), («), 3), we write directlyQ(z, «, 3).
_gen-quantifier |

nelist
VAR |FIRST z gen-quantifie
In AVM notation: for REST elist| |, we write| VAR =
nelist RESTR o

RESTR | FIRST «

REST elist

In (258), | introduce the relevant parts of the lexical exgriora, studentandcame®:®

r'word

PHON (&)

HEAD {det } ]
SPEC[ON

CAT SUBJ ()]

ss|Loc VAL SPR ()

i COMPS ()

[INDEX| VAR [1dz }

|MAIN [1] some(z, o, B) ]

(258) a. ANzdaNzx<df

CONT

[rs
EXCONT me
INCONT [1] some(z, a, )

L LPARTS  ([1], [1d])

LF

®The subscript tags in (258) indicate the LOTONT| INDEX | VAR value of thesynsera.
SFor simplicity, we ignore the tense property of the veame
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[word ]
PHON  (student )
r [HEAD noun ]
suBJd ()
ss[o] Loc R [SPR <De@>]
| comPs ()
b. CONT [INDEX | VAR @}
L | MAIN student’ ]
[rs
EXCONT gen-quantifie]‘
LF VAR
INCONT [2] student’([1d)
i |PARTS  ([2], [2d student’) |
[word ]
PHON (came)
I HEAD verb
SUBJ <N >
ss Loc AT lvac {SPR 0 P@]
C. comPs ()

| CONT [MAIN [38 come’]
[lrs

EXCONT me

INCONT [3] come’ ([1d])
LPARTS  ([3], [3d])

LF

The semantic contribution of a determiner usually consi$ta generalized quantifier and the
variable that the quantifier binds. Thus the internal cantéia in (258a) is the existential quantifier
some(zx, o, 3). The EXCONT value is not lexically determined, so it can bg mreaningful expres-
sion On the PARTS list of the determiner, we include the INCONITUgay and the variable:. Two
subterm constraints ensure that the variabig a component of both the restriction)(@and the scope
of the quantifier ).

The lexical entry of a bare noun likdudentspecifies that the noun inherits the varigeof the
determiner it subcategorizes for, and that the EXCONT vaue generalized quantifier that binds
this variable. The semantic contribution of the n@tudentis the predicatetudent’ as the value of
MAIN, and the internal content is the predicatistudent’ ([1d).

The verbcamein (258c¢) semantically contributes the predicate:e’, but its internal content is
the predicationcome’ ([Td), where[g is the variable of the subject the verb subcategorizes fae T
EXCONT value is lexically undetermined. On the PARTS list welude the MAIN value[g4) and
the INCONT value[g).

On the basis of the lexical items above, we derive the treetstre inFIGURES5.2. The application
of the LRS principles allows us to specify the lexically utetenined values in (258), and thus to
interpret the sentence in (257a).

The structure of the NR studentin FIGURE 5.2 is obtained by applying the first clause of the
SEMANTICS PRINCIPLE. Thus the EXCONT value of N is identical to the INCONT vajuef Det.
The subterm constraiff] < « specifies the INCONT value of N as a subterm of the RESTR valok
the generalized quantifier carried by the Det. By the LR FECTIONPRINCIPLE, the NP mother
inherits the EXCONT and INCONT values from its head-daug{itg, and its PARTS list collects all
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S
EXCONT [4] some(z, student’(z), come’(z))
INCONT AYEIRFERAY IR
PARTS ([, (18, [2, [2d, [3], [3d)

T

NP \%

EXCONT [d some(z, , 3) EXCONT
INCONT N2 INCONT [3] come’(x)

PARTS  ([1,[1d, [2), [2d) PARTS  ([3], [3d come’)

/\

Det N
EXCONT EXCONT
[INCONT some(x,a,ﬁ)] [INCONT student’(x) ]
PARTS ([T, [1d =) PARTS  ([2], [2d student’)

Figure 5.2: LRS analysis of (2574)student came

the PARTS elements of the daughters.

The semantic specification of the S node is determined bydbensl clause of theEMANTICS
PRINCIPLE, which enforces the INCONT value of V to be a subterm of the 8EQalue of the
quantifier carried by the NP (i.B]< ). The values for the EXCONT, INCONT and PARTS attributes
of the S node are given by the LRKRBIECTIONPRINCIPLE. The second subterm constraint on the
node S ] < [4) comes from the second clause of the EXCONAINCIPLE which requires that all
the elements on the PARTS list of an utterance also be subssipns of the EXCONT value. In our
case[1] = [4), because there is only one operator (the quanfifjeso there is no scope ambiguity and
the sentence receives only one interpretation.

Note that in this section we again udesis made up obynsenobjects, although in writing th€y1
grammar we considered only lists made upyas. In Section 2.3, lists were specified as containing
objecs, so we are free to use any sorts of elements subsumeljégton a list.

5.3.2 Polish NC in LRS: Richter and Sailer (2004)

Having illustrated how LRS principles interact to derives timterpretation of an utterance with a
monadic generalized quantifier, we can now take a look at heWNtC phenomenon can be analyzed
in LRS with monadic quantifiers. In particular, | will disaushe approach taken in Richter and
Sailer (2004) and Richter and Kallmeyer (2007) to NC in Foli$he data discussion here follows
Richter and Sailer (2004), but | adopt the technical adjesti in Richter and Kallmeyer (2007)
where quantifiers are represented as generalized quantsfeethey can easily be used in our grammar
fragment.

Polish is usually described as a strict NC language (25%®) Bdaszczak (1999), Przepidrkowski
and Kupst (1997), Przepibrkowski and Kups€ (1999khir and Sailer (1999, Przepibrkowski
(199%)). Both the NM and the n-word express negation alone (2589¢)? like in Romanian. But
unlike in Romanian, the presence of two n-words never triggeDN reading in Polish. The only
reading for (259d) is NC.:
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(259) a. Janekie pomagaojcu.

JanekNM helps father
‘Janek doesn't help his father.

b. Nikt  *(nie) przyszedt.
nobodyNM came
‘Nobody came.’

C. Kogowidziate§?Nikogo.
who you-saw? nobody
‘Who have you seen? Nobody.’

d. Nik nikomu nie powiedziate.
Nothing nobody NM I-told

‘| didn’t tell anybody anything. (Richter and Sailer (2004p. 107-112)

The LRS structure of sentence (259b) is giverri@uRE 5.3. Following Kups¢ (2000), Richter
and Sailer (2004) assume that the N is a prefix, that is, it forms a morphological unit with
the verb. The lexical entry for the n-wordkt contains a generalized quantifier, thus its LF value
resembles the LF value of the NFstudenin FIGURE 5.2:

(260) a. nikt(‘nobody’)

['word

PHON (nikt )

INDEX | VAR [1b]

SS| LOC [CONT
| | MAIN [3] some(x, a, B)

Irs ARy A[D<aNxz<aa ANz

EXCONT [3] some(z, «, 3)
INCONT [1] person’([1blx)
PARTS ([T, [1d person’, [10}, [2) v, [B)| |

b. nie przyszedfNM came’)
[word

PHON (nie przyszedl )

CAT | VAL | SUBJ <N >
ss|Loc l | |
/
CONT | MAIN [4d come A@<an AB<[
Irs
EXCONT [0]

INCONT [4] come’ ([1b])
PARTS <, come’, ﬁn>

Richter and Sailer (2004) and Richter and Kallmeyer (20@/hot make direct use of negative
generalized quantifiers: they represent a negative guaméf an existential generalized quantifier
preceded by logical negation, as in (260a). The externaeobrof the n-word only contains the
existential quantifier, although logical negation is alsoedement on the PARTS list of the n-word
and it must outscope the EXCONT valy@<{~). This ensures that the existential quantifier is always
outscoped by negation.
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In the lexical specification of the veriie przyszedihe logical negation on the PARTS list repre-
sents the semantic contribution of the prafig. The first constrainti4] < n) states that the semantics
of the verb is in the scope of the negative operator. Unlikihéncase ohikt, the negative operator
has to be a subexpression of the EXCONT value of the negatbd(§ed [0]). This way, the scope
of negation is restricted to the clause headed by the verartAmm negation and the subterm con-
straints associated with it, the semantic specificatiorhefverb (i.e.come’(z)) is similar to that of
the affirmative verlprzyszedbiven in (258c) for the English counterpadme

FIGURE 5.3 gives the semantic structure of the senteé¥ie nie przyszeditust like in the case of
A student camérIGURE 5.2), the second clause of th&$aNTICS PRINCIPLE adds the constraint
by which the INCONT value of the verb must be a subpart of tlpe®f the quantifier contributed
by the NP g < 8). The second clause of the EXCONTRIRCIPLE requires all the PARTS elements
to be subterms of the EXCONT value of an utterance, fiiusust be a subterm @fi:

S
EXC [0
INC A4 < BA[2]<[0]
PARTS ([, (14, (1B}, [}, [3), 4], [4d, [5])
NP V

|:EXC [8 some(z, a, B) EXC [0
A4 <n A[5l<[0]

INC [ person’([Iblz) ABl<yA@<a |INC  [4]come (1)
PARTS ([T, [1d person’, [10, [2) v, [3]) PARTS ([4], [4d come’, [5] )

Figure 5.3: LRS analysis of (259B)ikt nie przyszedt

For the structure above, our LRS theory allows three pdimbito disambiguate the EXCONT
value[o, listed below:

(261) a. - some(x,person’(x),come (x)) = some(x, person’(z), come’ (x)) (DN)
I.B=0AR=nAB=~or
. @=0AB=nAB="2

b. - some(x,person’(z),— come (x)) (DN)
=QABI=YAB=0
c.  —some(x,person’(x),come (x)) (NC)

B=2=0AB=y=n

The EXCONT valudg) in FIGURE 5.3 depends on the scope interaction between the two negativ
expressiong] and[s. The one that contains/ outscopes the other gets identifiéddoy The inter-
pretation in (261a) is obtained by interpreting the negatjuantifierz] in the scope of the negative
expressiolf] (21 = n). This way the verbal negation has widest scope. The samgietation can be
obtained ifg]is in the scope dB] (5 = 7), but outscopes the existential quantifigrr=€ n). In this case,

the negation contributed by the quantifier has widest sdmgethe existential quantifier is outscoped
by the verbal negation. In the second interpretation (2@i®&)erbal negation gets narrowest scope
since it appears in the scope of the existential quantifies (3). The interpretation in (261c) comes
from imposing token-identity betwees) and[s), and thus making the two negations identical. This
last reading is actually the only one available for our secge
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In order to exclude the two unavailable readings in (261a)(@61b), Richter and Sailer (2004)
posit the constraint below:

(262) THE NEGATION COMPLEXITY CONSTRAINT
For eachsign there may be at most one negation that is a component of tHeCERX
value and has the MAIN value as its component.

The NEGATION COMPLEXITY CONSTRAINT is language-specific. Since Polish does not allow
double negation readings, there may be at most one sehteegiation. Richter and Sailer formulate
this constraint in the spirit of various linguistic genézations, according to which languages of the
world present a general strategy to minimize the number mwfasgic negations in a clause and this
strategy gets grammaticalized at a certain threshold (se@gtance Corblin (1995) for French and
Corblin and Tovena (2001) for other Romance languages)lefthi French this threshold is set to be
two negations, for Polish it is only one negation.

An important characteristic of NC in Polish is the obliggt@resence of the NM. This was
indicated in (259b) where the absence of the NM would yielgrammaticality. Richter and Sailer
(2004) account for this fact by positing a principle thaterables the MG CRITERION introduced in
Zanuttini (1991) and Haegeman and Zanuttini (1991):

(263) THE NEG CRITERION
For every finite verb, if there is a negation in the externaitent of the verb that has scope
over the verb’s MAIN value, then the negation must be an ef¢rnéthe verb’'s PARTS
list.

While the NeG CRITERION of Haegeman and Zanulttini is syntactic in nature, Richter Sailer
formulate it as a constraint on semantic representatioasun@lerstand how it works, let us go back
to our example. IFFIGURE 5.3, a wide scope negation under the EXCONT value of the naoulgl
also come from the quantifier alone and by thROPECTION PRINCIPLE, it would appear on the
EXCONT value of the verbal head. This negation would havegeawer the verb’s MAIN value
come’. However, it would not appear on the PARTS list of the verthé verb were not negative.
Sentences in which a negation outscopes a lexically affivenaerb are ungrammatical in Polish.
The NEG CRITERION regulates this by only allowing negation to outscope the MAdlue of a verb
if the verb itself is negative (i.e. it has negation on its HARist).

Conclusion The analysis of Polish NC in Richter and Sailer (2004) anchiRicand Kallmeyer
(2007) heavily relies on the underspecification strategiglsin LRS and the HPSG-specific mech-
anism of token-identity. The interaction between tokesnitity and the MGATION COMPLEXITY
CoNsSTRAINT for Polish ensure that only a NC reading is available for asRadentence with at least
two negative expressions.

5.4 NC asresumptionin LRS

We have seen how the LRS principles interact to account filveagmenon like NC with underspec-
ification means. In this section | present a way to use resuenguantifiers in the analysis of NC.
More precisely, | integrate the semantic analysis of NC ictia 4.2 within LRS.

In the first part of Chapter 4, | showed how the polyadic lissumptioranditeration can account
for NC and DN readings in Romanian within the Generalizedr@itiars Theory. We concluded that
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these polyadic lifts as defined in GQT cannot be integrated aompositional grammar. But the
interpretations that we derive with iteration and resuompttan be obtained even if we do not make
explicit use of the corresponding polyadic lifts. The ipretation derived by means of iteration can
easily be obtained in LRS by allowing one of the two monadiargiiiers take scope over the other
(e.g. (261a), (261b)). The interpretationrefiry resumption of a quantifig€p is the interpretation of
Q", which is provided by the languagéy1 and the corresponding gramniar,;. Now we are going
to use these two alternatives in analyzing the iterativetaadesumptive interpretations of Romanian
negative quantifiers within LRS.

In this section | concentrate on the way we can account foNtBeand the DN readings of the
two sentences below:

(264) a. Niciun studentnu a citit nicio carte.
no studentNM hasreadno book
i. ‘No student read any book.’ (NC)
ii. ‘No student read no book. (Every student read some bbok.) (DN)

b. Niciun studentnu a citit frecvent nicio carte.
no studentNM hasreadfrequentlyno  book

i. ‘There is no student and no book, such that the former readstter frequently.’

(NC)
ii. ‘It was frequently the case that no student read any book. (NC)
iii. ‘For no student was it frequently the case that s/he m@atook. (DN)

With the analysis of the sentence in (264b), | propose a wagtount for the scope properties of
Romanian negative quantifiers interacting with non-negajuantifiers described in Section 3.5.3. In
Section 5.4.1 | analyze the NC readings of the sentence$4) éhd in Section 5.4.2 | address the DN
readings. For now, | take only n-words into consideratione NM will be addressed in Section 5.5.

5.4.1 The NC reading

We start with the lexical information on the words in (264aiciun, studentnu a citit, nicio, carte In
(265) below, | concentrate on the lexical information tisatalevant for our semantic analysis, i.e. the
one under the attributes 8®C|CONT and LF. The syntactic information (under|SSC|CAT and
DTRS) is similar to that in Section 2.3.2.4, p. 60. The detearsniciun andnicio only differ with
respect to gender, which Sailer (2004, p. 208) places ursl&CEC| CONT|INDEX|PHIGENDER in
the local semantics and which has no influence on the conmpusitsemantics that we are interested
in, so | give only the lexical entry foniciun. Similarly, the lexical entry of the noucarte carries
similar semantic information tstudent so | provide it directly in the tree iRIGURE 5.5.
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(265) a. niciun(‘no’)
rword
PHON (niciun )

det
CAT |HEAD sPEC Ng

INDEX | VAR [1d =
MAIN [ no(v, «, 3)

ss|Loc

CONT ANrxEVAT<caNx<df

Irs

EXC me

INC [ no(v,«, 3)
PARTS ([T, [1d )

LF

b.  studenf(‘student’)
[word

PHON (student )
HEAD noun ]

CAT
|yAL | SPR <DETP@>
Ss[7]| Loc
INDEX | VAR [1a
CONT | ,
MAIN [24 student
Irs
EXC gen-quantifier
INC student’ ([1d)
PARTS (2, [2d)

LF

C. nu a citit (‘NM has read’, without the contribution of the NM)
rword 1

PHON (nu a citit )
SUBJ <NP@>
COMP <NP@>

CONT | MAIN read’

CAT|VAL [
ss|LocC

A[3]<[0]

LF INC read’ ([1d, [6d)

PARTS (3], [3d)

Note that for now we treatu a citit ‘not has read’ as an affirmative verb, so we ignore the semanti
contribution of the NM, which is addressed in Section 5.5tHBihe auxiliary verba ‘has’ and the
NM nu have affixal status, so the verb form a cititis aword, the output of a lexical rule, and not a
phrase The affixal status of auxiliary verbs in Romanian is arguadrf Barbu (1999). For the affixal
status of the NM, motivation will be provided in Section 2.5.

The negative determinericiun has the semantics of a negative generalized quantifier vageh
pears as the internal content value. Its lexical entry iglaino that of the determinea in (258a).
But recall that (258a) was simplified, because we only deiitt monadic quantifiers and we used the
meaningful expression value instead of the singleton Viatiéble for a list of variables under VAR
andmefor a list of meaningful expressions under RESTR). If we @seimptive quantifiers, we allow
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a generalized quantifier to bind more than just one variablees have to represent the value for the
attributes VAR and RESTR as lists wéiriables andmes, as specified in th€'y1 grammar.

In (265a), we have to distinguish between the one variabletwthe determiner contributes itself
(i.e. the variablégig x) and the listv of variables — possibly including variables contributeddtiyer
determiners — that the quantifier operator may bind. Thindiion correlates with the one between
the local and the compositional semantics (cf. Sailer (200Bhe determiner alone contributes the
variablez under its local semantics, i.e. SISOC| CONT| INDEX| VAR, and this is the value that
gets identified with the variable of which the common natudentpredicates the student property
(see also the value of $80C| CAT| HEAD| SPEC in (265a), the place where the two variables get
identified). It is the variable: that the agreement information concerning number, persdrgander
under SSLOC| CONT| INDEX| PHI is posited of. Bub, the list of variables that the quantificational
operator binds, has to do with the compositional semantius,way the quantifier interacts with
the other quantifiers within an utterance possibly buildingolyadic quantifier together. This list
of variables appears under LINC| VAR. To ensure that the local variable introduced by the
determiner gets bound by the quantifier contributed by timeesdeterminer, we add the constraint
thatx is a member of the list: x € v. The local variable: is also the one that appears on the PARTS
list of the determiner. The other two constraints in thedakentry ofniciun (z <¢ «, x < 3) ensure
that the restriction and the nuclear scope of the polyadimtifier also contain the variable

Given the lexical entries for the determiner and the nouncarederive the LF value of the NP
niciun studentn FIGURE5.4. In view of the first clause of the EXCONTRRNCIPLE, the EXC(ONT)
value of the determiner is identified with its INC(ONT) valube EXC value must be an element of
the PARTS list and since by the INCONTRRCIPLE the INC value is a component of the EXC
value, the two become equal in an NP. The first clause of theaSiTICS PRINCIPLE enforces the
identity between the EXC value of the noun and the INC valugnefdeterminer and the fact that the
INC value of the noun must be a subterm of a member of the RE&TRflthe polyadic quantifier
<de ). The LRS ROJECTION PRINCIPLE determines the EXC and INC values of the NP as
identical to the EXC and INC values of the noun (the head-btary and the PARTS list of the NP
as collecting all the parts of the daughters. Themigo carteis derived in a similar way taiciun
studentin FIGURE 5.4, so | introduce it directly in the tree mMGURE5.5.

NP
EXC
|:INC A[2]<e
Det N
EXC EXC no(v, a, 3)
INC [ no(v,a, ) INC  [2] student’([1d x)
PARTS (1, [1d ) PARTS ([2, [2d student’)

Figure 5.4: LRS analysis aficiun student

On the basis of the lexical items above and the model of deyiXPs, we can now represent the
combinatorics of the sentence (264afFiBURE5.5.

In this tree, at the VP level the second clause of te@&\NTICS PRINCIPLE imposes the con-
straint that the INC value of the verb be a subterm of the rmudeope of the NP, i.@] < . Due to
the LRS ROJECTIONPRINCIPLE, the EXC and the INC values of the VP are identical to those of
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S
EXC [0
[INC ] ABl< B NI« A6l <0
PARTS ([1], [1d, [2], [2d, [3], (38, [5], [54, 6], [6d)
NP VP
EXC no(v, a, 3) [EXC [0 ]
INC  [2] student’ ([1dr) N[2)<e a INC INEREY
|:PARTS <, z, [2], student'j
\% NP
EXC [0 EXC [6]lno(w, ¢, 1))
INC read’ ([1d, [6d) INC book’ ([6aly) A[Bl<e ¢
[PARTS (@l B read’) ] LARTS (8], [5d book, 6], [6d y )

Figure 5.5: LRS analysis dficiun student nu a citit nicio cartévithout the NM)

the V and the PARTS list collects all the PARTS elements oftihe daughters. At the S level, the
same principles apply with parallel effects. Moreover,sbeond clause of the EXCONTRINCIPLE
requires that the EXC values of the two quantifiers, as mesniifdhe PARTS list, be subterms of the
EXC value of the sentence (sgg« [0}, [6] < [0)).

Interpretations The possible interpretations for the sentencel®URE 5.5 depend on the value
[o] of the EXC attribute on the S node. In order to determ@henve have to take into account the
scope interaction between the two negative quantifieasd[s) contributed by the NPs. The subterm
constraints irFIGURE 5.5 in combination with the grammar @%,1 expressions in Section 5.2 lead to
the following possible values @i

(266) a. no(x,student(x),no(y, book(y), read(x,y))) (DN)
P=DA[ll<ps
b.  no((z,y), (student(x),book(y)), read(z,y)) (NC)
[0 =[] =g

Given the two subterm conditions @hand[e] as subterms df), the decisive factor for the inter-
pretation of the sentence is the relation between the EXegabf the two quantifiers, i.e. the scope
interaction between them. There are two possibilitiediegibne of the quantifiers is a subterm of the
nuclear scope of the other, or their EXC values are ident{iiedwe have token-identity betwean
and[se)), so they are equal. In the first case two negations are bated to the interpretation, so we
get a DN reading like in (266a). In the second case the undeiffggd values of the two quantifiers
become identical, so they contribute one resumptive neggtiantifier and a NC reading obtains.

The reader may note that in (266) | only considered the casnlte quantifier contributed by
the subject NP has wide scope (in DN) or its variable appet(iin the resumptive quantifier). For
NC, the order of the variables does not trigger a differendaterpretatior!. The other possibility of

"For more discussion on the order of the variables in a resuenguantifier and on the status of variables in LRS see
Section 5.6.
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ordering the variables, y in (266b) yields a NC interpretation which is truth-conalitally equivalent

to this one (see our earlier discussion on the scope neutrdlithe negative quantifiers in a NC
reading, Section 4.2). For the DN readin the variation indbepe order of the negative quantifiers
leads to different interpretations (Section 4.1)[gsmay take one more value, different from (266a),
which also yields a DN reading. But as we know from Chapteh& RN interpretation only appears
under special contextual conditions. These conditions heiladdressed in Section 5.4.2 and that
analysis will also cast light on the question whether theratice may be ambiguous between two
different DN readings.

For now we retain the fact that the NC reading of a sentende twib n-words may be obtained
by enforcing token-identity between the negative quamsifigzzhich thus contribute one resumptive
negative quantifier together. As illustrated in SectionZ.#he same mechanism is used in Richter
and Sailer (2004) and Richter and Kallmeyer (2007) to accfmrrPolish NC. The difference is that
for Polish they use a higher-order logic with monadic guars, while the analysis here employs
polyadic quantifiers.

5.4.2 The DN reading

Let us now concentrate on the DN readings available for seat€264a) represented fGURE 5.5.
Depending on which quantifier has wide scope, we obtain th@afimg two values foifo):

(267) a. no(x,student(x),no(y, book(y), read(x,y))) (DN)
[0 =[] A[g] <

b.  no(y,book(y),no(z, student(x), read(x,y))) (DN)
[0 =T[6] A1 <[e]

The first value is the one in (266a), where the quantifier dautied by the subject has wide scope.
The second one appears if the quantifier contributed by tieetdbbject has wide scope.

As discussed in Section 3.4.2, a DN reading is availablehisrdentence only in a denial context
where one n-word is used to deny a previous utterance th#&diosrihe other n-word. Such a context
is provided in (268) for the interpretation in (267a) and269) for (267b):

(268) a. Speaker A: Un studentnu a citit nicio carte.
one/astudentNM hasreadno book

‘One/a student read no book.’

b. Speaker BNIciun stuDENT nu a citit nicio carte.
no student NM hasreadno book

‘No student read no book. (= Every student read some book.)’

(269) a.  A:Niciun studentnu a citit “Nostalgia”.
no student NM hasread“Nostalgia”

‘No student read “Nostalgia”.’

b. B: ?Niciun studentnu a citit Nicio CArte.
no student NM hasreadno book

‘No book was read by no student. (= Every book was read by stmdest.)’

Theoretically both readings in (267) should be equally latz, but in practice the second one is
more difficult to obtain. This has to do with the general ctinds on quantifier scope in Romanian,
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already discussed in Section 3.5: the leftmost quantifieesavide scope. The inverse scope is
available under special information structural condsiavhich can be provided for DN (see (269)).
But given the limited availability of DN in a NC language, tBentence in (269b) is less natural
than the one in (268b). For the rest of this discussion | catnate on (268b) and the corresponding
interpretation in (267a).

In information structure terms, the n-wordciun in (268b) carries contrastive focus (cf. also
Gobbel (1995)) and the second n-word is part of the backgtdbat is negatedNiciun has a high
pitch accent followed by a low accent and the rest of the sentés deaccented (Gobbel (2003), p.c.).
Note however that an n-word with informational focus cao atigger DN readings, if the background
information contains another n-word. This is the case intsgtial) answers to negative wh-questions
like (270a):

(270) a. Cinenu a citit nicio carte?
who NM hasreadno book

‘Who read no book?’

b. NImeninu a citit nicio carte.
nobody NM hasreadno book

‘Nobody read no book.’ (DN)
C. Nimeni. (DN)
Nobody.

Although the answer in (270c) also receives a DN interptatl will not address it in this
analysis. This DN interpretation is obtained only in redatto the preceding question: if the question
werewho read the bookzhe answer would be interpreted as simply negative. Thaigtkrpretation
of an n-word in a fragmentary answer is determined in theodisge and not within one utterance
alone. In (270b) the preceding question motivates the imébion structural status of the two n-
words, but the DN interpretation is only dependent on tratustand not on the previous question: if
the two n-words receive the appropriate accent, the DN ngadi available. This is also the case in
denial contexts like (268).

While an exhaustive characterization of the informationcttral and phonological particularities
of DN readings is not the principal aim here, it is importaot the present analysis to correctly
describe the situations in which a sentence like (264a)ivesea NC reading and those where it
receives a DN one. The two readings exclude each other omiaf@n structural grounds. In what
follows | propose a sketch of these conditions.

Information structure in HPSG  To incorporate the above information structural condgiamo
our HPSG analysis of NC and DN readings in Romanian, | conanbn the HPSG architecture of
information structure developed in Engdahl and Valldd@96), De Kuthy (2002), and De Kuthy and
Meurers (2006).

Engdahl and Vallduvi (1996) propose an attribute INF(ORNMAN)-STR(UCTURE) to integrate
the information structure specification of a sign. The lmraof this attribute has been subject to dis-
pute: while Engdahl and Vallduvi (1996) assume that it igrapriate forcontextobjects as values
of a local attribute SSLOC| CTXT, De Kuthy (2002) places it at tr&gn-level. Otherwise, the in-
formation structure specification as a local attribute wdu shared between fillers and gaps in a
trace-based analysis of unbounded dependencies (sestande, Pollard and Sag (1994), Sag et al.
(2003)). This would predict that gaps carry informatiorusture specification, which is theoretically
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dubious and impossible to test. In the present analysis &a@rconcerned with unbounded depen-
dency phenomena, so no appeal to gaps needs to be made. Buiwie 1sot exclude the possibility
of introducing gaps if needed, so | follow De Kuthy (2002) aidce the attribute INF-STR at the
sigrtlevel withinf-str objects as a value:

sign
inf-str
(271) Foc list
INF-STR .
TOP list
BKGR list

| assume three attributes to characteiidestr objects: FOC(US), TOP(IC) and B(AC)KGR(OUND).
Under FOC | include both contrastive focus (as in denial exis) and informational focus (as in
answers to wh-questions), since they have parallel effeittsrespect to the DN readirfgThe sepa-
ration between TOP and BKGR allows us to distinguish betwepitalized constituents likeartea
asta‘this book’ in (272) and the non-topicalized old informaticarried by the NRicio carte ‘no
book’ in (268b), for instance. This difference minimallycacants for the phonological contrast be-
tween the two: while a topic carries a rising accent (i.evadocent immediately followed by a high
one), the NRicio cartein (268b) is deaccented. In HPSG teroastea astan (272) has a non-empty
TOP specification andicio cartein (268b) carries non-empty BKGR information.

(272) Cartea astanu a citit-o nimeni.
book this NM hasread-ithobody

‘Nobody read this book.’

The value of FOC, TOP, BKGR As indicated in (271), | take the values of the informatianisture
features to be lists of objects (cf. De Kuthy (2002) and Dehgnd Meurers (2006)). This way one
can account for multiple foci as in answers to multiple wiesjions, for instance:

(273) A: Who bought what?
B: JOHN bought a BOOK.

The kind of objects that appear on these lists represenhanstibject of debate. There have been
two proposals: Engdahl and Vallduvi (1996) take them teiges, while De Kuthy (2002) and De
Kuthy and Meurers (2006) consider them to be logical objeatginst the former proposal, doubts
have been raised concerning the relevance of the syntamitification of asign for information
structure. De Kuthy (2002) follows Kuhn (1995) and assunieg the objects forming the value
of the information structure attributes are of a semantitnea For De Kuthy, they armeaningful
expressiongompositionally derived in the LF-Ty2 representations ail&s (2003).

In this chapter we use LRS as a semantic formalism, so | asthatthe lists in (271) are made up
of Irs objects. Note that having only EXC or INC values as membetBesfe lists would not allow us
to distinguish between a focused V, a focused VP and a focBsedexemplified in (274), since they
would have the same EXC/ INC value (as required by th®/ANTICS PRINCIPLE, cf. the V, VP and
S nodes iIrFIGURE 5.5). Sincdrs objects also include the PARTS list which disambiguates/éen
words and phrases, the LF values of the V, VP and S in (274)beiltifferent and will correctly
identify the focused materidl.

8n a closer investigation (even with respect to n-words)jstirittion between the two may however turn out to be
important (see for instance Gobbel (1995) and refereregsin).

SAnother option would be to assume that the objects on therimdtion structure lists are of socontent so they
coincide with the local semantics of a sign. But it is not cleaw this semantic specification is built for phrases. The
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(274) a. A: What is new?
B: [John read the BOOJ.

b. A: What did John do?
B: John[read the BOOK.

c.  A:What did John do with the book?
B: John[READ]r the book.

To ensure that the objects on the list values of the infomnagiructure attributes in (271) are of
sortlrs, we posit the constraint below on objects of sofistr:

FOC
(275) inf-str — | [ ToP A Irs-list (@ A Irs-list (@) A Irs-list @)
BKGR

(276) THE Irs-list PRINCIPLE
Irs-list (@)«
[elist] v

i
1233 < lF'RST ['rs]] A Irs-list ()

REST

The projection of information structure In determining the INF-STR of phrases, | assume a prin-
ciple according to which a mother node collects all the FAIFIBKGR values of its daughters.
Recall that our HPSG phrase structure rules (ID-Schemat&®gttion 2.3 are formulated with bi-
nary branching, so phrases have only one non-head dau§i&JDTR, SPR-DTR, COMP-DTR,
ADJ-DTR or MRK-DTR)10

277) THE INF-STR PROJECTIONPRINCIPLE

i Foc @eZ |
INF-STR [TOP [3]®[4]
BKGR [5] & [6]
FOC
phrase— | |DTRS[7] |H-DTR |INF-STR|TOP
i BKGR [5] |
FOC _
A non-hd-dtr (7], [8]| INF-STR | TOP )
BKGR 6]

The principle in (277) suffices to describe the informatitactural conditions on the two n-words
in a sentence that receives a DN interpretation, but theereadeferred to Engdahl and Vallduvi

usual assumption is that it is inherited from the head daargfithis specification would then raise similar problemshas t
ones indicated for the EXC/ INC values with respect to (2Tdany case, a different assumption here would not affect the
present analysis of DN.

195ee De Kuthy (2002) for a similar principle for flat structsikeith several non-head daughters.
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(1996), De Kuthy (2002), De Kuthy and Meurers (2006) andrezfees therein, for a discussion of
various complications that arise with focus/ topic pramts, including the differentiation between
the various constructions in (274), for instance.

The DN principle Having provided this apparatus to describe informationcstire in HPSG, we
can now formulate the information structure constraint dhrBadings in Romanian. The DN reading
only occurs when one n-word carries focus and has a fallingracwhile the other n-word belongs to
the background and is deaccented. | will not address thentchere, since there is a clear association
between the falling accent and focus, as well as betweercdeamtion and backgrourtd. So the
kind of information structure that the n-word bears is erotajindicate its accerlg

In FIGURE 5.6, | represent the INF-STR information of the sentence2tdé) under its most
natural DN reading (i.e. with the first n-word in linear ordeking wide scope: (267a)). The NP
quantifier in the object position has a BKGR contributif,(while the one in the subject position
has a FOC contributions]). Note that in (268) only the determineiciun is in focus, but the whole
NP nicio cartebelongs to the background. Both values are transmittedet&thode by means of the
INF-STR PROJECTIONPRINCIPLE.

S
Foc ([6])
INF-STR | TOP ()
BKG ([7])
/\
NP VP
Foc ([e]) Foc ()
INF-STR [ TOP () INF-STR | TOP ()
ol ) ol
A /\
Det N \% NP
Foc ([6]) [ |:FOC <)” { FOC <>” Foc ()
INF-STR [ TOP () INF-STR | TOP () INF-STR | TOP () INF-STR | TOP ()
LKG () ] BKG () BKG () BKG ([7])
LF [g]Irs \ \ LF[7]Irs
| student nu a citit /\
niciun Det N
FOC () Foc ()
|:INF—STR |:TOP <>” [INF—STR |:TOP <>”
BKG () BKG ()
| |
nicio carte

Figure 5.6: INF-STR analysis ®ficiun student nu a citit nicio cartéDN reading)

Given the INF-STR specification of the sentence in its DN ir@dwe can now formulate the

HBut see Gobbel (2003) for a discussion on accents in Romabia Kuthy (2002) and De Kuthy and Meurers (2006)
for how accents can be integrated in HPSG grammars.

125ee Maekawa (2004) for a more complex account on the interalsetween focus and word order by means of lin-
earization principles.
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DN PRrINCIPLE in (278). The antecedent of the DNRRNCIPLE introduces the two signs (Dets, NPs
or PPs) contributing the quantifiers as having empty SPR @MES values and each carrying a
negative quantifier. It also specifies the DN interpretatiban utterance, i.e. there are two negative
quantifierga]and[4], such that the latter is a subterm of the nuclear scope ofttiee (1< 5). Since our
observations only concern DN in full utterances, we limig tonstraint to{(nembedded)-sigh!3-14

(278) THE DN PRINCIPLE
HEAD detV nounV prep
Sg LOC| CAT SPR
s Locf car| [ 0 ]

u-sign/\ comps()

LF [EXC no(v, a, 6)}
HEAD detV nounvV prep

SS LOC| CAT AL [SPR() ]

A[2] A[4l<

COMPS()

LF {EXC no(w, ¢, d))}

— J5] J6] 37 J8 QlNF—STR [FOC @H A {EXC }e 6] A [EXC }e )

BKGR

The principle says that if an utterance contains two negafiiantifier$® [3 and[ such that one of
them outscopes the othéf ¢ ), then the former is the EXC value of soring [g] which is a member
of the utterance’s FOC lig], while the latter is the EXC value of sonirs [5] which is an element on
the utterance’s BKGR ligi).

The empty SPR list off] and[z guarantees that the two signs are maximal projections if the
head is a noun. According to the first clause of tl@1&NTICS PRINCIPLE, a noun which selects a
quantifier as a specifier identifies its EXC value with the INflue of the quantifier. So the nouns
studentand carte in FIGURE 5.6 have negative quantifiers as their EXC values Be®RE 5.4).
But the information structure conditions on the DN readiageéhto do with the determiners and not
with the nouns, so we have to ensure that the objects on whichmpose the INF-STR conditions
are either determiners (e.gicio, niciun), or NP-quantifiers (e.gnimeni‘nobody’). The restriction
on the SPR list to be empty gives us the correct result, sieithar determiners nor NPs select for
specifiers.

The empty COMPS list dfj and[z] ensures that neither of the two signs be an argument-marking
preposition alone. Argument-marking prepositions idgnteir EXC value with that of their NP
complement (see Sag et al. (2003, Ch. 7)). Thus a P could hagadive quantifier as EXC value, if
it takes an NP complement with this EXC value. But like a senjd| the information structure con-
tribution of the P alone has no effect on the interpretatibtwo negative quantifiers in an utterance.
What we are interested in is the whole PP including the negateterminer. Given the condition
[COMPS()], P alone will not meet the conditions in the antecedent efltN PRINCIPLE in (278).

135ee the sort hierarchy in Section 2.3.1.
YThis principle is formulated to account for DN readings imple sentences, so no functor (i.e. propositional attitude
verb) should intervene between the two negative quantifiee Section 5.7 for a discussion of complex sentences.
5Note that the EXCONT RiNcIPLE will ensure that the two negative quantifiers contributeditbgnd[z] be subterms
of the EXC value of the utterance, so we don’t need to spehif/dnce again in the principle in (278).
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In conclusion, the two signg and[2] can only be Dets, NPs and PPs containing a negative de-
terminer. Note that the formulation of the DNRRNCIPLE is flexible enough to allow any projection
above the two negative quantifiers (simple Det, NP, or PPpmdribute itslrs to the FOC/ BKGR
value of the utterance. The only condition is for thérsés to contain the respective negative quanti-
fiers as their EXC valugg([exc [B]j€ [6] A [El[Exc [4] € [7).

DN readings in LRS Now that we formulated the DNHINCIPLE, let us go back to the two DN
readings in (267) and see how they interact with the priecipbr the reading in (267a) to be available,
the quantifiemiciun studentno student’ must take wide scope with respechitio carte‘'no book'.

In view of the DN RRINCIPLE this means thaticiun must bear a non-empty FOC value amcio carte
must carry BKGR information. This coincides with the INFIS@lescribed in the tree IGURE 5.6
representing the sentence in (268b). So we can concludththedading in (267a) is compatible with
the DN RRINCIPLE. Note that the principle also allows the whole NRiun studento be in focus
and/ or the determinaricio alone to carry background information. This depends onitiguistic
context. In (279) the whole NRiciun studentounts as focus and only the negative determm@an

as background.

(279) a. A:lon nu a citit niciun roman de pelista.
JohnNM hasreadno novel from list

‘John didn't read any novel on the list.’

b. B: Nlciun stuDENT nu a citit nicio carte de pelista.
no student NM hasreadno book from list

‘No student read no book on the list.

The DN reading in (267b) presents the second scope ordeedivh negative quantifiers: the
direct object quantifier takes wide scope over the subjeantifier. According to the DN RINCIPLE,
this means that the determingicio or the NPnicio cartemust bear focus and the determimgciun
or the NPniciun studentmust be background information. This accounts for (269)enetthe NP
niciun students background and the Nicio carteis focus.

In conclusion, both DN readings can be obtained in the coatbiits ofFIGURE 5.5 depending
on the way the information structure conditions are disteld between the two negative quantifiers.
At this point, our LRS analysis provides us with both a DN anN@ interpretation for sentence
(264a).

As a final remark, the availability of DN readings in Romaniadicates that the EGATION
CoMPLEXITY CONSTRAINT of Richter and Sailer (2004) should be reformulated for Riiana to
allow two negations to occur as components of the EXCONT afia s

(280) THE NEGATION COMPLEXITY CONSTRAINT (for Romanian)
For eachsign there may be at most two negations that are components &XONT
value and have the MAIN value as a component of their nucleapes

The INF-STR conditions on NC Let us now consider the effects of the DNRIRCIPLE on the
information structure of the NC reading. The formulatior{278) does not exclude the possibility of
a NC interpretation meeting the INF-STR conditions of a DAdiag as described in the consequent
of (278). The entailment there applies if the utterance g& interpretation. But if the antecedent
is false (in our case, the utterance is interpreted as NC ahdN), the consequent may still be
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true (according to the truth conditions of logical implica). This means that our principle allows
the possibility of a NC interpretation even if one n-word msfocus and the other one represents
background information. We have to exclude this possybitibm our grammar.

What we have to ensure for NC readings is that they do not ao@tructures where the INF-STR
conditions that favor DN are available. This is obtained ams of the constraint below:

(281) THE INF-STR GONSTRAINT ONNC
V1] V(2] Y[3] V4] V(5] V6] V(7] Vsl

HEAD detV nounV prep

sg Loc| cAT [SPRQ ]
VAL

COMPS()

u-sign
Foc [e]|| A
INF-STR

BKGR
LF [EXC no(v, a, ﬁ)}
HEAD detV nounV prep

s ocicar | [SPR() J

A2
COMPS(

NA#R2AB el A4 e[

LF [4] |EXC [B] no(w, ¢, wﬁ
— [ #

The antecedent of the constraint in (281) introduces ttezarite and the two different signs con-
tributing negative quantifiers, and describes the infoilonagtructure conditions for a DN interpreta-
tion: one sign contributes its LF value on the FOC list of thitenance [§] € [6]), the other contributes
its LF value on the BKGR list of the utterand& € [7]). The consequent of the constraint specifies that
the two negative quantifiers must be different from eachrdgieZ [8)). Since the NC reading can only
be obtained if the two negative quantifiers get identified, ¢bnstraint ensures that the information
structure conditions for DN do not occur with a NC interptieta.

Like in (278), the specifications SPR and COMPS() for both[1 and[2 make sure that the
two objects are either the maximal projections NP or PP opkirbets, so they always include the
negative determiner.

Note that[Z] and[z] could be different projections containing the same negajivantifier: if the
former is a negative determiner and the latter the NP cangiit, [1] # [2] as required by the an-
tecedent in (281), but the negative quantifier under the tXG Ealues is the same, i.B} =[g] (contra
the consequent of (281)). This case seems to indicate thabostraint is too strong. Note, however,
that the antecedent in (281) also requires Matontribute itslrs [3] to the FOC listg] of the utter-
ance andz contribute itsirs [4] to the BKGR list[7]. In our example, this means that the determiner
contributes focus, while the NP projecti@gmabove it contributes background information to the
utterance. This is impossible, if we consider that focus laackground information exclude each
other: it cannot be the case that a node in a tree is in focu$g winigher projection containing it is
in the background, or the other way around. This fact is nobakted for by the present simplified
analysis, but a complete theory of information structurail@nsure this. Given such a theory, the
situation described above, wherds a Det andz] is the NP projection above it, would not be subject
to the INF-STR @NSTRAINT ONNC in (281), as it could not satisfy the INF-STR condition lire t
antecedentd € [6) A [4] € [7)).

Thus the two signg] and2] have to be distinct NP/ PP arguments of a verb or simply Dets of
such distinct arguments. If one of them contributes focubthr other background information, the
constraint in (281) rules out the NC interpretation for tve hegative quantifiers they carry.
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5.4.3 Interaction with non-negative quantifiers

In Section 3.5, we discussed the scope properties of Romaegative quantifiers when they interact
with non-negative quantifiers. In this section | show howsth@roperties can be accounted for in
LRS. In particular, I will account for the contrast betweée NC reading and the DN reading in

sentence (282a). As | will show, the unavailability of the B#ding in (282b) and (282c) does not
have to do with the semantics and the combinatorics of thativegquantifiers, but rather with the

linear order and information structure conditions on gifi@ntscope in Romanian.

(282) Niciun studentnu a citit frecvent nicio carte.
no studentNM hasreadfrequentlyno  book

a. NO (student)> FREQUENTLY > NO (book) #NC /DN
b. NO (student}- NO (book) > FREQUENTLY NC /#DN
FREQUENTLY> NO (student)}- NO (book) NC / #DN

Consider the lexical entry in (283) for the advérecventfrequently’:16

(283) frecvent(‘frequently’)
[word

PHON <frecvent >

adv
CAT |HEAD
ss| Loc MOD V[LOC | CONT |[MAIN }
CONT| MAIN [7d freq’ N [3d<[g]
Irs
EXC me

LF
INC  [7] freq ([8])

PARTS < >

As an adverbfrecventmust modify a verb with a specified semantic MAIN value whiclour case is
the MAIN valueread’ of the verbnu a citittaggedsg in FIGURE 5.5. Its local semantic contribution
is the constanfreq’ and the INCONT value in the non-local semanticgigq’([8]). The lexical entry
of the adverb also enforces that the MAIN value of the modifiedb be a subterm of the argument of
freq (i.e.[3@<g).

Given the other lexical specifications in (265), we can nowwdehe LRS-structure of the sen-
tence (282) as iFIGURE 5.7. For interpretation we consider only the case when thgstinegative
quantifier takes scope over the object negative quantifarthfe adverbirecventwe consider all three
scope possibilities: widest scope, intervention betwbhemegative quantifiers and lowest scope. This
gives us the three scope combinations in (284) with thepaetive interpretations in LRS.

(284) a.  [@=@=no(v,a,3) A== no(w,¢,v)
i. DN reading for (282a):
no(z, student'(z), freq (no(y, book! (y), read (z,y))))

15The semantics | give fdirequentlyis informal and is based on the example for the quantificatiadverbalwaysin
Richter and Kallmeyer (2007).
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S
EXC [0
|:INC A[Bl< B Al <[0] A[6]<[0] A[7]<[0]
PARTS (1], 14, [2, (23, [3], [34, (8], [5d, [6], [64d, [7], [7d)

NP VP

|:EXC @ no(v, o, B) Exc [0

INC  [2] student’(Zdr) A2l <e a [INC ] INEIRE?
) PARTS ([3], [3d, [5], (54, [6, [6d, [7], [7d)

/\

PARTS <, x,[2], [2d student’

v NP
EXC [0 EXC [6lno(w, ¢, 1))
[INC read’([1d,[6d) | |iNnC book! ([6ay) A[Bl<e ¢
PARTS ([3, [3d, (7}, [7d) | |PARTS ([, [5d book’, [8], [6d y)

\Y Adv

EXC [0 EXC
INC  [Blread (dd,[6d) | [INC [T freqd (8) | ABd<[8]
PARTS (3], [3d read’) PARTS ([7), [7d freq’)

Figure 5.7: LRS analysis dficiun student nu a citit frecvent nicio carfeithout the NM)

ii. NC reading for (282a):
#
b. 0 =M=no(v,a, B) A8 =[3] = read(z,y)
i. DN reading for (282b):
[6) = 3: no(x, student’(z), no(y, book! (vy), freq (read (x,y))))
ii. NC reading for (282b):
6 =@ =0 no((z,y), (student’(z), book(y)), freq (read(x,y)))
c. [O=[@=freqd ()
i. DN reading for (282c):
=@ A< S: freq (no(z, student’ (x), no(y, book(y), read(x,y))))
ii. NC reading for (282c):
=@=[6 freqd (no((z,y), (student’ (z),book(y)), read(x,y)))

The scope interaction in (284a) represents the reading8®af2 the operatofreq’ intervenes
between the two negative quantifiers. In the LRS tree thisnsézat the subject negative quantifier
takes widest scope (i.B] =[1]), while the object negative quantifier takes narrow scop vespect
to the adverb (i.€8 =[6]). The LRS constraints iRIGURE 5.7 make only the DN reading available for
this scope interaction. Given the two identitigs- [7] and[s] = [6], the NC reading cannot be obtained,

since the two negative quantifiers cannot be identifigg{s]. If we enforce this identity, we obtain
[0 = [T = [8] = [6) Which entails that the EXCONT value of the sentence is in tops of freq’ (i.e.
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= freq/([@)). This violates the constraiffi < [0] imposed by the second clause of the LRS EXCONT
PRINCIPLE on the utterance IRIGURE5.7. In conclusion, the present LRS analysis correctlyipted
that the NC reading is unavailable for two negative quamsifiea non-negative operator intervenes
between them (see (282a)).

The scope interaction in (284b) is the representation al§p8the operatoifreq’ takes lowest
scope. In LRS this interaction is obtained‘ifeq’ only takes scope over the INC value of the verb (i.e.
=[3], so@ = freq' (read(z,y))). Two interpretations are associated with this order ofojherators,
depending on the interaction between the two negative tignet DN and NC. The DN reading
obtains if the object negative quantifier appears as theeauskope of the subject negative quantifier
(8] = ). The NC reading occurs if we identify the two negative qifeers and thus obtairs) = [1] =
[0. Both readings are predicted to occur in the LRS analysis.

Similar predictions are made with respect to the scopeadntiem in (282c), given for LRS in
(284c). Here the operatgireq’ takes widest scope, 80=[7]= freq'(8)). The value ofg)is determined
by the scope interaction between the two negative quastifibe subject can outscope the object and
thus give a DN reading (see 284ci), or the two can get idedtifieing rise to the NC reading (284cii).

As can be observed in (284b) and (284c), the LRS analysidgsetiat if the non-negative op-
erator does not intervene between the two negative quasfifleen they should have the same scope
interpretations as in sentence (264a), where there is o offerator besides the negative quantifiers.
However, the data in (282b) and (282c) seem to indicate tiegbtesent analysis overgenerates, since
the DN reading is not available in either of the two ordershef three operators. Restricting the in-
terpretation of such structures is possible in LRS. Needets, | will show below that this should not
be done in the LRS analysis, since the unavailability of tiverBading in these cases does not have
to do with the semantics of the quantifiers and their scopFaction. Rather it can be explained by
the interplay between the linear order of the quantifierstaednformation structure of the sentence
in determining the relative scope of the operators.

Let us concentrate on the DN interpretation in (284bi). If @omstrain its unavailability in the
LRS analysis, this interpretation will be ruled out for gueentence in which two negative quantifiers
and a non-negative operator exhibit this scope interacfitis result contravenes the fact that such a
reading is possible in the contexts in (285) and (286):

(285) a. Speaker A: lonnu-si  viziteazaNlIciun coleg  frecvent.
JohnNM-CL visits  no colleaguefrequently
NO > FREQUENTLY ‘No colleague is such that John visits him freaflye’
b. Speaker BNIciun stuDENTnu-si  viziteazaniciun coleg  frecvent.
no student NM-CL visits  no colleaguefrequently
NO > NO > FREQUENTLY: ‘For no student is it the case that he has no col-
league whom he visits frequently. = Every student has aaglle whom he visits

frequently.’
(286) a. A:Mircea Cartaresqwu a recomandat Nlciunui studentmulte carti.
M.C. NM hasrecommendedo studentmany books

NO > MANY: ‘No student is such that M.C. recommended him many ok
b. B: Nlciun scriTORnu a recomandat Niciunui studentmulte carti.
no writer  NM hasrecommendedo studentmany books
NO > NO > MANY: ‘For no writer is it the case that there is no student tbom
he recommended many books. = For every writer there is asfudevhom he
recommended many books.’
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Given the primarily NC nature of Romanian and the complesitthe scope interaction between
three operators, the sentences in (285b) and (286b) areuttiffo interpret. But the DN reading is
available and this contrasts with (282b). The only diffeebetween (285b)/ (286b) and (282b) is the
linear order of the operators in the sentence: the non-ivegaperator does not intervene between the
negative ones in the former, but it does in the latter.

In view of the discussion in Section 3.5 we can explain théf&ets by appealing to the influence
of the surface linear order on the scope of quantifiers in Ruoama In (285b)/ (286b), the operators
are interpreted in their surface linear order, so what mtiemterpretation difficult is the interaction
between the special information structure requirementisedDN reading and the difficulty to process
the scope interaction between three independent operatn(882b) we have an additional compli-
cation: the surface linear order is different from the ordiethe scope interaction. In particular, the
object negative quantifier follows the advdrbcvent As discussed in Section 3.5, for the negative
quantifier to take scope over the other operator in this d¢blsas to be emphasized which means that
it will bear focus. But a DN reading requires the low scopeati®g quantifier to carry background
information which correlates with its being deaccentedeshtwo conditions obviously exclude each
other, which explains why DN is unavailable in (282b).

A similar explanation can be offered for the unavailabilitithe DN reading in (282c). For the
subject negative quantifier precedifigcventto be able to take narrow scope, it must be deaccented.
But this contravenes the information structure conditimndN readings which requires that the wide
scope negative quantifier carry focus information and theisatcented (see the discussion in the
previous section).

An exhaustive theory of quantifier scope in Romanian woulgeha take into account this inter-
play between the surface linear order, the scope interabgtween the operators, and the information
structure. Together with the LRS analysis here, this woatebant for the interpretations available for
sentence (282). The present LRS account allows us to déevBI€ reading and to rule out the DN
reading in (282a) and predicts that the semantics of theatqrsrinvolved is compatible with both a
NC and a DN reading in (282b) and (282c).

5.5 The analysis of the NM

In the first part of this chapter the analysis of NC in Romanias limited to the interpretation of
n-words. In what follows, | concentrate on the syntax-seimarof the NMnu and its role in NC.

There are three issues that need to be clarified with respélcetNM: 1) its negative semantics
outside NC (287a); 2) its lack of negation in the presencewbrds (287b) and 3) its obligatoriness
in NC constructions (287c). These three properties arstitited by the data below:

(287) a. Sentential negation

Unstudenthu a venit.
a studentNM hascome

‘Some student didn’t come.’
b.  Semantic absorption with n-words

Niciun studentnu a venit.
no studentNM hascome

i. ‘No student came.’ (NC)
ii. # ‘No student didn’t come.’ (#DN)
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c.  Obligatoriness with n-words

Niciun student(nu) a citit cartea.
no student(NM) hasreadbook-the

‘No student read the book.’

In Section 5.5.1 | summarize the semantic behaviornuds discussed in Chapter 3 and | draw the
conclusion that it contributes negation in the absence wbrds, but not when n-words are present.
The syntactic ambiguity afubetweemuy ;s andnuyg, — pointed out by Barbu (2004) and presented
here in Section 5.5.2 — leads to the question whether we csihIpgrical ambiguity ofnu between
Nuxn 7, Specific to NC and always non-negative and the negativMg,,. This would mean that (287a)
containsnuyy,, different from the non-negativeuy , in (287b). But in Section 5.5.3 data concerning
the licensing of NPIs and PPIs indicate tiaty, is also possible in contexts like (287a), so it can
contribute sentential negation, and thus the generalizahat the NM contributes negation outside
NC but not with n-words must be maintained and accounted for.

In Section 5.5.4, | propose a generalized quantifier arsby8iuy,, as NGO and | provide a way
to integrate it in the resumption analysis of NC. The LRS wsialin Section 5.5.5 accounts for the
lack of DN readings witmuy,, and n-words. In Section 5.5.6, | account for the obligatssof the
NM in NC by means of a NC constraint which enforces the presefithe NM on the verbal head of
an utterance whose semantics contains a negative quantifier

5.5.1 The semantic behavior ofiu

In this section | review the semantic behaviorraf both outside NC and within NC contexts. As
we will see,nuis clearly negative outside NC. With n-words it usually does visibly contribute
negation, since, as indicated before, it does not triggemitN an n-word. Sau's negation always
concords with that of n-words in NC constructions.

A discussion on marginal sentences where forcing the afditiaity of nuover n-words results in
a DN reading leads to the conclusion that in this case, ittish®oNM nu, but a homonymous modifier
nuthat triggers DN with n-words. We thus have to distinguistwieen two syntactic instances
Nnuy s andnuyg,. This will be addressed in the next section.

Outside NC Nuis the common marker for negation in Romanian. Its presamtes &an affirmative
sentence into a negative one, without any further help:

(288) a. Studentii au citit romanul.
students-thénavereadnovel-the

‘The students have read the novel.’

b. Studentii nu au citit romanul.
students-thédM havereadnovel-the

‘The students did not read the novel.

The negative properties @fu are verified by the antimorphicity test presented under ¢L0%
Chapter 3, p. 75. As can be seen in (289) and (290), the ist@tpn ofnu taking scope over a dis-
junction is equivalent to the conjunction of the negatedudists (indicating anti-additivity and thus,
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meeting the first condition of antimorphicity), and taking scope over a conjunction is equivalent to
the disjunction of the negated conjuncts, thus fulfilling #econd condition in (104¢:

(289) Anti-additivity
a. Studentii nu au citit romanesaupoezii.
students-th&lM havereadnovels or poems
‘The students haven’t read novels or poems.’
b. = Studentii nu au citit romanesi studentii nu au citit poezii.
students-thé&dM havereadnovels andstudents-thd&NM havereadpoems
= ‘The students haven't read novels and the students haeattpoems.’

(290) Antimorphicity
a. Studentii nu au citit romanesi poezii.
students-thé&NM havereadnovels andpoems
‘The students haven't read novels and poems.’

b. =Studentii nu au citit romanesaustudentii nu au citit poezii.
students-th&lM havereadnovels or students-thé&M havereadpoems

= ‘The students haven't read novels or the students havead poems.’

Within NC  Considering the two facts above, the negative semanticsl &f obvious outside NC.
But when n-words are involved, the situation becomes lesarclWe saw in Section 3.4.2 that in
denial contexts two n-words get a DN interpretation. In taens kind of contextnu was unable to
yield DN in combination with an n-word (see (171) vs. (172)998). (291) and (292) below illustrate
the same contrast between the n-words (repeating the eeam{@68)) anchu:

(291) a. Speaker A: Un studentnu a citit nicio carte.
one/astudentNM hasreadno book

‘One/A student read no book.’

b. Speaker BNICIlun stuDENT nu a citit nicio carte.
no student NM hasreadno book

‘No student read no book. (= Every student read some book.)’ DN/ & NC)

(292) a. Speaker A: Un studenthu a citit cartea.
one/astudentNM hasreadbook-the

‘One/A student didn’t read the book.’
b. Speaker BNIClun stuDENT nu a citit cartea.

no student NM hasreadbook-the
i. # ‘No student didn’'t read the book. (Every student readibhek.)’ (# DN)
ii. ‘No student read the book.’ (NC)

The interpretation of (292b) contrasts with that of (291bgduse DN is not available, although the
sentence contains two negative elements:and niciun student and a previous negative context
favorable to DN.

"Recall that there is one more reading available for (289d)280a), where the disjunction/ conjunction occurs betwee
two sentences, of which the latter is elliptical. This readivas the only possible one in case the disjunction invaiwes
n-words: see (132), p. 83.
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At the same time, as indicated in Chapter 3, p. 83, the aulitige properties ohu— illustrated
for instance in (289) above — are not available once n-worglsneolved. If in (289) the bare nouns
are replaced by n-words, the semantic identity between dgatad disjunction in (289a) and the
conjunction of negated disjuncts in (289b) does not holdamg. The only natural interpretation of
the disjunction of the n-words in (293a) is the disjunctidriveo negative propositions in (293c).

(293) a. Studentii nu au citit niciun romansaunicio poezie.
students-thé&NM havereadno novel or no poem

‘The students read no novel or no poem.’
b.  Anti-additivity
= Studentii  nu au citit niciun romansi studentii nu au citit nicio
students-th&M havereadno novel andstudents-th&lM havereadno

poezie.
poem

= ‘The students read no novel and the students read no poem.’
C. Ellipsis

= Studentii nu au citit niciun romansaustudentii nu au citit nicio
students-thé&N\M havereadno novel or students-thé&dM havereadno

poezie.

poem

= ‘The students read no novel or the students read no poem.’

In Chapter 3, | referred to the reading in (293c) as elliptibecause the disjunction seems to co-
ordinate two negative propositions, and thus outscope®Me At the same time, | noted that an
anti-additive interpretation of the sentence in (293a) agmally possible, but in this casel bears
stress and denies the disjunction between the two n-woodesinterpretation ends up being affir-
mative (i.e. DN):

(294) a. ?? Studentii NU au citit niciun romansaunicio poezie.
students-thaéot havereadno novel or no poem

‘The students read no novel or no poem.’
b.  Anti-additivity

= Nu e adevarata studentii nu au citit niciun romansi nu e
NM is true thatstudents-th&lM havereadno novel andNM is

adevarata studentii nu au citit nicio poezie.(= Studentii au citit

true thatstudents-th&dM havereadno poem students-théaveread

romanesi studenfii au citit poezii.)

novels andstudents-thénavereadpoems

‘It is not true that the students read no novel and it is nat that the students read
no poem. (= The students read novels and the students reatsy)oe

(294a) is only marginally grammatical, for reasons thatehmvdo with the licensing of the two n-
words. As we will see in Section 5.5.8uin (294a) is syntactically different from the NMu (cf.
Barbu (2004)): it is an adverb. This explains the reducedhgraticality of (294a) in comparison to
(293a). In the latter we have the NM licensing the n-wordsthgosentence is grammatical. In the
former, the n-words are not licensed by a NM, becausis an adverb. Since the anti-additivity test
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in (293a) shows the NMu not to be anti-additive, it means that its negative semsiigioot attested
in NC contexts.

The data in (292) and (293), compared (291) and (289), réspbr indicate that the NM does not
contribute negation in the presence of n-words: it does md YON in combination with a negative
quantifier, and it does not have anti-additive propertiedl@ But the NM does not always lack
negative content, given the properties illustrated in 2881 (289)-(290). Alternatively, we could
claim thatnu is lexically ambiguous: negative when it appears alone, raordnegative in NC. As
already mentioned and as we will see in Section 5.5.2, tiseegidence for a syntactic ambiguity of
nu between the NM status and adverbial status. Barbu (2004earthat the former is a verbal affix,
while the latter is an adverb and functions as a modifier. & oould show that the contexts in (288)
and (289)-(290) contain the advenin and not the NMnu, then lexical ambiguity would be a path
to follow. But as we will see below, the NMu is not excluded in (288) and (289)-(290), so it does
contribute negative semantics in these contexts. Let usafildress the syntactic properties and the
ambiguity ofnu.

5.5.2 The syntactic status of the NM

The discussion on the semantic contributiomofed to the hypothesis that it may be lexically ambigu-
ous. This would explain its contradictory semantic behaw@gpressing negation in some contexts but
not in others. In this section | address the syntactic anityigdi nu, as noted in Barbu (2004), and |
investigate the possibility of relating this to its semamtibiguity documented above. In the end, we
will see that the two ambiguities do not fully overlap, so vemot conclude that the syntactic item
nuwhich acts as a NM is always non-negative, as the NC congingcseem to suggest.

The second aim of this section is to determine the syntatiicis of the NMnu, an important
piece for the HPSG analysis of the NM in NC constructions Whiill be developed in Section 5.5.6.
The conclusion will be that the NM is a verbal affix, so in HP®@nis, it attaches to the verb by a
lexical rule.

The ambiguity of nu  In reply to Monachesi (2000)’s analysis of the Romanian tiegau as a full
lexical item playing the role of a VP modifier, Barbu (2004gaes for the ambiguity afiu between
a modifier and a verbal affix. Her distinction correlates wiitt difference between an adverband
the negative markearu. The formemuwill be marked in the following examples antis4,” and the
latter as huyas

The important difference between the two items is the ghititlicense n-words which charac-
terizes onlynuy s (see (296) vs. (295)). This correlates wittiy 3,'s occurrence exclusively within
the “verbal complext®, while modifiernuy,, easily modifies constituents of any category (e.g. NPs,
PPs, CPs in (295)):

(295) a. Stiu astanu 44, [pp de lalon/ *de laniciun student],ci din ziar.
know this not from John/from no student, butfrom newspaper
‘I know this not from John, but from newspapers.’

b. NU 44, [np lON/ *nimeni] estevinovatul aici.
not John/nobody is guilty-thehere

‘John is not the guilty one here.

18For Romance languages including Romanian, the term hasrbestly employed in Barbu (1999), Monachesi (2000),
Abeillé and Godard (2000), Abeille and Godard (2003), agothers. Here it will be used to cover all the elements ¢kexi
and grammatical affixes) which function as a single lexical together with the verb.
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c. A spusnuyg [cpca va veni (*niciodatd)], ci ca va incercasavina.
hassaid not thatwill come(never), butthatwill try SJcome

‘She did not say that she would come, but that she would trpioec’

(296) Nupjs Stie  nimeni asta.
NM  knowsnobodythis

‘Nobody knows this.’

The syntactic distinction between the two homonymiuis is further supported bgu, 4, replac-
ing negative adverbs likeicidecum(‘not at all’) or in niciun caz('by no means’) in (297a), which is
not possible fonuy; (297b)1°

(297) a. Stiu astanu 44,/ nicidecunv in niciun caz[de lalon/ # de lanimeni], ci din
knowthis not/ notatall/ by no meansfrom John/ from nobody, butfrom
ziar.
newspaper

b. Nu s/ *nicidecuny *in niciun caz stie  nimeni asta.
NM/ notatalll bynomeans knowsnobodythis

The ungrammaticality of (297b) casts doubt on the ideartbgt,; may be a VP modifier likau, 4, .
In addition to thisnuy ;s is in complementary distribution with the prefie-in non-finite verb forms:
while nuy s is used with the infinitivene-appears with the present/ past participle and the supine:

(298) a. infinitive

a nuys sti nimic
toNM  know nothing

b.  present participle
nestind  nimic
un-knowingnothing

c.  past participle
nestiut  denimeni
un-knownby nobody

d.  supine
deneconceput de catrenimeni
of un-conceived-Supy nobody

‘inconceivable by anybody’

The data in (297) and (298) indicate that a syntactic distinmeeds to be made betwesny 4, a full
lexical item syntactically acting as a modifier, amal ;;, an affixal item, part of the verbal complex.

Following Barbu (2004), further arguments can be broughgugport this generalization: as an
affix, nuyjs in (299a) and (300a) follows the infinitive markarand the supine markes, while
NU44y, @S @ modifier, precedes them in (299b) and (300b):

1%The n-wordnimeniin (297a) may be grammatical, but with an interpretatiofiedéint from the NC reading triggered
by nun s in (297Db). In (297a) the effect would be DN betweaan, 4, andde la nimeni So the n-word cannot be licensed
by nus4, the way it is typically licensed by the NM in (297b).
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(299) a. A nuy s spunenimic] estestrategiaoptima.
to NM tell nothingis strategybest
‘The best strategy is not to tell anything.’

b. NU 44, [@ Spuneminciuni/*nimic] estestrategiaoptima.
not totell lies/ nothingis strategybest
‘Telling lies is not the best strategy.’

(300) a. Ti-am cerut [SA huy ;s SpuUinimic].
you-haveaskedSJ NM  tell nothing
‘| asked you not to tell anything.’

b. Ti-am  cerut nu 44, [SA Spuiminciuni/ *nimic], ci saspuiadevarul.
you-haveaskednot SJ tell lies/ *nothing, but SJdtell truth
‘| asked you not to tell lies, but to tell the truth.’

While nuy 4, modifies the whole VP and thus precedesiity , intermingles with other components
of the verbal form (like the infinitive and the subjunctivenker), thus emerging as a morpho-syntactic
part of the verbal complex.

A further difference between the twau's concerns the ability to act as a pro-form in ellipsis.
This characterizesuyg,, but notnuy . In (301), the second disjunct can be completely replaced by
Nu44, OF the negative advenhicidecum In the same contextuy ;s is ungrammatical, because as an
affix, it is dependent on its verbal host:

(301) lon saplece,insaMaria[sanuy,; plece].
JohnSJleave,but MariaSJNM leave

‘John should leave, but Maria shouldn't leave.’

a. lon saplece,insaMaria[nu 44,/ nicidecum.
JohnSJleave but Marianot/  not at all
‘John should leave, but Maria should not.’

b. *lon saplece,insaMaria[sanuys].
JohnSJleave,but MariaSJ NM

Finally, this distinction correlates with morpho-phongilcal differences. In most of the examples
above (e.g. (295), (297a), (298b), (299b)l4.4, is employed with a contrastive role: to emphasize
that something is not the case, and that something elseinsldad. As a consequencel,, always
bears stress, and it never reduces phonologicaliy.t®8y contrastnuy;; does reduce ta- when it
is followed for instance by an auxiliary beginning with thewel a:

(302) a. lon NU 44,/ *N- [a alungat], ci a omorittintarii.
Johnnot has chased-awaput haskilled mosquitoes-the
‘John didn’t chase the mosquitoes away, but killed them.’
b. lon nuyy/n-a alungat niciun tintar.
JohnNM haschased-awano mosquito

‘John didn’t chase any mosquito away.’

This discussion on the ambiguity nfi allows a better description of the properties of the NM, the
unambiguousiu involved in NC constructions: it only appears within theharcomplex, and there
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are well-defined constraints on its exact positfofsee for instance (299a) and (300a)). It cannot be
substituted by lexical adverbs (297b), on the contrarys inicomplementary distribution with the
prefix ne- (298). Finally, it cannot appear without its verbal hostl8)) and it reduces to- if the
following phonological context favors it (302b). As a cogaence of these properties, | conclude
with Barbu (2004) that the NM is an affix. In the HPSG accoungattion 5.5.5, the NM will be
attached to the verb by means of a lexical rule.

DicressioNTerminological clarifications Given the diverse literature discussing various kinds of
negation (see Klima (1964), Horn (1989), McCawley (199limkand Sag (2002), to mention only
a few for English), some terminological clarifications aneorder. It is necessary to determine to
what extent the distinction made here with respect to Roamam may relate to some of the notions
already proposed in the literature.

The discussion on (302) concerningg,'S usual contrastive role is reminiscent of McCawley’s
(1991) notion ofcontrastive negatignstanding fomot X but Yconstructions. But although at first
sight modifiernu could be thought of asontrastive negationthis does not completely hold. One
reason is that the notion of contrastive negation in McCgwhew refers to the whole construction,
not only tonot [X], and thus presupposes the existence of two constituertdilthane syntactic
position. Even if this is most often the case with modifienn Romanian, the second pabut V) is
not obligatory (see (295b) and (299b)). Another argumeatiresg the correlation between,,, and
contrastive negation is that the latter also covers Enghstes like (303a) (McCawley (1991), p. 190)
which in Romanian may be expressed by meansugfy;, as (303b) indicates:

(303) a. John didn’t drink coffee but tea.

b. Sanuy s bei  cafea, ci lapte.
SINM  drink coffee,but milk

‘You shouldn’t drink coffee, but milk.

In conclusion, contrastive negation in English does ndy fubrrespond to modifienu,g, in Roma-
nian, and syntactically it involves a more complex struetur

The data in (295) and (297) concerning the syntarwf;, may lead to associating it with what
Kim and Sag (2002) describe asnstituent negation nah English, anche-pasin French. Although
such a generalization is not groundless, given the diyeo$ithe constituents thatu,,, can modify,
it should be noted that Kim and Sag’s distinction is basyoaditablished betwedimite andconstituent
negation and this does not correlate with the distinctidwbennuy; andnuyg, in Romanian. First
of all, sentential negation in English/ French, unlike th@nian NMnuy,, is a full lexical itent?,
optionally selected by the verb as a complenfénBut most importantly,constituent negatiofn
Kim and Sag (2002) is used to cover modification of non-findastructions, like in (304a), which in
Romanian can easily employ thay; as well as the modifigru,,,, but with different interpretations
(see (304b) and (304c)):

(304) a. Not [speaking English] is a disadvantage.
b. A nuy s vorbi nicio limba  straina esteun dezavantaj.
tonot speakno languagdoreignis a disadvantage
‘Not speaking any foreign language is a disadvantage.’

2OMore on the position of the NM will be given in Section 5.5.Gen formulating the NM Lexical Rule.
215ee Kim and Sag (2002)'s arguments (p. 24) against positingrahological unit between the verb anol/ pas
22For more details, see also Abeillé and Godard (1997) andtSappear).
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C. NU 44, [avorbi o/ *nicio limba straina] esteavantajul cel mai mareci a
not tospeaka/*no foreignlanguagdas advantagehe biggest, butto
vorbi limba tari  Tncare esti.
speaklanguagecountryin which are
‘Not speaking a foreign language, but speaking the langoégiee country where
you are is the biggest advantage.’

In conclusionconstituent negationf Kim and Sag (2002) for English and French cuts across both
cases of the Romaniarnu. modifiernuag, and NMnuy ;. Still, the syntactic analysis of modifiau
should be similar to that of constituent negatiast.

5.5.3 Isnuy;, non-negative?

In Section 5.5.1 we concluded that the N does not contribute negation in the NC context (e.qg.
(287b) repeated below as (305)). But is undoubtedly negative in non-NC contexts like that of
sentential negation (e.g. (287a) repeated below as (30%))iew of the syntactic ambiguity afiu
described in the previous section, the question now is venéfte syntactic ambiguity afu correlates
with its semantic ambiguity illustrated in (305) and (306).

(305) Semantic absorption with n-words

Niciun studentnuy,s a  venit.
no studentNM  hascome

i. ‘No student came.’ (NC)
ii. # ‘No student didn’'t come.’ (DN)

(306) Sentential negation

lon nuyaaq0 @  Citit cartea.
JohnNM/ not hasreadbook-the

‘John didn’t read the book.’

Given that the licensing of n-words is an important criterfor the syntactic distinction between
Nuy 37 andnuyg,, in (305) we can only haveuy ;. Butnuin (306) could be botimuy s andnugg, .
The latter would bear stress and would modify the VP corestifuthe former could be phonologically
reduced tan-.

If we can determine that actually onhu,, is possible in (306) and thatuy ;s is excluded, we
can argue for a lexical ambiguity afithat has both syntactic and semantic effects. This woulchmea
that onlynuag, is semantically negative and plays the role of sententightien and thahuy;; is
restricted to NC contexts and is hon-negative.

The semantics ofnuyy, The negative semantics ati4y, cannot be doubted, since it is the only
negative element in the contexts where it appears: umlike,,, it does not license n-words. In
some special contexts whenels,, modifies an n-word, it creates a contrast, so it triggers a DN
interpretation, as in (307):

(307) lon a facutNU 44, [nimic], ci chiarfoartemulte pentruaceastdetrecere.
Johnhasdonenot  nothing butquitevery manyfor  this party

‘John did not do nothing for this party, he did quite a lot.’
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Coming back to the anti-additivity afuwith respect to n-words in (294) repeated below as (308),
we may now conclude that it isu 4, that triggers anti-additivity and DN with respect to thejaine-
tion of the two n-words:

(308) a. ?? Studentii NU 44, [au citit niciun romansaunicio poezie].
students-theot  havereadno novel or no poem

‘The students read no novel or no poem.’

b. =Nu e adevarata studentii nu au citit niciun romansi nu e
NM is true thatstudents-th&lM havereadno novel andNM is

adevarata studentii nu au citit nicio poezie.(= Studentii au citit
true thatstudents-th&dM havereadno poem students-théaveread
romanesi studenfii au citit poezii.)
novels andstudents-thénavereadpoems
‘It is not true that the students read no novel and it is na that the students read
no poem. (= The students read novels and the students reatspoe

In (308a),nu44, modifies the whole VRw citit niciun roman sau nicio poeziacluding the disjunc-
tion of the two n-words. This way we can also explain the nratifiy of the sentence which is due to
the absence of a NM licensing the two n-words.

In conclusion, for the sentence in (293a) discussed abbwe,i$ the syntactic itermuy,, then
anti-additivity with respect to n-words is never availabled the only interpretation is the one with
ellipsis (293c). This fact apparently brings support for assumption thahuy,, may never con-
tribute negation, so it would be excluded in (306). Howesasnve will see below, evidence from NPI
licensing indicates thatuy;; is not excluded in those contexts where we have sententigtioa,
sonuyyy is allowed in (306) and it can contribute negation. Consetiyeit is only the presence of
n-words that preventsuy, from contributing negation in NC.

The negative semantics ofiuy ;s  In order to check ihuy ; can appear in contexts without n-words
and contribute negation at the same time, we have to find samgehat disambiguates betweem, 4,
andnuy s in the absence of n-words. In the previous section we sawwthahnu appears after the
subjunctive/ infinitive particle it iswuy,, (see (299a) and (300a)). In such conterisy,; can also
occur without an n-word, so it expresses negation, as tteelsdbw indicate:

(309) a. [Anuy s spuneadevarullestestrategia  optima.
to NM tell truth-the is strategy-theoptimal
‘The optimal strategy is not to tell the truth.’
b. Ti-am  cerut [sanuy s Spuiadevarul].
you-haveaskedSJ NM  tell truth-the
‘| asked you not to tell the truth.

Another test that confirms the negative semanticewf,; in the absence of n-words is NPI
licensing. An NPI of medium strength likerea ‘NPI really’ (cf. van der Wouden (1997), Zwarts
(1998)) can only be licensed by sentential negation withittaut n-words?® In all the other contexts
it is used as an intensifier corresponding to the English.‘tds an NP, it appears within the verbal
complex, qualifying as a ‘semi-adverb’ in Ciompec’s (198&)ms. Otherwise, it usually precedes
adjectives or adverbs:

Z3ee also the description of the licensing conditionspfeain CoDIl (2008).
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(310) a. Aceastgampanienu prea,,; si-a atins  scopul.

this campaigmot/NM really itself-hastouchedaim-the
‘This campaign has not really reached its target.

b. Nicio campanienu prea,,; isi mai atingescopul.
no campaigrNM really itself anymoretouch aim-the
‘Campaigns don't really reach their targets anymore.’

c. Aceastdampaniea fost preaagresiva.
this campaigrhasbeentoo aggressive
‘This campaign has been too aggressive.

The NPIpreaalso has a PPI equivalermam‘somewhat, pretty’ (see also Avram (1986, pp. 205-
206)). Camis grammatical in positive contexts, but it is excluded witlvords, sentential negation
and even in downward entailing contexts like the scopkewf

(311) a. Aceastdampanig*nu) si-a cam atins scopul.
this campaigrm\NM/not itself-haspretty touchedaim-the

‘This campaign has pretty much reached its target.’

b. * Nicio campanienu si-a cam atins scopul.
no campaigrNM itself-haspretty touchedaim-the

c. *Putini studentiau cam tras chiulul.
few studentshavepretty skipped classes

Nu44, apparently cannot license a strong NPI Ipeea occurring in the constituent that it modi-
fies, and it is grammatical with the PPam so it does not interact with the licensing conditions for
NPIs and PPIs (see (312a)). By contrasty ;s licenses the NPpreaand is ungrammatical with the
PPIcamin a similar context (312b), so it interacts with polaritgrits:

(312) a. A nceputNU 44, [sacanm! *preatraga chiulul],ci salipseasc&aptaminin
hasstartednot  SJ pretty/really skip classes, butSJmiss  weeks in
sir de lascoala.
row from school

‘He has not started to pretty much skip classes, but to méssek weeks in a row!’

b. A inceputsanuy); *cam prea (mai) traga chiulul.
hasstarted SINM  pretty/really anymoreskip classes

‘He started not to really skip classes (anymore).

Another NPI - PPI pair, also mentioned by Avram (1986), id thfadedt ‘but’ vs. numai‘only’.
Like preavs. cam nuyg, is compatible with the PRiumaj but cannot license the NEledt, while
nuy s licenses the latter, but is incompatible with the former:

(313) a. A TnceputNU 44, [sAmanincenumal *dedt produselactate], ci saevite
hasstartednot  SJ eat only/ but productsmilk-basedbut SJavoid
grasimile.
fats

‘He has not started to eat only dairy products, but to avdid fa
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b. A inceputsanuyj, manincernumai dedt produselactate.
hasstarted SJINM  eat only/  but productsmilk-based

‘He started not to eat anything else but dairy products.’

In view of the data in (312) and (313)uin (310a) and (311a) can only lmely,,. This means
that, despite the syntactic ambiguity o, sentential negation contexts most often invatug; s, SO
there is no doubt that the latter has negative semantics.

In conclusion, we cannot argue for a lexical ambiguitynafbetween non-negativeuy, and
negativenuyg,. NUy s iS negative in contexts where no n-words are present.

5.5.4 The semantic analysis of the NM

We now have to explain why the negation of the NM is lost whemanes are present. We need
account for the lack of DN readings between the NM and n-w(8@5) and the lack of anti-additivity
over n-words (293).

First of all, note that DN readings are not always exclude@ben the NM and an n-word. If the
NM appears in a negative question and the answer is an n-therdhterpretation of the answer is DN
and not NC: see (314). Thus it is only in NC constructions thatNM does not yield DN readings.
This means that in NC the negation of the NM must concord g of the n-word(s).

(314) a. Cinessanu vina?
who SINM come
‘Who should not come?’
b.  Nimeni. (Savina toti.)
nobody SJ comeall

i. ‘Nobody should not come. (= Everybody should come.)’ (DN)
ii. # ‘Nobody should come.’ (NC)

This observation is also supported by the lack of anti-adtiteffects over n-words in (293)
repeated below:

(315) a. Studentii nu au citit niciun romansaunicio poezie.
students-th&iM havereadno novel or no poem

‘The students read no novel or no poem.’
b.  Anti-additivity
= Studentii  nu au citit niciun romansi studentii nu au citit nicio
students-th&M havereadno novel andstudents-th&lM havereadno
poezie.
poem
= ‘The students read no novel and the students read no poem.’
C. Ellipsis

= Studentii nu au citit niciun romansaustudentii  nu au citit nicio
students-th&M havereadno novel or students-th&lM havereadno

poezie.

poem

= ‘The students read no novel or the students read no poem.’
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The NM does exhibit anti-additivity in the absence of n-werdhe fact that the subjunctive marker
precedesiu (316) disambiguates it touy ;-

(316) a. Sawu citestirevistele acestegauziarele acelea.
SIJNM read magazines-théhese or newspapers-théhose

‘You should not read these magazines or those newspapers.’
b.  Anti-additivity
= Sanu citestirevistele acestegi sanu citestiziarele acelea.
SIJNM read magazines-théhese andSJNM read newspapers-thihose

= ‘You should not read the magazines and you should not readetepapers.’
C. Ellipsis

=" Sanu citestirevistele acesteadau[sanu citesti] ziarele acelea.
SJNM read magazines-ththese or SINMread newspapers-thihose

= ‘You should not read these magazines or you should not rese thewspapers.’

As we see in (316c), the elliptical reading for the disjuniatis always available, so it does not only
occur with n-words like in (315c¢). With the n-words in (318)e anti-additive reading is blocked by
the presence of the n-word.

In conclusion, the NM carries negation, but within NC its setics obligatorily concords with
that of the n-word.

The NM within polyadic quantification To express the negative semantics of the NM, | follow
de Swart and Sag (2002) and represent it as a generalizetiveegi@antifier NO, similar to the one
carried by n-words. The difference is that the quantifierregped by the NM is a propositional
operator, so it does not bind any variable, has no restmictamd takes a proposition (i.e. a truth
value) to a truth value. In Lindstrom’s classification suarined in Section 2.1TABLE 2.3, p. 17 it
takes &)-ary relation to a truth value, so it is a typ@) quantifier. FollowingCONVENTION 4.1, we
abbreviate it as N& The semantics of NOcan be derived from the general semantics of‘N@en

in DEFINITION 4.2, repeated below:

Definition 4.2 (p. 112) The semantics of NO
For a domaing, for everyay, Ao, ...,Ap C E, RC EF:

[NO*J(A1xAgX...x AL, R)= Liff (A; xAgx...xAL) N R= ()

The polyadic quantifier NOdenotes the empty intersection between/tkary Cartesian product on
the domaine and anothek-ary relationr. This means that the quantifier N@enotes the empty
intersection between thieary Cartesian product on the domamand anothe6-ary relationr. Since
the0-ary Cartesian product on the domaiiis E”, the singleton sef()}, we can derive the semantics
of NO° as below?*

Definition 5.9 The semantics of NO
[NOPJ(E®, R)=1iff E°NR=0

& [NOPJ(E?, R)=1iff {)} NR=10
& [NOJ(E?, R)=1iff R= {}=0)

243ee also the discussion with respectA@LE 2.2 in Section 2.1, p. 15.
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Given the fact thaf} = 0/ false and{()}= 1/ true, the semantics of NOs the same as that of the
logical negation: it is true only of false propositions.

Consider the semantics of the NM together with that of the hawords in sentence (199a),
p. 111, repeated in (317). There are three NO quantifiersutiidgrgo resumption: N@TUDENT

and NCEOOK of type (1, 1), corresponding to the two n-words, and pNOof type (0), the NM.
The resumption mechanism available in Section 2.1 canroutusxt for resumption of quantifiers of
different types.DEFINITION 2.15 refers tk-ary resumption of typ€l, 1) quantifiers. To allow type
(0) quantifiers to undergo resumption with, 1) quantifiers we define resumption for both types of
quantifiers®®

(317) Niciun studentnu a citit nicio carte.
no studentNM hasreadno book

‘No student read any book.’

Definition 5.10 Resumption of typé1, 1) and type(0) quantifiers
For a domaing, A1, As, ..., A C E, R C EF, resumption of a k-sequence of tyfle1)

quantifiersQ and an |-sequence of tygé) quantifiersqQ is given by:

Resk(Q)él Ao, AL (R) — Qékl X Ag X ...XAk(R)
The formula by which resumption @f type (1, 1) quantifiers and type (0) quantifiers is derived is
identical to that ofc-ary resumption ibEFINITION 2.15, p. 32. So typg0) quantifiers add nothing
to the complexity of a resumption of typg@, 1) quantifiers. This is expected if we recall that the
restriction and the nuclear scope ©f quantifiers are subsets af (seeDEFINITION 5.9). Thel-
Cartesian product of® is 0 and the Cartesian product ef ande® is E¥ (LEMMA 5.1), so the
presence of0) quantifiers in a resumption does not change the type of theg quantifier.

Lemma 5.1

i. [-Cartesian product of%: 0 x E0 x ... x g0 = g(0+0+..4+0) = g0

I-times
ii. Cartesian product of* ande’: E x E x ... x E x £ = gk+0) = gh
—_——
k-times

5.5.5 The LRS-analysis

We now express the semantics of the NM in LRS terms, so thatwéntegrate it in the LRS analysis
of Romanian NC developed in Section 5.4. We first have to brihie lexical specification of negated
verbs with the negative quantifier NQOcontributed by the NM® Let us account for the sentential
negation context given in (287a) and repeated below as (38 lexical specification for the verb
nu a venit(‘"NM has come’) containing the negative quantifier is giver{319)?’

(318) Sentential negation

%See de Swart and Sag (2002, p. 399) for a more general definticesumption as applying to a sequence: afpe
(n,n) quantifiers and type (m, m) quantifiers.

26The lexical rule by which a verb becomes negative will beutised in Section 5.5.6.

27As will become clear in Section 5.5.6, the lexical specifarain (319) is not a lexical entry, but a description of the
output of the lexical rule in (327) that attaches the NM to ebve
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Unstudentnu a venit.
a studentNM hascome

‘Some student didn’t come.’

(319) nu a venit('NM has come’, with the semantic contribution of the NM)
word

PHON <nu a venit

CAT|VAL | SUBJ <NP@>

ss|Loc INDEX | VAR no-var
ONT

MAIN [3d come’ A[@<[0 A[B]<6

LF
INC come’ ([1d)

PARTS < 34, [@ no(u, 7, 5>

The negative quantifier NOappears on the PARTS list of the verb. In order to ensure tgahiV
negates the verb, we constrain the INC value of the verb tosoéterm of the nuclear scope of RO
i.e.[3 < d. The negative quantifier contributed by the NM has an emptyoli variables, so | assume
that the local semantics of verbs does not contribute ablari@ontra Sailer (2004%f Within the
present HPSG grammar, | extend the value of the attributeLSXC | CONT | INDEX | VAR from
variableto a more general sovar(iable)-valuewith two subsortsvariablefor NPs ancho-var(iable)
for verbs?® The relevant piece of the type hierarchy is given in (320):

(320)

var(iable)-value

/\

no-var(iable) variable

If we consider that the NBn student{'a student’) is similar to the NRiciun student'no student’)
described irFIGURE 5.4 with the difference that it carries an existential qifeartand not a negative
one, we represent the sentence (318) asGiwRE 5.8. There are two possible interpretations for this
sentence depending on the way we disambiguate the vajolénofIGURE 5.8:

(321) a. some(x, student'(x),no((), (), come’(x)))
O=EAAB=06AF=
b.  no((),(), some(x, student’(z), come' (x)))

O=@AEB=8AN0=[1

ZThis choice is meant to fit the grammar we have defined so favhioh quantifiers only bind individual variables of
typee. Introducing an event variable for verbs would modify thenaatic type of the quantifiers. While this may turn out
to be useful especially for an exhaustive account of NC itiolgi adverbial n-words functioning as modifiers, | resttine
discussion here to nominal n-words functioning as argusnendl to generalized quantifiers binding variables of gpe

29A similar specification is suggested in Sailer (2004, p. Z66}he defective PHI value of verbs which is of sna-phi
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S
EXCONT [0]
INCONT A[3]l< B A[M<[0] A[7]<[0]
PARTS ([, [1d, [2, (23, [3], [3d, [7))
NP \%

EXCONT [1] some(v, a, [3) EXCONT [0]
INCONT [2] student’ ([1dx) A[2]<e a [INCONT [3] come’([1d)
PARTS <, z, 2, studem"> PARTS <, come’, [7 no(u, v, 5>

Figure 5.8: LRS analysis of (318)n student nu a venit

In the first reading the existential quantifier has wide samyer negation, in the second one the
order is reversed. This means that in the former case it indlguantifier that appears in the nuclear
scope ofsome, in the latter,some is in the nuclear scope afo. In Romanian, only the first reading is
available for a sentence like (318), i.e. existential gfi@ns co-occurring with negation must outscope
it. This has to do with the interaction between existenti@mtifiers and negation, which we discussed
in Section 3.5.1. Thus the reading in (321b) should be exdury language-specific principles which
determine the possible scope interpretations of two dfieatibnal operators. But in principle the
reading is available iFIGURE 5.8.

Let us now consider the analysis of a NC sentence as the 0287b), repeated below:

(322) Semantic absorption within NC

Niciun studentnu a venit.
no studentNM hascome

i. ‘No student came.’ (NC)
ii. # ‘No student didn't come.’ (# DN)
S
EXCONT [0]
[INCONT ABI< B A[L<[O] A7 <[0]
NP \

EXCONT [ no(v, a, ) EXCONT [0]
INCONT [2] student’ ([1dx) A[2]<e a [INCONT [3] come’([1d)
PARTS <, z, 2, studem"> PARTS <, come’, [7 no(u, v, 5>

Figure 5.9: LRS analysis of (32Riciun student nu a venit

The LRS representation of the sentence is givemGURE 5.9. It differs from the previous
representation in that the NP contributes a negative diemtSince now we have two generalized
quantifiers of the same sort (i:@0), we can also identify them (like in the case of the two n-veard
FIGURE 5.5) and thus obtain the NC reading as the third possiblegrétation (see (323c)).
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(323) a. no(x,student’(x),no((), (), come’(x)))
O=EAAB=0A0=
b.  no((), (), no(x, student'(x), come’(x)))
P=AAB=8A06=
c.  no(zx,student'(z), come’(x))
=M=
Next we have to ensure that the NM does not contribute itstregadependently of other neg-
ative quantifiers in a sentence, so it cannot trigger DN. Bgoanting for this, we eliminate the
possibility for the sentence in (322) to get either of the taterpretations in (323a) and (323b) which
are available in the LRS analysis at this point. As previpd&cussed, DN in Romanian appears with
two n-words but not between the NM and an n-word. The onlyedifice between the NM and an
n-word in our analysis is the number of variables that arentday the negative quantifier: while the
NM contributes no variable, an n-word contributes one. Hilference can be used to exclude DN

readings with the NM but not with n-words as in the principtda, which is a reformulation of the
NEG CRITERION of Richter and Sailer (2004) for Romanian:

(324) THE NEG CRITERION for Romanian
For every finite verb, if there is a NOn the external content of the verb that has scope over
the verb’s MAIN value, then any other negative quantifiertia verb’s external content that
also has scope over the verb’s MAIN value must be on the vé¥RTS list.

V[0l VI V2] V3]
[word ]
verb
CAT |[HEAD i
ss|Loc |yFORM ﬂn} A@no((), (),d) <@ A2 no(v, e, B) <0 A[B<d ABI< S

CONT |MAIN

|[LF | EXC[0]

—

4 ({LF |PARTS } N2l e )

The principle in (324) says that once a RNiquantifier takes scope over the MAIN value of a verb,
any negative quantifier taking scope over the MAIN value efvierb must be on the verb’s PARTS
list. Since the PARTS list of the verb is lexically specified)y lexically contributed quantifiers can
appear on it. The effect of the principle is that the exteomaitent of a verb which contains a RO
cannot contain any other negative quantifier and this exslUdN interpretations with a NO The
only situation where an external content value can contalfO& is the one in which the negative
marker contributes the only negation in the sentence (81Q)J.

The NeG CrRITERION for Romanian is weaker than the one for Polish in Richter ail&S(2004),
because the presence of a Ni® presupposed in the antecedent. For this reason, it doesocount
for the obligatoriness of the NM with n-words. That will beseimed in the syntactic analysis of the
NM in Section 5.5.6. In conclusion, by means of thedNCRITERION for Romanian we can restrict
the interpretation of the sentence in (322) to the NC reamtir{§23c).

An important issue concerning the value[@fin FIGURE 5.8 and 5.9 has to do with the way
we determine the list of variables for each quantifier. While constraint in the lexical entry of the
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determinerury niciun constrains its variable to be part of the list of variables in the generalized
quantifiersomelno, nothing enforces the list of variables for the ty{® quantifierno to be empty.
This is something that should be ensured by the general L&8yttwhich should provide an appro-
priate mechanism for handling the variables bound by gfiargi For a discussion of this matter the
reader is referred to the digression in Section 5.6.

5.5.6 The syntactic analysis of the NM in NC

Our analysis of NC treats the NM as part of NC with no suppleBsrgnsemantic contribution to
that conveyed by n-words. The assumption that the NM caariesgative quantifier accounts for its
anti-additive and antimorphic properties and for the fhet it triggers sentential negation.

But there are two important facts that the semantic theovgldped here does not cover. It does
not prevent a second occurrence of the NM in sentence (328and it does not account for the
obligatoriness of the NM with n-words (326b):

(326) a. Impossibility to repeat the NM

Studentii(*nuxys) NUyar @au - citit niciun roman/romanul.
studentsNM NM  havereadno novel/ novel-the

‘The students didn’t read any novel/ the novel.
b.  Obligatoriness with n-words

Niciun student(nu) a venit.
no studentNM hascome

‘No student came.’

I will account for these two facts within an HPSG syntax-setitg interface for NC constructions.
First, a verb will be able to undergo the lexical rule for NMaghment only once. This is possible
if lexical verbs come with a head feature [NEG —] which is adnnto [NEG +] when they undergo
the lexical rule. Second, | will formulate a NC constraintigfhrequires that the head of an utterance
whose EXCONT value contains a negative quantifier be markgNBG +]. This means that it must
have a NM.

The NM Lexical Rule Given the affixal status of the NM established in SectionZ.the mecha-
nism by which a verb becomes negative should be part of thiedlex? In HPSG this can be done by
means of a lexical rule, in a way similar to the treatment bkotverbal affixes like clitics (cf. Miller

3'Note thatDEFINITION 5.10, p. 205, in particular, makes the prediction that frthccurrences of the NM should not
change the interpretation of a sentence.

31Two occurrences afiu may be allowed if the first one isusq, and only the second one iy like in (325). The
interpretation is double negation:

(325) StudentiNU a4, [NUnas @u - citit niciun roman],ci chiarle-au citit pe toate.
studentsnot NM havereadno novel buteventhem-haveeadall

‘It is not the case that the students didn’t read any novehéacontrary they read them all.’

As already suggested by the fact that its negation does matocd with that of n-words (see Section 5.5.3), we have to
assume thatua4,'s negative semantics cannot be expressed by a negativéfegrabut most likely by the logical operator
“=". This way its presence will not interfere with the conditgoon n-words licensing. This is the desired result, given th
NU44, has no role in NC.

32 similar conclusion was reached in Kupst and Przepiagito (2002) for the Polish NM.
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and Sag (1997), Abeillé et al. (1998) for French, Monacl{&386), Monachesi (1999) for Italian,
Monachesi (1998) for Romanian).

There are three facts that have to be taken into account dgtloal rule which attaches the NM
to a verb: 1) the impossibility of the NM to attach twice to game verb (see (326a)); 2) the presence
of a negative quantifier NOcontributed by the NM (see sentential negation); 3) thealirarder of
the NM with respect to other components of the verbal complex

We can account for the first property by introducing a heatufedNEG(ation) on verbs. Its value
will be “+” for verbs which are marked with negation and “~"rfeerbs which are not marked. The
lexical entries of verbs are [NEG —], which means that verbsa#firmative in form. It should be noted
that this feature refers only to syntactic negation, so seicelly negative verbs likaega“deny” will
be also [NEG —] in their lexical entry. The NMHEXICAL RULE that attaches a NM to the verb will
turn the verb into [NEG +]. The attribute NEG is only used ferls, so it characterizegrb objects
as the value of HEAD.

Taking all these facts into account, we formulate the NEkLcAL RULE below:

(327) THE NM LEXICAL RULE (NMLR)

word
PHON
verb PHON Neg([X])
SYLOC |CAT |HEAD [VFORM finV inf SS| LOC |CAT [HEAD [NEG +} A@<6AE<D
NEG —
EXCONT [3] LF |PARTS EB< no(u,'y,5)>

LF [INCONT[1]

PARTS

In Section 5.5.2 we saw that the NN attaches both to finite verbs and to the infinitive, so the
specification [VFORMin V inf] is meant to select only these verb forms as the input of the. RM

The negative quantifier contributed by the NM must appeaherPARTS list of the verb having
undergone the NM EXICAL RULE, so that eventually, via the LRSRBJIECTIONPRINCIPLE, it can
become a part of the semantics of the whole utterance. Mergibns quantifier must be constrained to
be a subterm of the EXCONT value of the veld{[0]). This is heeded for complex sentences where
the negative quantifier lexically contributed by the NM oé teambedded verb should be prevented
from taking scope in the matrix clause (see Section 5.7 farudision). The lexical rule also enforces
the INCONT value of the verb to be a subterm of the expres@presenting the scope of the negative
quantifier contributed by the NM1{<d). This way the verb is always interpreted in the scope of the
negation contributed by the NM.

The Neg function specified in (328) describes the phonology of tinb adter the NM is attached
including the environment followingu which favors its reduction te-. This includes the clitio
“her”33 and auxiliary verbs starting with the vowedsor o. All these items are collected in,, the
set of phonological hosts which start withor 0. The Neg function attachesu to a stem which does

%Since the NM precedes the clitics in the verbal complex, #xchl rule by which clitics attach to a verb should
be enforced to apply only to non-negated, i.e. [NEG —], verbhis is compatible for instance with the “Complement
Cliticization Lexical Rule” in Monachesi (1998, p. 109).
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not start with any of the elements in,}4 and attachesu or n to a verb form which starts with one
of these elements:

(328) The Neg Function
Neg(X) =<nu> ®[x] incasex ¢ H,/, and
Neg(X) = (<n> ® ) \Y (<nu>69 ) in case [X] € Hg /0

wher =) o) (o o) (o ) om (a )or)

The NC Constraint In Chapter 3 we concluded that the NM does not play a semaoigdam the
licensing of n-words. Its obligatory co-occurrence witlhwords was explained as a condition of
syntactic licensing: the presence of an n-word requiresptieeence of the NM on the verb (see
(326Db)).

Given the feature NEG, which indicates whether a verb has a\Wwdcan now enforce the pres-
ence of the NM on finite verbs taking n-words as arguments. -ord contributes a negative quanti-
fier so the EXC value of the sentence in which the n-word agpdircontain that negative quantifier
as well (see the EXCONTHRINCIPLE). As the verbal head of a sentence has an EXC value token-
identical with that of the sentence itself, the negativentjfiar contributed by an n-word is also a
subexpression of the verb’'s EXC value. Thus we can formutaeNC licensing condition directly
on the verb at thevord-level: if a verb’s EXC value contains a negative quantifakinng scope over
its MAIN value, that verb must be [NEG +]. The effect is that @it verb is not allowed to have
a negative quantifier in its semantics, unless it also caaiteature [NEG +] on its head. All verbs
are lexically specified [NEG —], so an n-word can only co-gasith a verb that has undergone the
NMLR. We can formulate this restriction as the N@KESTRAINT below. The possibility for an
embedded n-word to be syntactically licensed by the NM onntiagrix verb will be addressed in
Section 5.7.

(329) THE NC CONSTRAINT (NCC)

Vo] VI V2]
word
CAT | HEAD verb
ss|Loc VFORM fin| || A2lno(v,a, B) <[ A< B

CONT |MAIN
LF |[EXCONT [0

—

SS|LOC |CAT | HEAD |[NEG +ﬂ

Note that sentences with the NM contributing sententialatieg obey the NCC, since their se-
mantics contains a negative quantifier Né&nd their heads are marked as [NEG +]. But utterances
that contain at least one n-word and no NM are [NEG —], so theywed out by the NCC.

Two remarks are in order here. First, note that the NCC in)B28s out sentence (307) repeated
below as (330), as the n-wordmic occurs in the absence of the NM on the verb. This is due to the
presence of the modifieu, 4, which creates an island for the licensing of the n-word. ©$yatactic
islands for NC are relative and adverbial clauses (see@®e818.3). But in those cases, | showed that
the n-word cannot be licensed by the main clause NM: the poesef a finite verb in the relative/
adverbial clause imposes licensing of the n-word by a claase NM on that finite verb. Unlike
with relative and adverbial clauses, the n-word in (307)sdoat need to establish a NC relationship
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with the finite verb, as it is separated from the latter by tradifier nus,,: the syntactic island in
which the n-word appears does not contain a finite verb ansezprently, the n-word is free to occur
unlicensed. This example is comparable with other contextsng a finite verb where n-words can
appear without NM licensing as for instance (163) to (16583

(330) lon a facutNU 44, [nimic], ci chiarfoartemulte pentruaceastdetrecere.
Johnhasdonenot  nothing butquitevery manyfor  this party

‘John did not do nothing for this party, he did quite a lot.’

In this thesis, | have not investigated the n-word licensiogditions in details, so a full analysis
of the syntactic islands that prevent the typical licensingditions for n-words is not aimed at here.
For (330) one would need to introduce a disjunction in theseguent of the constraint in (329) that
also allows an n-word to be modified Iy 4,4, instead of being licensed by a [NEG +] finite verb.
Further syntactic islands would need to be accommodatdteilC CONSTRAINT as well.

A second remark concerns the way the NCC is formulated. 18)(B2elate the licensing of n-
words to the syntactic specification [NEG +], as we indepatigeneed this attribute to account for
the impossibility of a verb to acquire two NMs. But the NCC kbalso be formulated entirely in
the semantics without making use of [NEG +]. To do this, theseguent in (329) would have to
guarantee that the PARTS list of the finite verb contains atgquantifier. This negative quantifier
could only come from the verb so it would be an element of th&PA list only with the condition
of the verb having undergone the NMEkICAL RULE in (327). In this case the verb would also
be [NEG +], so the effects of the NCC are the same, indepelydeiivhether we formulate it with
[NEG +] or with a negative quantifier having to be availabletiom PARTS list of the verb.

5.6 Digression. A discussion on variables

There is a technical issue that needs to be clarified in theept@ccount. It concerns the way variables
can be handled in LRS and how this influences the analysisadtimpart raised in Section 5.4.1 with

respect to the order of the variables in a resumptive quantind also came up in relation to the
empty list of variables that are bound by the negative gfiantiontributed by the NM ifIGURE 5.8,

p. 207.

Let us have a look at what the present LRS theory does witlrecégp variables. The logical
foundations of LRS tacitly assume quantifiers to be monatiat, is, they bind only one variable.
The literature (see for instance Richter and Sailer (200d)) Richter and Kallmeyer (2007)) only
addresses this kind of quantifiers. By introducing polyaaid type(0) quantifiers, several technical
problems may occur, among which | note the following: 1) gmus ambiguities, 2) variables con-
tributed by different quantifiers getting identified or tharse variable being bound by two operators
3) impossibility to determine the empty list of variables {0) quantifiers. Some of these problems
are already taken care of, some others need to be solved lingibal foundations of LRS.

Spurious ambiguities can easily occur due to the VAR and RE&lues of sorlist. Note that our
grammar does not fix the order of the variables and of the sporeding restrictions in a resumptive
quantifier. In (266b), p. 180, where two n-words occur, theuneptive quantifier could also ap-
pear in three other variantsné((z, y), (book(y), student(x)), read(x,y))”, “no((y, x), (book(y),
student(x)), read(x,y))” and “no((y, x), (student(x), book(y)), read(z,y))". The variables may
in principle appear in any order, independently of the pasitsyntactic role of the NP quantifier that
contributed them. Similarly, the order of the restrictiopsindetermined, and may even be different
from that of the corresponding variables. In a grammar iiiglietation this indeterminacy would trig-
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ger much undesired ambiguity. In our grammar, this shoulddvmless as long as the truth conditions
of the utterance are not affected.

The parallelism between the order of the variables and fithacorresponding restrictions could
easily be ensured either globally, in theNsaNTICS PRINCIPLE, or locally, in the lexical entries of
the determiners. But since this adjustment would have neceffn the interpretation of the LRS
structures and would complicate our grammar, we keep ther aatrespondence undetermined. The
important concern with respect to variables and their isins is that a variable contributed by one
determiner must be restricted by the predicate contribbtethe corresponding N and not by some
other predicate. As apparent in the lexical entry (265a),7/@, our grammar does take care of this.

The order of the variables in a resumptive quantifier couladdrestrained to correspond to the
linear order of the NPs or to the syntactic structure of titesece. If it were related to the linear order,
this could be analyzed in a linearization account followiReape (1994) and Kathol (1995). If it were
related to the kind of syntactic structure (i.e. objectsmt bead-strug, the variable contributed by
the subject daughter could, for instance, be taken to apfystion any VAR list of a resumptive
quantifier, the one contributed by the direct object as stemorl so on.

Concerning the second possible problem mentioned aboviables contributed by different
words are taken to be different in LRS, so every new quantiiigrgs in a new variable. Thus it will
never be the case that by identifying two monadic quantifiersend up with only one still monadic
quantifier or that two independent negative quantifiers gnidinding the same variable.

The third problem is related to the previous one and condeeway we determine that the VAR/
RESTR value of the quantifier contributed by the NMnim a venitin FIGURE 5.8 is the empty list.
The lexical entry leaves the list unspecified and there isam@le that must be a member of this list.
Fixing the value of VAR teoelist may not be very important for the structureArGURE 5.8. But it
is important inFIGURE 5.9, where in order to exclude the DN readings between anrd-and the
NM, we have to make use of the only difference between thetdigaa they contribute: the number
of variables they must bind. This difference is essentiattie NEG CRITERION for Romanian given
in (324). So a mechanism is needed in LRS to ensure at thamndetevel that a quantifier can only
bind those variables that are contributed by the words uaein the structure and if no variable is
enforced to appear on one VAR list, this list must be empty.

5.7 Locality conditions on NC

In Chapter 3 | concluded, among others, that the role of the iINMIC is to mark the scope of
the negative quantifier contributed by an n-word. | showed the scope of a negative quantifier
appearing in an embedded subjunctive clause is the matnisselif the matrix verb has a NM (331a),
or the embedded clause if the embedded verb has a NM (331b):

(331) a. lon nu i-a cerut Mariei saciteascanicio carte.
JohnNM CL-hasaskedMVary SJread no book

‘There is no book that John asked Mary to read.’

b. lon i-a cerut Mariei sanu citeascanicio carte.
JohnCL-hasaskedMary SIJNMread no book

‘John asked Mary not to read any book.’

So far | have only considered simple sentences in this chapt¢his section | will briefly show
how we can account for the scope properties of the negatiastifjiers contributed by n-words with
respect to the position of the NM in complex sentences.
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Note that a fully developed analysis of contexts like (33gdessitates a logical language that deals
with intensionality. The representation langudgel that | defined in Section 5.1 for this grammar
can only describe extensional contexts, since it does mbide a type for worlds. For the limited
purposes of this section, | will continue using our languagfaout worlds, since the goal here is not
to offer an account of intensionality, but to simply show hihwe syntax-semantics of NC provided
here can account for the licensing conditions between rdsvand the NM over subjunctive clause
boundaries.

5.7.1 Licensing of embedded n-words

Let us now have a look at how we can analyze the sentence (@&hahe present apparatdd. take
the lexical specifications in (332) féon ‘John’, Mariei ‘Mary’, nu i-a cerut‘NM CL-has asked®,
sa (subjunctive marker) anciteas@ ‘read’. The lexical specification for proper names folloveRier
and Kallmeyer (2007), the one for verbs taking a sententiadgiement follows Sailer (2006), adapted
to the extensional fragment here. Ficio carte’no book’ | follow the example in (265), p. 177. The
lexical entry for the markesa follows Pollard and Sag (1994) to which | add the semantici§ipation
under LF. For Romanian, we will assume tlsais a subsort of the sorharkedthat we discussed in
Section 2.3, repeated in (333) below. The LRSMNTICS PRINCIPLE enforces a marker to identify
its INC value with that of the head, in our cag, The INCONT RRINCIPLE enforced3] to be also
an element of the PARTS list and since there is no further sdmeontribution from the marker, its
EXC value will be[g] as well. We thus obtain the structureArcURE 5.10, p. 217.

(332) a. Lexical entry foton:
rword

PHON (ion )
HEAD noun

SPR <>}

COMPS ()

INDEX| VAR [4] john'
CON | ] ,
MAIN [ john

CAT
VAL

ss|Loc

Irs

EXCONT me
INCONT [1] john'
PARTS ([ john')

b. Lexical entry forMariei:

3%The analysis for (331b) does not raise any issues conceifmérlizensing of the n-word, which is as in simple sentences.
%5 consider the dative clitic ‘her’ to be part of the lexical specification of the verb as thugput of a lexical rule (see
Monachesi (1998)) similarly to the NMu. In this sentence the verb still combines with the indirdsjeot Mariei ‘Mary’,
so the presence of the clitic does not affect the valenceeofehb. See also footnote 33.
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rword
PHON (mariei )
HEAD noun

CAT | L {SPR <)}

COMPS ()

INDEX| VAR [4] mary’
CONT | y,
MAIN [4] mary

ss|Loc

Irs

EXCONT me
INCONT
PARTS  ([4])

C. Lexical rule output fonu i-a cerut
[word

PHON (nu i-a cerut )

_HEAD @[
SUBJ <N>

verb
NEG +

CAT

SS| LOC

VAL
COMPS N, VP|LOC

MAIN [2d ask’

[INDEX|VAR no-var]
Irs
EXCONT
INCONT [2 ask' ([T, 4, n)

PARTS <, ask’, @ no(v, a, ﬁ)>
ABI<n A2]< B A7 <[10)
d. Lexical entry forsa:
word
PHON (s&)
marker
CAT |HEAD
SPEC[12 VP|LOC | CAT [
ss|LoC suBJ ()
VAL |SPR ()
COMPS ()
MARKING [14]sa
EXC
LF |INC
PARTS ([3])

[ |SUBJ<N>‘| >

lMARKING sa
CONT| MAIN

HEAD [VFORM subj
MARKING unmarke

215




216 CHAPTER 5. THE HPSG ANALYSIS OF ROMANIAN NC: AN LRS ACCOUNT

e. Lexical entry forciteas@:
f'word

PHON (citeasc @)

[ verb 1
HEAD NEG —

VFORM sub
Ss[12] | LocC VAL|: < >}
COMPS<NP@> AB<[@

| MARKING unmarked
c INDEX| VAR no-var
MAIN [3d read’

Irs

EXCONT [0]

INCONT [3] read’ ([4],[6d)
PARTS ([3], [3d)

LF

(333)
marking

/\

unmarked marked

/\\

sa ca

At the lowest level in the tree the quantifier NP carries thest@int that its INC valug| be a
component of a member of the restriction lisof the negative quantifier. This is imposed by the
first clause of the BMANTICS PRINCIPLE. Moreover, at the embedded VP level the second clause
of the same principle enforces the INC va[gieof the verb to be a subterm of the nuclear scgpe
of the quantifier. This VP will then be marked k& and the marked VP will become a complement
to the matrix VPnu i-a cerut Mariei'NM CL-has asked Mary'. Since the embedded VP is now
a non-head daughter, the first clause of the EXCONRINRIPLE constrains its EXCONT valug]
to be a member of its PARTS ligl. Given the third clause of the LRSRBJECTIONPRINCIPLE,
which constrains the PARTS list of a mother node to collddhal PARTS elements of the daughters,
it means thafo] will be either identical td3], the INCONT value of the verbiteas@, or to[g], the
EXCONT value of the quantifiamicio carte So we will either hav@] = [3] or[o] =[6]. At the S level the
second clause of the EXCONTRRNCIPLE enforces the EXCONT valuyg of the negative quantifier
contributed by the n-word to be a subterm of the EXCONT valuef the whole sentence.

Interpretation  Given these constraints together with the ones carried éyettical specifications
in (332), the value can be determined by fixing the value of the metavariahleg andg which
depend on the scope interaction between the two negativeifies (e and[7].

We know from (332c) that the matrix verb’s MAIN value must Ipethe nuclear scopg of the
negative quantifie]. So it is only the negative quantifigr that can take narrow or wide scope with
respect tazsk’. If it has narrow scope, we get the interpretation in (334hictvis ruled out by the
NCC, becauseo(y, book’ (y), read' (mary’,y)) does not outscope the MAIN valugk’ and the verb
citeas@ whose MAIN value it outscopes is not [NEG +].
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S
CcAT|HD [9]
ssLoc
| |:CONT|MAIN ]
EXC [6l<[10 A [71<[10
LF | INC

parrs (I 2. (24, 3. [3) (34, . 5. (54, [6).[64. )

_—/

NP vP
exc [ john' sglLoc caT|HD [9]
INC CONT|MAIN
PARTS<> ExC

LF |INC
pars ([2. (28,3 3. 2. @[5 (54,8 3. [7)

/\

VP VP
sglLoc {CATlHD E ] | |:CAT|:HD }] ]
CONT|MAIN ssglLoc MARKING
EXC CONT|MAIN
Le [INc [2lask!([1],[4], n) Exc [0] n[0e13
PARTS<,,,> LE | INC
/\ parrs 13 (3l 31 (34, 51 (54, 61 (64
y . /\
ssLoc {CATIHD [Olnec +] } exc  [4mary’ ] M ) VP
coNT|MAIN [28ask’ INC o [marker SS|:LOC [CATHD H
EX pARTS<> sslLic sped1?] CONT|MAIN
LF | IN [2ask’(1],[4] n) MKING [14]s3 exc [0] INEIRE
PS<,,no(U,a,ﬁ)> EXC LF [ INC
Le | INC Ps < (6l, @D
PARTS<>
\ NP
NEG — exc [6] no(w, ¢,
SSL[CHD |:VFORM subj:|] INC bOék/(lﬁEZ}; /\46 @
CONT|MAIN s <,book’,@,@y>
exc [0
e |INc [l read’ (4],[64])
PARTS < read’>

Figure 5.10: LRS analysis of (331B)n nu i-a cerut Mariei & citeas@ nicio carte



218 CHAPTER 5. THE HPSG ANALYSIS OF ROMANIAN NC: AN LRS ACCOUNT

If the negative quantifig] takes scope oversk’, independently of whether it outscog@$334c)
or not (334b), the interpretation violates th&®CRITERION for Romanian which disallows ¢0)
guantifier to cooccur with another negative quantifier takes scope over the same verb’s MAIN
value. The only possible interpretation is thus the one irckvthe two negative quantifiers concord
(334d) and this also gives us the right reading for (331a)s means that our analysis makes the right
predictions for the licensing of embedded n-words by a NMhenrhatrix verb.

(334) Interpretation for (331a) (the value[da in FIGURE 5.10)

a. *no((),(),ask’(john',mary’,no(y, book’ (y), read (mary’,y))))
for@=[, n =

b. *no((),(),no(y, book (y),ask’'(john',mary’, read (mary’,y))))
for 10 =[7], 5 =8l

c. *no(y,book'(y),no((), (), ask’ (john',mary’, read (mary’,y))))
for (10 =[el, v =[g]

d.  no(y,book (y),ask’(john',mary',read (mary',y)))
forfg=@=En=080=¢=02

5.7.2 Scope ambiguity related to NC licensing

Another construction that is worth considering in this dsgion is one where both verbs carry a NM.
If this is the case, the embedded negative quantifier maysaiqe in the matrix or in the embedded
clause. The overall interpretation will involve two negai each timé®

(335) lon nu i-a cerut Mariei sanu citeascanicio carte.
JohnNM CL-hasaskedMary SJNMread no book

i. “There is no book that John asked Mary not to read.’
ii. ‘John didn’'t ask Mary not to read any book.’

But let us first consider the simple case in (336) with bothated verbs and no n-word to see
if our analysis makes the right predictions about the scofaction between two typ@®) negative
quantifiers.

(336) lon nu i-a cerut Marieisanu citeascaNostalgia
JohnNM CL-hasaskedMary SJNM read nostalgia-the

John didn’t ask Mary not to reathe Nostalgia

If we take (337) as the lexical specification fau citeas@ and consider the book titiNostalgiaa
proper name with a lexical entry similar to the onelfam, we obtain the tree structure inGURE5.11,
p. 220 for (336).

38If two n-words are present in the embedded clause, the piedlicere is that we should get several readings: both n-
words interpreted in the main clause, or in the embeddedelar one of them in the matrix and the other in the embedded
clause. It is unlikely that native speakers would be ablebtaia all these readings, given the difficulty one usually ima
processing several negations in language. It would be aressting issue for future research to see what constraiatata
play in such situations and which readings are preferred.
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(337) Lexical rule output fonu citeasé:
[word

PHON (nu citeasc &)

[ verb i
HEAD NEG +

VFORM sub
CAT |:SUBJ <N>}
ss|Loc VAL
COMP5<NP@> AB<A@AR<S ATD<[0]

| MARKING unmarked
INDEX| VAR no-var
MAIN [3d read’

Irs

EXCONT [0]

INCONT [3]read’ ([4],[15))
PARTS (3], [3d, [LTno(u,~,d))

In FIGURE 5.11 the embedded verb is negative so it carries a negatatijar[ig on its PARTS
list. According to the EXCONT RINCIPLE [17 must also be a subterm of the EXCONT value of
the whole sentencéi{] < [10). The constrainb] € [13 at the level of the marked embedded VP is now
equivalent tdo] = [11], sincel1] is the expression with the widest scope among the ones orAIREF
list is a subterm of the nuclear scopdmj).

Interpretation We again have two operators, so the interpretation of thtesea depends on the
scope interaction between them. However, the situatioriffiereint from the one irFIGURE 5.10
where one operator was contributed by an NP. While empitests indicate that such operators
can take scope in the matrix clause (see (331a) and (335)ddles not apply to thé)) quantifier
contributed by the NM whose scope is limited to the embeddiase (see (336) and (338)). This
issue is partially taken care of by the NMekICAL RULE in (327) which constrains th@) negative
quantifier to be a subterm of the EXCONT value of the vérh € [0]). But note that at this point
nothing prevents the EXCONT val@®@of the embedded verb mGURES.11 to be identified with the
EXCONT valu€dig of the matrix clause. In this case, a NM on the embedded vetlidnadso be able
to negate the affirmative matrix verb in a sentence like (388jch is contrary to fact.

(338) lon i-a cerut Marieisanu citeascaNostalgia
JohnCL-hasaskedMary SJNM read nostalgia-the

i. ‘John asked Mary not to reathe Nostalgia
ii. # ‘John didn’t ask Mary to readhe Nostalgia

This means that we should restrict the EXCONT value of an elaie verb to stay in the scope
of the matrix verb. So for propositional attitude verbs ldgkwe will introduce a fourth clause of the
LRS SEMANTICS PRINCIPLE that specifies this condition as in (339) beldv:

(339) THE SEMANTICS PRINCIPLE
4. if the head-daughter of a phrase has a MAIN value whichstakpropositional argument

%Notice that (339) is only an informal description of thisrmiple. A proper specification would require intensional
operators, which are not provided by our language.
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S
cAT|HD [9]
ssLoc
‘ |:CONTMAIN }
EXC A[T]«[10 A [11]«[10]
LF [INC

ars (12 23, 3. 3. (33, [, (18 17, ()

]

NP vP
exc [1] john' sglLoc caT|HD [9]
INC CONT|MAIN
PARTS<> ExC
LF |INC

earts (2, (28,3, 3.8, 14, (15, )

A

VP VP
ssLoc |:CATHD [9 } r [CAT{HD }] ;
CONT|MAIN sgLoc MARKING
EXC CONT|MAIN
Le |INne [Rlask' ([, [4),7) exc [0] AOe[13
PARTS < [2d], [4], > LE | INC
/\ PARTS < [34, [15], >
sgLoc {CATIHD @[NEG +} } exc [4mary’ ) M ) VP
coNT|MAIN [2dask’ INC . [marker SS|:LOC [CATHD H
EX PARTS<> sgLlc sped12] CONT|MAIN
LF | IN [2]ask’(1],[4], n) MKING [14]sa exc [0]
PS <,, no(v7 a,,@)j EXC LF |:INC ]
Le | INC Ps < (34, [15], >
PARTS<>
V NP
i oo |:NEG + } 1 [exc 18 nostalgia’
sslL VFORM subj INC
coNT|MAIN [3dread’ s <>
exc [0]
Lk | INnc [Blread ([4],[15)
PS <,, no(u,'y7 5)>

Figure 5.11: LRS analysis of (33&n nu i-a cerut Mariei & nu citeasé Nostalgia
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n and the non-head-daughter is a propositional complenteen, the EXCONT value of the
complement must be a subtermipf

With this clause, at the highest matrix VP leveFig URE5.11 we hav] < n which now prevents
identifying [0 with [10. Note, however, that the lexical constraint @) negative quantifiers to be
subterms of the EXCONT of the verb they negate (h&feg [0) is still needed in order to rule out the
case where the negative quantifigrtakes scope in the matrix clause independently of the dondit
[0l < n. As we will see below, a negative quantifier contributed byhamord still has this possibility,
because it does not have to stay within the EXCONT of the Vénad.

With all these specifications in our grammar, the only exgiceswe obtain for the EXCONT
value[ig| is the one in (340) which gives us the right interpretation(836).

(340) Interpretation for (336) (the value@fl in FIGURE5.11)

no((), (), ask’ (john',mary’,no((), (), read' (mary’, nostalgia'))))

We are now at the point where we can proceed with the analgsithé ambiguous sentence in
(335). The corresponding tree structure is givemiBURE 5.12. It differs fromFIGURE 5.10 only
in the embedded verb which is [NEG +] and carries a negatiamiifier 17 on its PARTS list. This
now introduces the possibility of interpreting the embeatidegative quantifigg] in the lower clause,
thus giving rise to the reading in (335ii). If we compare thligicture to the one iRIGURE 5.11, the
difference is that we have the negative quantifignstead of the proper nam) as the direct object
of the embedded verb. At the S level, the EXCONRIRCIPLE enforces this negative quantifier to
be a subterm of the EXCONT val(m@] of the matrix clause.

Interpretation  The first reading of (335) is similar to the interpretation degived inFIGURE 5.10.
That means we can obtain it if the negative quantieconcords with the negative quantifigr
contributed by the matrix NM. In this case, the embedded Ny negates the embedded verb,
so the latter's EXCONT valug) is identified with[z1. This interpretation is given in (341a). To get
the second reading of (335), the negative quantjenust concord with the embedded NM] (6]
=[11). For this, the EXCONT valug] which is a member of the PARTS lig8], gets identified with
the quantifiefg] at the level of the marked embedded VP. We obtain the intexiioa in (341b). Any
other possible scope interactions between the three megpiantifiergs), 7] and[ii are ruled out by
the analysis, as already shown with respectiGURE 5.10.

(341) Interpretation for (335) (the value [@f| in FIGURE 5.12)
a.  no(y,book!(y),ask'(john',mary’,no((), (), read (mary’,y))))
formd=@=E,0=A10=n¢ =73
b.  no((),(),ask'(john',mary',no(y, book’ (y), read (mary’,y))))
formd=@ O=[6=n=01¢ =4

In conclusion, the negative quantifier contributed by theard must concord either with the
negative quantifier of the matrix NM (341a) or with that of #mmbedded NM (341b) and this gives
us the right readings for (335). Note that the NCC is satisiig®41), since both verbs are [NEG +]
and can thus license the n-word.

In this section, | showed how the locality of n-word licergsican be accounted for in the LRS-
analysis developed here. Other locality conditions cariogrthe scope of negative quantifiers which
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S
CAT|HD [9]
ssLoc
| |:CONTMAIN }
EXC A [61«[10 A [7] «[20] A [11] «[10]
LF | INC

earrs (12, (28,3 B, (34, [4) 5. (53, ) (64, (7, [13))

_—/

NP vP
exc [1]john' ssLoc caT|HD [9]
INC CONT|MAIN
PARTS<> ExC
LF [INC

parrs (2, (28,3 3. 128, [, 5. (58, [6) [ [7) [23)

A

VP VP
ssLoc [CATHD E } i [CAT|:HD } T
CONT|MAIN sgLoc MARKING
EXC CONT|MAIN
Lk |ine [2lask' (@, [4],n) exc [0 A0l e[13]
PARTS<,,,> Le | INC
/\ parrs [23([3), 3] 34, 6] 5. (6] (64, [1T)
sglLoc [CATHD @[NEG +} ] Exc [4mary’ i M ) VP
CONT|MAIN [28ask’ INC o [marker SS|:LOC |:CAT|HD H
EX PARTS<> sgLlc sped12) CONT|MAIN
LF | IN [2ask’(1],[4], n) MKING [14] sa exc [0] INEIRE?
ps (2. [2d, [Tno(v, a, B) ) EXC LF [INC
Le | InC P5<' 34, [5],[54), [6], [6d], >
PARTS<> /\
\ NP
NEG + exc [6] no(w, ¢,
SSL[ClHD |:VFORM subj:|] INC bOék’(lﬁEZ})) /\qe @
CONT|MAIN [3d read’ PS <,book’,@,@>
exc [0]
L | INc [8]read’ ([4],[6d])

PS <,,no(u,'y,5)>

Figure 5.12: LRS analysis of (33%)n nu i-a cerut Mariei & nu citeasa nicio carte
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coincide with the conditions on quantifier scope in genesaé(Section 3.3.3) can be accounted for in
a general theory of quantifier scope, which is not attemptetis thesis.

5.8 Conclusion

To summarize the results of this chapter, | proposed a calysia of the syntax-semantics of NC
constructions in Romanian. This analysis takes into adcthennegative semantics of n-words and
the NM, and the scope properties of negative quantifiers inraN€C DN readings, as documented in
Chapters 3 and 4. The syntax-semantics interface is prd\geHPSG and the semantic platform
that allows the integration of polyadic quantifiers is LRS.

To express resumptive negative quantifiers in LRS, | firsiheefithem in the representation lan-
guageT'yl. For this language | then defined the RSRL gramingy; which allows the use df'y1
expressions as semantic representations in HPSG. The IEHR&NSICS PRINCIPLE had to be re-
formulated to cover resumptive quantifiers and a new clawseagded that deals with propositional
attitude verbs. With these minimal extensions to LRS andradenstraints required in part by NC
constructions in general @ CRITERION, NM LEXICAL RULE, NEGATION COMPLEXITY CON-
STRAINT for Romanian), in part by language-specific properties ahRaian NC (DN RINCIPLE,
INF-STR CoNSTRAINT ONNC, NC CONSTRAINT) we can thus account for the core properties of
NC in Romanian.

I showed how the present analysis accounts for the followp@C readings in simple sentences
with two or more n-words, 2) DN readings for sentences with hawords, 3) the scope interaction
between two negative quantifiers and one non-negative ifjeartnd its effects on the interpretation
of the sentence as NC or DN, 4) the ability of the NM to negaterdgesce on its own, 5) the lack of
a DN reading between a NM and an n-word, 6) the ungrammagticafin-words in finite sentences
without a NM and 7) the obligatory disambiguation of the st an embedded n-word depending
on whether the NM is on the embedded or the matrix verb. Thiersothe main properties of NC
constructions in Romanian described in Chapter 3.
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Chapter 6

Comparison to other approaches

In this thesis | have argued for a treatment of n-words astivegquantifiers and offered an account
of negative concord as a resumptive negative quantifiehisrchapter | will compare relevant aspects
of the analysis proposed here with other approaches intdratlire. | will first discuss the so-called
‘NPI approache$’, where n-words are considered non-negative, and then tRebroaches’, where
n-words are analyzed as negative.

NPI approaches attribute a non-negative semantics to dsainrorder to avoid the composition-
ality problem that NC would otherwise raise (see Laka (192@dusaw (1992), Progovac (1994),
Acquaviva (1997), Déprez (1997), Giannakidou (1998) hic and Sailer (1998, Przepibrkowski
and Kups¢ (1999), Zeijlstra (2004), Giannakidou (20@%nka (2007), among many others). This
contrasts with the present analysis. Some of their argusneete rejected for Romanian n-words in
Chapter 3. In Section 6.1 | will discuss the other empirieatd used in this literature.

The NQ approaches claim that n-words are negative quastiierthey typically offer a solution
for the compositionality problem (see Zanuttini (1991).egaman and Zanuttini (1991), Haegeman
(1995), Haegeman and Zanuttini (1996), de Swart and Sag2]2&®ichter and Sailer (2004)). In
Section 6.2 | will compare these approaches to the one | hewegaped in this thesis.

6.1 The NPI approaches to NC

The NPI approaches to NC use a wide variety of empirical iaggsded to clarify the semantic sta-
tus of n-words. In this section | only mention those tests tirare not used in Chapter 3 and may
challenge the present assumption that Romanian n-wordsegadive quantifiers. | first address the
range of properties that Giannakidou (2006) uses to determvhether n-words are most like exis-
tential, universal, or negative quantifiers (Section §.1lthen discuss some independent issues on
Romanian NC and n-words mentioned in lonescu (2004) and(B@4). The former raises doubts
concerning the semantic status of the NM in an analysis of sif@sumption, the latter discusses the
effect of Focus on the quantificational behavior of n-worSlsdtion 6.1.2). In the end | address the
split scope readings of n-words on the basis of which PenB@7Rargues that n-words are crosslin-
guistically indefinites (Section 6.1.3).

tUnder ‘NPI approaches’, | subsume all analyses that consigerds non-negative, independently of whether they are
argued to be NPIs, indefinites or non-negative quantifiers.
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6.1.1 General tests for n-words: Giannakidou (2006)

The crosslinguistic study in Giannakidou (2006) is intahde establish the semantic status of n-
words in NC languages as diverse as Romance, Slavic, Greglslangarian. Most of the tests are
also discussed at length in Richter and Sailer (b9%6r Polish.

First, Giannakidou rejects both the indefinite and the unguodus negative quantifier treatment
of n-words in NC languages. As we will see, this is due to aifipabeoretical perspective on neg-
ative quantifiers and indefinites which we can easily redenwith the view in this thesis. Second,
she argues for a lexical ambiguity approach by showing thabrds in NC languages do not dis-
play a uniform semantic behavior. | will show that my treatinef Romanian n-words as negative
quantifiers is compatible with their apparently non-umifidsehavior, if we take into account that neg-
ative quantifiers as ‘weak quantifiers’ (Milsark (1974)) #sthboth ‘strong’ and ‘weak’ quantifier
properties (see also Déprez (1997)).

Background assumptions in Giannakidou (2006) Giannakidou makes a clear distinction between
true negative quantifiers in DN languages (e.g. Germani842)) and n-words in NC languages
(Romance, Slavic in (343), see also our discussion in Se&it.1). In her view, n-words in NC
languages cannot be pure negative quantifiers, given NC.ekkwin non-strict NC languages like
French, Italian, and Spanish, they may be ambiguous betaggative quantifiers and a kind of NPIs.
The negative status of n-words in these languages is takie@ mootivated by the fact that preverbal
n-words can contribute negation alone and license otheonalsy(sesnessun@ndnadiein (344)).

(342) Negative quantifiers in DN languages:

a. Frankheeftniet niemand gezien.
Frankhas not nobody seen

‘It is not the case that Frank didn’'t see anybody.’
# ‘Frank didn't see anybody.’ (Dutch)

b. Frank didnot seenobody. (English)

(343) N-words as NPIs in NC languages:

a. Gianni*(non) ha visto niente.
John not hasseennothing

‘John didn’t see anything.’ (Italian)
b. Milan *(ne) vidi nista.
Milan not seesothing

‘Milan cannot see anything.’ (Serbian/Croatian)
(344) N-words as negative quantifiers in NC languages:
a. Nessundha lettoniente/ il libro.
nobody hasreadnothing/the book
‘Nobody read anything/the book.’ (Italian)

b. Nadie dijo nada/ eso.
nobodysaidnothing/this

‘Nobody said anything/ this. (Spanish)

Giannakidou (2006) rejects the indefinite hypothesis, beean-words lack the main property of
indefinites, namely, the quantificational variability exmified in (345) (see also Lewis (1975), Heim
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(1982) and subsequent literature). Unlike indefinites,anels cannot be bound by a quantificational
adverb, they remain existentially closed in the VP underNiv as the Greek examples in (346)
show:

(345) Sometimes/ Usually, if a cat falls from the fifth flodrsurvives.
‘Some/ Most cats that fall from the fifth floor survive.’

(346) a. Sixna/ Pu ke pu, otan o Janis ine thimomedben milai me KANENAN?Z,
‘Usually/ Sometimes, when John is upset, he talks to nobody.

b. Usually(s) [John is upset in s]Bz(person(z, s) A talk(John, x, s))]
Sometimes(s) [John is upset in-sfx(person(x, s) A talk(John, x, s))]

In each of the two representations in (346b) given for (346& quantificational adverb binds the
situations, but not the n-word. If n-words are indefinites, then they inogsof a special kind which
can only be existentially bound under negation. In this c&iannakidou (2006) concludes, one
should consider them existential quantifiers.

In Chapter 3 we saw that the Ladusaw (1992) tradition of imgat-words as Heimian indefinites
relies precisely on the idea that they have to be existgntimdund by negation. The distinction
that Giannakidou makes between existential quantifiersiraatefinites is mostly terminological, so
the arguments she uses to indicate the existential quargifius of n-words are also relevant for a
treatment as indefinites.

Given the two possible representations of a negative satewith quantifiers in (347), Giannaki-
dou proposes that n-words in NC should be either existemtiahiversal quantifier NPIs:

(347) Logical representations for negative statements
a. Vr[PX)—-0QX)] (Universal negation)
b. =dz [P(X) A Q(X) ] (Existential negation)

Sometimes n-words may exhibit properties of both types ahgjtiers within one language: this is the
case in Greek where ‘emphatic’ n-words behave like univarsaé‘non-emphatic’ ones like existential
quantifiers. She therefore builds an account of n-words aslynambiguous and she identifies the
properties that are typical of one behavior or the other.

Crosslinguistic tests Let us now have a look at the inventory of properties that Ga&idou uses
in order to determine the semantic status of n-words acerggibges. Giannakidou (2006) identifies
three semantic classes which n-words may belong to or begaimis between: existential quantifiers,
universal quantifiers, and negative quantifiers. The cparding properties are enumerated in (348),
(349) and (350), respectively.

(348) Existential n-words
a. are licensed freely long distance in complement clauses;
b. can be licensed in syntactic islands, e.g. relative elmasd adjunct clauses;
C. cannot be modified bgimost

2| follow Giannakidou (2006) in spelling the Greek ‘emphatiewords in uppercase letters. ‘Emphatic’ n-words in
Greek are said to have a different behavior from non-emplmates, so they usually receive a separate account (see also
Giannakidou (1998)).
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d. need not express existential commitment, i.e. we canprgethem with an empty
restriction;

e. can bind donkey pronouns;
can be used as predicate nominals.

(349) Universal n-words

a. are licensed only by local negation; long distance licgnsay be allowed only
through an infinitival or subjunctive clause;

b. can be modified bglmost

can be used as topic in topicalization structures; inetltases, they may be coin-
dexed with (clitic) pronouns;

d. express existential commitment, i.e. we tend to intérffirem with a non-empty
restriction;

e. cannot bind donkey pronouns;
cannot be used as predicate hominals.

(350) Negative n-words
a. receive negative meaning and exclude sentential negatibe preverbal position;

b. receive negative meaning and exclude sentential negatien they cooccur with
another n-word (negative spread); the first n-word is ugualpreverbal position;

C. are licensed only by local negation; long distance lizensnay be allowed only
through an infinitival or subjunctive clause;

can be modified bglmost

can be used as topic in topicalization structures; iretltases, they may be coin-
dexed with (clitic) pronouns;

f. cannot bind donkey pronouns;
g. usually cannot be used as predicate nominals.

Comparing the three classes, the properties of negativerdsnare similar to those of universal
n-words, if we exclude (350a) and (350b), which make padicreference to their negative content.
| start by discussing the first two categories of n-words drahvsthat Romanian n-words have more
in common with universals than with existentials, a conolughat Giannakidou (2006) reaches as
well. This is clearly indicated by the tests involving lataland almostmodification. The tests for
existential commitment and dynamic binding are less cledhis respect, as n-words present an in-
consistent behavior. | will attribute this to the dual natof negative quantifiers as ‘weak quantifiers’
in Milsark’s (1974) terminology. From this perspectivejsitnot surprising that they exhibit a vari-
able behavior in contexts that are compatible with both ensi&l and existential quantifiers. This is
independent of their negative semantics, which | argueihf8ection 3.4.

Locality We saw in Section 3.3.3 that in terms of locality the licegsaf n-words resembles the
scope properties of universal quantifiers in Romanian. Elevant data are repeated befow.

Note thata vrea‘to want’ is not a Neg-Raising verb in Romanian, so the gratiraity of (352) is not due to Neg-
Raising. See also the other examples in Section 5.7 withnaHi@ensing across the subjunctive.
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(351) Unstudenta Tncercatsa citeascdiecarecarte.
a studenthastried SJread every book

‘A student tried to read every book.’
a. 3> V:A/(certain) student tried to read every book.
b. V> 3: For every book there is a student who tried to read it.

(352) lon nu a incercatsaciteascanicio carte.
JohnNM hastried SJread no book

‘John didn't try to read any book.’

(353) a. Unstudenta zis ca a citit fiecarecarte.
a studenthassaidthathasreadevery book

‘A student said that he read every book.’
i. 3 > V: A (certain) student said that he read every book.
ii. #V > 3: For every book there is a student who said that he read it.

b. *Nu a zis ca a citit nicio carte.
NM hassaidthathasreadno book

(351) and (353a) show that an embedded universal quantiireoatscope an existential quantifier
from a subjunctive clause (reading (351b)), but not ovehattclause (353a-ii). Similarly, an n-word
can be licensed by a matrix NM in a subjunctive (352), but nat ithat’-clause (353b). The data in
(353) contrast with the ones in (354) where an existentiantjtier can easily outscope a universal
quantifier over a ‘that’-boundary (reading (354b)).

(354) Fiecarestudenta zis ca a citit ocarte.
every studenthassaidthathasreada book

‘Every student said that s/he read a book.’

a. Vv > 3: For every student there is a book such that the former saidhi read the
latter.

b. 3 > V: There is a (certain) book such that every student said thadéd it.

Relative and adjunct clauses are well-known barriers f@ntjtier scope, so they provide an-
other test for the status of n-words: if n-words can be liednsver such barriers, they are existential
quantifiers (see (348b)), if they cannot, then they are usalguantifiers (349a). In Greek, Giannaki-
dou (2006) shows that emphatic n-words behave like universantifiers, while non-emphatic ones
behave like existentials (355).

(355) a. Dhenprodhosamistika[pu eksethesakanenanh* KANENAN.
NM betrayedsecretsthatexposed nobody

‘| didn’t reveal secrets that exposed anybody.’

b. Dhenmilisa [epidhi ithela naprosvalokanenan* KANENAN.
NM talkedbecausevantedSJoffend nobody

‘| didn't talk because | wanted to offend anybody (but beealisad to).’

Romanian n-words pattern with Greek emphatic n-words attdwviiversal quantifiers, since they
cannot be licensed in relative and adjunct clauses:
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(356) a. *Nu am dezvaluitsecretdcareau expus pe nimeni].
NM havedisclosedsecretghat haveexposed®Enobody

‘| didn't disclose secrets that exposed anybody.’

b. *Nu am vorbit [pentru cami-a cerut nimeni].
NM havetalkedbecause me-hasaskednobody

‘| didn't talk because anybody asked me to.’

As indicated by the data in (357), universal quantifiers esdbd in relative (357a) and adjunct clauses
(357b) indeed cannot outscope an existential in the matixse:

(357) a. Unstudenta dezvaluitsecretdcare(l-)au  compromis(pe) fiecareprofesor].
a studenthasdisclosedsecretghat him-havediscredited(PE)every teacher

I 3 > V: A (certain) student disclosed secrets that discreditedyeeacher.

ii. #V > 3. For every teacher there is some student, such that the didtdosed
secrets that discredited the former.

b. Unstudenta vorbit [pentru ca-a cerut fiecareprofesor].
a studenthastalkedbecause him-hasaskedevery teacher

i. 3 > V: A (certain) student talked because every teacher asketbhim

ii. #VY > d: For every teacher there is some student, such that the tatked
because the former asked him to.

Almostmodifiers Almostmadification given in (348c)/ (349b) and illustrated in &%urther indi-
cates the similarity between Romanian n-words and univergmtifiers and the contrast with exis-
tential quantifiers. Unlike existential NPIs, Romanian argls can be modified bgimost(see (359)).
As | argued, contra Penka (2006), in Section 3.3.4athestmodification test is relevant and clearly
indicates that n-words are not existential quantifiersagtlen Romanian, whemmostdoes not seem
to be a PPI as Penka (2007) suggests.

(358) a. Almosteverybody came.
b. * Almostsomebody came.

(359) a. Nu am putut vedeaaproapenicio casa nntuneric.
NM havecouldsee almost no housen darkness

‘We could see almost no house in the dark.’

b. *Nimeninu a putut vedeaaproapevreocasa inintuneric.
nobodyNM hascouldsee almost any housein darkness

Topicalization Let us now concentrate on property (349c), that is, thatarsal n-words can be
used as topic in topicalization structures and be coindex#ida clitic. Giannakidou (2006) relates
topicalization to Heim’s (1982) notion of ‘familiarity’ win file change semantics. If a quantifier
carries an index that has already been introduced in thedflése previous discourse, then it is
familiar. Universal quantifiers relate to familiar disceareferents, so they are expected to appear as
topics and to be doubled by clitics, as confirmed by the Greg& Helow (see also Cinque (1990),
Rizzi (1997), Giannakidou (2000)). However, for this thevensal quantifier must also have a rich
descriptive content: bare quantifiers are ungrammaticslian contexts (360b).
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(360) a. Kathedhemato paredhosaton paralipti tu
every parcel it delivered in-therecipientits

‘As for every parcel, | delivered it to its recipient.’

b. *Kathena ton idha.
everybodyhim saw

Universal n-words should exhibit a similar behavior andrnBikidou (2006) shows that Greek em-
phatic n-words do (3613.

(361) a. [KANENAN(ititi] ; dhen(ton;) idhanaerxetestinora tu.
no studentnot him saw SJcome on time his

‘| saw no student arriving on time.’

b. *KANENAN; dhenton; idha.
nobody not him saw

Like Greek emphatics, Romanian n-words can undergo topatadn and clitic doubling if enough
descriptive content is provided (see Dobrovie-Sorin (@8 Cornilescu (2002) for discussion):

(362) a. [Peniciun student] nu l;-am  vazutvenind la timp.
PE no student not him-haveseen comingontime

‘| saw no student arriving on time.’

b. *Penimeni; nu l;-am  vazut.
nobody nothim-haveseen

Existential commitment (348d)/ (349d) Horn (1997) argues that universal quantifiers bring about
an existence inference, so their restriction cannot begrgted as empty. Giannakidou (2006) uses
this idea as a further test to distinguish between univeasélexistential n-words, since existential
quantifiers in general need not trigger an existence intereShe shows that Greek emphatic n-words
bear an existential commitment, while the non-emphaticatenot:

(363) a. #I| Cleodhenidhekathe/KANENA monokero.
theCleoNM saw every/no unicorn

'Cleo didn’t see every unicorn./ Cleo saw no unicorns.

b. | Cleodhenidheenan/kanenamonokero.
theCleoNM sawa/ no unicorn

'Cleo didn’t see a/ any unicorn.

In (363a), the universdfatheand the emphatic n-workanenamake the sentence sound odd, since
they suggest the existence of unicorns in the actual worldt tBe sentence in (363b) involving
an existential quantifier or a non-emphatic n-word is fine ead be continued with something like
‘because unicorns don't exist'.

Romanian n-words are ambiguous with respect to this testy @b not necessarily trigger exis-
tential commitment, so they seem to pattern with existegtiantifiers. However, there are contexts
where an existential commitment is present. | will exenyptifis with clitic doubling.

First, sentence (364) sounds fine in Romanian under thenetation that John saw zero unicorns
because there are no unicorns:

“The same is argued for Italian n-words which are concluddmktambiguous between negative and existential quanti-
fiers.
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(364) lon nu a vazutniciun unicorn(pentru canu existaunicorni).
JohnNM hasseen no unicorn(because NM exist unicorns)

‘John didn’t see any unicorn (because there are no unicbrns)

Sentence (364) seems to indicate that Romanian n-wordsbésexistential quantifiers, although
the previous tests pointed to a clear similarity with undakmuantifiers. The context in (364) allows
a quantifier with or without an empty restriction and the cwndtion ‘because there are no unicorns’
cancels a possible existence inference. But in contextsenhe existential commitment is forced,
n-words are still grammatical and sound odd with a contionathat cancels the existence inference.

We mentioned that clitic doubling is possible with an n-wor@litics are known to require a
discourse-linked/ specific and/ or familiar reading of tHesNhey double (see Dobrovie-Sorin (1994)).
Thus Romanian n-words in clitic doubling contexts do indeagtjer an existential commitment like
the Greek emphatic n-words: the continuation ‘because babatudents in his class’ makes (365)
sound contradictory, since the clitic doubled n-word ssigjéhe existence of a set of students which
is then denied:

(365) lon nu l;-avazutpe [niciun student] venind latimp (# pentru cahu are studenti
JohnNM hasseen PEno student commingattime ( because NM hasstudents
delocla curs).
at all atclass

‘John didn’'t see any of the students coming on time (becaaskals no students in his
class).’

Opaqgue contexts also provide evidence for the presence ekiatential commitment with n-
words. An indefinite occuring as the direct object of verke liseek’ usually gives rise to two read-
ings: de re(366a) andde dicto(366b). In the former reading the existential quantifierdsuaned to
take widest scope, in the latter it takes narrow scope witheet to the property that the opaque verb
requires. The de re reading thus presupposes a non-emptgtres for the quantifier.

(366) lon cautao secretara.
Johnseeksa secretary
a. There is a certain secretary and John seeks her. (dere)
b. John is involved in a search for a secretary. (de dicto)

The possibility of a de re interpretation for the n-word i} indicates existential commitment:

(367) lon nu cautanicio secretara.
JohnNM seeksio  secretary

a.  There is no secretary such that John seeks her. (dere)
b. 7 ltis not the case that John is involved in a search for a sanytet (split scope)
c. #Johnisinvolved in a search for no secretary. (de dicto)

However, note that the availability of the de re reading isaroargument for the universal quan-
tifier status of n-words and against the existential oneesthis reading can easily be expressed with
an existential quantifier, too, and existential quantifwsnot exclude existential commitment. The
problem that the universal quantifier assumption raisespaque contexts is that it cannot account
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for the other possible reading in (367b), as pointed out sh®r and Sailer (1999.°> Universal
quantifiers usually only get a de re reading in opaque cos(@a8).

(368) lon cautafiecaresecretara.
JohnNM seeks every secretary

‘Every secretary is such that John seeks her'.

For now, | note that the reading (367b) is rather marked in &team, which | indicate with the’*
symbol. The neutral construction expressing the same mgavould have a bare noun instead of the
n-word. | will come back to this issue in Section 6.1.3.

Thus we can conclude that Romanian n-words do not necgssagder existential commitment.
At the end of this section | will show that this is compatibléhwan analysis of n-words as negative
quantifiers.

Donkey pronouns and dynamic binding The test in (348e) and (349e) is used in Giannakidou
(1998, 2006) as a further criterion to determine the statuswords and is also discussed and par-
tially refined in Richter and Sailer (198 Existential quantifiers usually bind donkey pronoung, bu
universal quantifiers cannot, a contrast that occurs in Raamaas well (369). Thus the impossibility
to bind the pronoun in (370) should indicate that n-wordsaeHike universal quantifiers.

(369) Studentii careau cumparaf{o/ *fiecarecarte}, s- aducacu ei.
students-thevho havebought a/ every book SJ.-itbring with them

‘The students who bought [a/ *every bogkhould bring it with them.’

(370) *Studentii carenu au cumparafnicio carte}, s-o, aducacu ei.
students-thevho NM havebought no  book SJ.-itbring with them

‘The students who didn’t buy [any boqldhould bring if with them.’

But Richter and Sailer (1999 suggests that the ungrammaticality of sentences like)(B&Y
be due to the presence of negation which blocks anaphortingin This seems to be the case with
existential quantifiers as well:

(371) a. *The students that didn’t bugirfyy somebook]; should show it now.
(Giannakidou (2006))
b. *Studentii carenu au cumparafo carte}, s-o, aducacu ei.
students-thevho NM havebought a book SJ.-itbring with them

‘The students who didn’t buy some bqahould bring if with them.’

Instead Richter and Sailer provide another context withadyia binding across negation (372) fol-
lowing an example in Roberts (1989) attributed to BarbarseBaThey show for Polish that universal
quantifiers still cannot bind the anaphora in that contexthe contrast seems to indicate that n-words
pattern with existential quantifiers. In (373) | give theengint examples for Romanian.

(372) Either there’s no bathroom in this house or it's in affpplace.

SRichter and Sailer (1999 call this reading ‘de dicto’. Following the discussion ¢wetreadings that n-words get with
modal verbs (see Jacobs (1980, 1991), de Swart (2000), aatbacs) | will call this reading ‘split scope’ and distinghi
it from the unavailable de dicto reading in (367c). See adigodiscussion in Section 6.1.3.
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(373) a. Incasa astaori nu existanicio baie, ori au construite Intr-unloc
in housethis eitherNM existsno  bathroom githerhavebuilt-it in-a place
ciudat.
strange
‘Either there is no bathroom in this house, or they built iistrange place.

b. Incasa astaori nu existabaie, ori au construite intr-unloc
in housethis eitherNM existsbathroom githerhavebuilt-it in-a place
ciudat.
strange
‘Either there doesn't exist a bathroom in this house, or thewt it in a strange
place.

c. *Ori fiecareciinede pestradaastanu mai latra, ori l-au alungat
eitherevery dog in  streetthis NM morebarkseitherit-havescared-away
tunetele.
thunders

‘Either every dog in this street doesn’t bark anymore, ottthumders scared it away.’

In (373a) the n-wordhicio baiecan bind the anaphar just like the bare noubaie in (373b). The
universal quantifiefiecare ¢ine cannot bind the pronouhin (373c). This seems to indicate that
Romanian n-words behave like existential quantifiers.

N-words as weak quantifiers Notice, however, that the context in (373a) is similar tcstedtial
‘there’-contexts in English which only allow ‘weak’ readjs of weak quantifiers. Unambigously
‘strong’ NPs like universal quantifiers and definite NPs argrammatical (see Milsark (1974)):

(374) a. There is/ no/ *every/ *thebathroom in this house.
b. There aréwo/ many/ no/ *all/ *thebathrooms in this house.

The proposal advanced in this thesis is that n-words ardimegpantifiers, so in Milsark’s classi-
fication they pattern with weak quantifiers and are expectda tgrammatical in existential sentences
under their weak reading (374). But weak quantifiers arelaisan to exhibit a ‘strong’ reading with
individual-level predicates like in (375a), which allowiversal quantifiers (Diesing (1992), Kratzer
(1995)). Romanian bare nouns, which always take narrowesanf never get a strong interpretation,
are excluded in such contexts (375a), although they arergedital in existential ones (375b):

(375) a. Fiecarestudenthiciun studentstudentull  multi studenti/trei studenti/
every studentho  studentistudent-thefmanystudentsthreestudents/
*student (nu) e/ sintinteligent(i).
student (NM) is/ are intelligent
‘[Every student/ no student/ student-the/ many studehtsgtstudents/ a student] is/
are intelligent.’

b. Incasa asta(nu) exista[nicio baie/ multebai/ trei bai/
in housethis (NM) existsno  bathroom/manybathroomsthreebathrooms/
baie/ *baia/ *fiecarebaig].

bathroombathroom-thegévery bathroom

‘There is/ are [no bathroom/ many bathrooms/ three bathsd@rbathroom/ *the
bathroom/ *every bathroom] in this house.’
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As indicated by the data in (375), Romanian n-words can apipeth in contexts that favor a
strong reading (375a) and in those that favor a weak rea@irigf). In the first case they pattern with
universal quantifiers, in the second with existential gifi@ns. Going back to the dynamic binding
data in (373) we can conclude that the n-word in (373a) cad thie anaphop because it is in an
existential context and receives a weak reading. This sigdleat in a context that requires a strong
NP an n-word should not be able to bind an anaphor. This giediés borne out as indicated by
(376):

(376) a. *Ori niciun student din grupaastanu e inteligent, ori  l;-am  buimacit
eitherno studentin groupthis NM is intelligent, eitherhim-haveconfused
cu exemplelemeleintortocheate.
with examples mine crooked

‘Either [no student] in this group is intelligent, or | confused [him/ hexlith my
crooked examples.’

b. *Ori niciun cling de pestradaastanu mai latra, ori  l;-au alungat
eitherno dog in streetthis NM morebarkseitherit-havescared-away
tunetele.
thunders.

‘Either [no dog} in this street barks anymore, or the thunders scayechiqy.’

Romanian n-words as negative quantifiers If n-words as negative quantifiers are also weak quan-
tifiers, we can now explain their behavior with respect toaiyic binding. The dynamic binding
data are only compatible with n-words being negative gfiargior ambiguous between universal and
existential quantifiers, as in the case of Greek emphatimaneemphatic n-words. In Romanian no
independent distinction can be made that would correspmtitetemphatic vs. non-emphatic contrast
in Greek, so their behavior can only be related to their negauantifier status.

The tests we discussed before: localiymostmodification and topicalization in (350c), (350d),
(350e) are compatible with an analysis of Romanian n-wosdwegative quantifiers. (350f) should be
modified, since even English n-words, which are negativatifiers in Giannakidou’s view, can bind
pronouns in existential contexts (see (372) above) anddaib so in ‘strong’ contexts like (377):

(377) *Either hodog]; in that street barks at all, dt; is very quiet.

Predicate nominals Let us now concentrate on the other tests in Giannakidoassilcation: the
usage as predicate nominals and negative content.

In principle, the occurrence of n-words in a predicativeitims indicates their existential quanti-
fier status. But Giannakidou shows that even n-words thatlgldehave like existential quantifiers
are sometimes ungrammatical as predicate nominals. Sletudes that this test has more to do with
the way predicate nominals can be expressed in a languagevttrathe semantic status of n-words
in that language.

Giannakidou argues that n-words in some Romance languaggtshe ambiguous between exis-
tential quantifiers and negative quantifiers, since theyoicccontexts without a negative marker and
get an NPl interpretation: see (378a) and (378b-i):

(378) a. E venutonessun®
iscome nobody

‘Has anyone come?’ (Italian)
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b. Est-cequetu as vu personne?
is-it thatyou haveseemobody
i. ‘Did you see anybody?’
il. ‘Is it true that you saw nobody?’ (French)

The data above lead us to expect that Italian and French dswabrould also be grammatical as
predicate nominals. But despite their ability to act astexigal quantifiers, they still are excluded in
predicative contexts ((379a), (379b)). In Romanian, threytgpically ungrammatical (379c), but see
Section 6.1.3 for more discussion:

(379) a. *None nessundottore.
NM isno doctor (Italian)
b. *Il n'est aucundocteur.
heNM'’is no  doctor (French)
c. *Marianu e niciun doctor.
MariaNM is no doctor (Romanian)

While the grammaticality of n-words as predicate nominhtsusd indicate their existential quan-
tifier status, they may be ungrammatical even in languagesenhere is independent evidence for
n-words being existential quantifiers (378). Thus | conelwdth Giannakidou that this test is irrele-
vant for the semantic status of n-words.

Negative content The properties in (350a) and (350b) repeated in (380) beteviaken by Gian-
nakidou to indicate the negative quantifier status of n-wordihey are formulated to describe the
negative spread data in non-strict NC languages (see atsimi$8.1.2). The Italian and Spanish data
in (344) slightly modified in (381) below show that n-wordstirese languages contribute negation
alone, exclude the presence of the NM when they appear iefiravpositiofi, and can license other
n-words.

(380) Negative n-words
a. receive negative meaning and exclude sentential negatibe preverbal position;

b. receive negative meaning and exclude sentential negatien they cooccur with
another n-word (negative spread); the first n-word is ugualpreverbal position.

(381) a. Nessuno(*non) ha lettoniente/ il libro.
nobody (NM) hasreadnothing/thebook
‘Nobody read anything/ the book.’ (Italian)

b. Nadie (*no) dijo nada/ eso.
nobody(NM) saidnothing/this

‘Nobody said anything/ this.’ (Spanish)

French and Portuguese n-words behave similarly, so in @lddou’s classification they are nega-
tive quantifiers in these contexts. Italian, French and Bpaaiso use n-words in typical NPI contexts
of the kind in (378) and Giannakidou argues that they ardenigl quantifiers in these constructions.
By contrast, Portuguese uses a special paradigm of NPIs:

5Zanuttini (1991, Ch. 4.3.1 & p. 151) argues for Italian thae NM is not always excluded and may trigger a DN
reading, especially with topicalized n-words.
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(382) a. Telefonou [finguény alguém]?
‘Did you call anybody?’
b.  Sevem [hinguény alguém] estamos perdidos.
‘If anybody comes, we are lost.

The data above lead Giannakidou to conclude that Portuguesads must be unambiguously
negative quantifiers, so the NC constructions in this laggusnould be accounted for by a mechanism
similar to resumption.

Like Portuguese, Romanian also has a special paradigm «f, 8BIn-words cannot be used in
contexts without sentential negation (see also Sectio’)3.2

(383) a. A sunat [* nimeni/ cinevg?
hascallednobody/ anybody

‘Has anybody called?’

b. Dacavine [*nimeni/ cinevd, sintempierduti.
if  comesnobody/ anybodyare lost
‘If anybody comes, we are lost.

Giannakidou suggests that Romanian n-words should bersaivguantifiers because they seem
to behave like Greek emphatic n-words. As we saw, the dynaimiting data indicate that they are
negative quantifiers, which is also compatible with the pthets we discussed. The only thing that
prevents us from classifying Romanian n-words as negatiemtifiers within Giannakidou’s system
is their obligatory cooccurence with the NM in finite sentesicEven in preverbal position, Romanian
n-words require the NM on the finite verb (384):

(384) Niciun student(nu) a citit nicio carte.
no studentNM hasreadno book

‘No student read any book.’

But despite the strict-NC character of Romanian, | showegkiction 3.4.1 that there are contexts
where n-words appear alone and express negation: fragmemswers, gapping, comparative, and
past participial constructions. The relevant examplesegeated below:

(385) Fragmentary answers

a. Speaker A: Ce a cumparat?
whathasbought

‘What did he buy?’

b. Speaker BNimic.
nothing

‘Nothing.’
(386) Gapping

Mariatot maicitestedarlon (niciodatd) nimic.
Maria still still reads, but Johnnever nothing

‘Maria still reads, but John never does.’
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(387) Comparative constructions

lon e inaltca nimeni altulde lael din clasa.
Johnis tall like nobodyelse from him from class

‘John is taller than everybody else in his class. (Nobodylmb class is as tall as he is.)’

(388) Past participial constructions

Acestarticol, de nimeni citat,a ramas uitat.
this article by nobodycited hasremainedorgotten

‘This article, which hasn’t been cited by anybody, was foigo.’

Moreoveor, in Section 3.4.2 | showed that two cooccurringanels in Romanian can yield DN
readings in denial contexts (389) and in some constructisaismake the the NC reading pragmati-
cally strange ((390), Falaus (2007)). N-words in fragtaey answers to negative questions are inter-
preted as DN as well ((391), Section 3.4.1). The examplescsgeated below:

(389) Denial

a. Speaker A: Un studentnu a citit nicio carte.
one/astudentNM hasreadno book

‘One/A student read no book.’

b. Speaker BNICIlun stuDENT nu a citit nicio carte.
no student NM hasreadno book

‘No student read no book. (= Every student read some book.)’

(390) Pragmatically strange NC reading

Nimeni nu moareniciodata.
nobodyNM dies never

a. # Nobody ever dies. (NC)
b. Nobody never dies. (Everybody dies one day.) (DN)

(391) Fragmentary answers to negative questions

a. Speaker A: Ce nu a cumparat?
whatNM hasbought

‘What didn’t he buy?’

b. Speaker BNimic (a cumparatot).
nothing(hasbought everything)

‘Nothing (he bought everything).’

True indicators of the negative content The data in (385) — (391) clearly show that Romanian
n-words carry negation. They do not match the descriptidi3®&da) and (380b), because it is formu-
lated to accommodate n-words in non-strict NC language®a@gative quantifiers. In Giannakidou’s
view ‘sentential negation’ (the NM in our terms) is the onfntributor of negative meaning in strict
NC languages like Romanian. However, we saw in Section St#ithe Romanian NM does not
contribute negation in NC constructions. Besides, evepgments of NPI approaches to NC have
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argued that the NM in non-strict NC languages differs from dime in strict NC languages precisely
in contributing negation in NC constructions. In Zeijls{eD04, Ch. 8), for instance, the NM in Ital-
ian is argued to have an ‘interpretable’ Neg feature, inre@ttto the Romanian NM, which has an
‘uninterpretable’ Neg feature.

Thus the way Giannakidou (2006) describes the negativeenbiof negative quantifiers is too
narrow and excludes the possibility of n-words being negati some strict NC languages as well.
To overcome this drawback, | replace the two descriptior{8&@) with the ones in (392). In contrast
to the original ones, they characterize the negative coofemwords independently of the language.

(392) a. can express negation alone;
b. can yield DN in the presence of another expressor of raygati

In conclusion, | have shown that the assumption in this thibssit n-words are negative quantifiers
is compatible with the inventory of properties listed in @iakidou (2006), if we take into account
that n-words as negative quantifiers exhibit both ‘weak’ atbng’ quantifier properties (Milsark
(1974)), and if we consider the properties in (392) to appabdgly describe the negative semantics of
n-words crosslinguistically.

6.1.2 NPI approaches to Romanian n-words

Earlier accounts of Romanian NC take it for granted that mds@re negative quantifiers (Isac (1998))
or existential quantifiers (lonescu (1999)). The debatdhersemantic status of n-words in Romanian
is recent (Barbu (2003), lonescu (2004), and Isac (2004ab (2003) and Isac (2004) argue on
independent grounds that n-words are indefinites, whiledon (2004) claims that they are existential
gquantifiers. Most of the tests that are used in these appesdotiow the ones collected in Richter
and Sailer (1999) and Giannakidou (2006) and have already been addressedl lsbowed that they
are compatible with the treatment of n-words as negativetifiers.

In this section | first discuss the doubts that lonescu (208¥es with respect to the semantic
status of the NM in an analysis of NC as resumption. Then, tesfdisac’s (2004) arguments in
support of the claim that Romanian n-words lack quantificei force.

lonescu (2004) follows the NC analysis for Polish in Przepiorkowski andgsa (1999) and pro-
poses an account of Romanian NC where n-words are exidtgudatifiers. He admits that data like
(387) and (388) indicate that n-words can also be negatigatdiers, but chooses not to apply the NC
analysis in de Swart and Sag (2002) to Romanian NC for reabandave to do with the semantic
contribution of the NM.

Let us first summarize the main points of the present anabfsike NM and then address the
comments in lonescu (2004). In Section 5.5 | argued that fedNes not contribute negation in the
presence of n-words, as it does not trigger DN readings (393d¢so showed that the NM does carry
negation, since it contributes sentential negation in tseace of n-words (393b) and it also licenses
NPIs of medium strength (likprea) and disallows PPIs (likeam) in (393c).

(393) a. Semantic absorption with n-words
Niciun studentnu a venit.
no studentNM hascome

i. ‘No student came.’ (NC)
ii. # ‘No student didn’t come.’ (DN)
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b.  Sentential negation

Unstudentnu a venit.
a studentNM hascome

‘Some student didn’t come.’
C. Licensing of strong NPIs

A inceputsanu pred *cam (mai) traga chiulul.
hasstarted SINM really/ pretty anymoreskip classes

‘He started pretty much not to skip classes (anymore).’

To account for the negative content of the NM, | followed deaBvand Sag (2002) and assumed
that it is a type(0) negative quantifier (the type of propositional operatord.imdstrom’s (1966)
classification). In NC constructions, this quantifier uybes resumption with the other tygée, 1)
negative quantifiers, as they all carry the same oper&tor To account for the lack of DN readings
with n-words, | introduced the i CRITERION for Romanian which excludes the cooccurrence of a
(0) negative quantifier with another negative quantifier in thggdal representation of an utterance.

This analysis suggests that the NM contributes nothingg@tmplexity of the resumptive quan-
tifier that is built by n-words: a sentence with two n-wordsl@aNM builds a type(1, 1,2) negative
quantifier, just like a sentence with two n-words and no NMr @nalysis, however, enforces the NM
to always cooccur with n-words for syntactic reasons, tlagoanting for its obligatoriness in NC
constructions in Romanian, a strict NC language.

lonescu (2004, pp. 92-93) argues that by considering nsviarde negative quantifiers one is
led to conclude that “in NC environments, the negative nraldges its semantic function and be-
comesexpletivé. This cannot be right, since clear instances of expletiggation in Romanian are
incompatible with n-words.

As we have seen above, the analysis | propose here does notrggating the NM as losing its
semantic negation. Expletive negation | assume is a diffause ofnu (nu,,; below) that is most
likely triggered by the specific lexical items that requmg,,,,;'s insertion: for instance verbs likeese
teme'to fear’ or uses opina ‘until’ exemplified in (394):

(394) a. Matem sanu,,, mavadavreunul/ *nimeni.
me fearSJnot,,,, mesee anyone/ *nobody

‘| fear that somebody might see me.’

b. Saplecampinanu,,, neprinde vreunul/ *nimeni.
SJleave until not,,,; us catchesanybody/nobody

‘Let’s go before somebody catches us.

It is true that weak NPIs likereunul‘anyone’ in (394) can be licensed in these contexts, butthés
lexical item requiring expletive negation that licensesséh NPIs: note for instance that weak NPIs
are also licensed in parallel contexts without expletivgatien (395). Moreover, stronger NPIs like
preacannot be licensed either with (396) or withaut.,,,, (395):

(395) a. Maemca ma(*prea) vedevreunul.
me fearthatme (*really) seesanyone

‘| fear that somebody might see me.’

b. Saplecampinasane(*prea) prinda vreunul.
SJleave until SJus (*really) catchesanybody/ nobody
‘Let’s go before somebody catches us.
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(396) a. Matem sanu,,,; ma(*pread) vadavreunul.
me fearSJnot.,,; me(*really) see anyone
‘| fear that somebody might see me.’
b. Saplecampinanu,,,; ne(*prea) prinde vreunul.
SJleave until not.,,,; us (*really) catchesanybody
‘Let’'s go before somebody catches us.’

The data above clearly show that the Nidis semantically different from expletivey, as it has
negative content, unlike the latter. Thus the present aizatf NC does not predict that the NiWliis
semantically similar tau,,,,;.

Isac (2004) We now turn to the NPI analysis of n-words in Isac (2004). tsgoal is to account for
the contrast between Romanian and other Romance langusjesotrelates with the strict NC vs.
non-strict NC language distinction, exemplified above apkated in (397) for convenience:

(397) a. Nessuno*non) ha letto niente/ il libro.
nobody (NM) hasreadnothing/thebook
‘Nobody read anything/ the book.’ (Italian)

b. Nadie (*no) dijo nada/ eso.
nobody(NM) saidnothing/this

‘Nobody said anything/ this.’ (Spanish)
C. Niciun student(nu) a citit nicio carte/cartea.
no studentNM hasreadno  book/book-the

‘No student read any book/ the book.’ (Romanian)

Isac starts with the assumption that true negative quanstiii@ve both a [neg](ative) and a [qu](anti-
ficational) feature (so they are [+neg,+qu]), NPIs are [#trg, non-negative quantifiers are [-neg,+qu]
and n-words are indefinites specified as [+neg,-qu]. Onlyjffature can trigger (quantifier) raising
to a position from where [neg] can take sentential scopedq#ise of negative quantifiers in DN lan-
guages). Since n-words in Romance lack a [qu] feature, theyotiraise and the [neg] feature cannot
take sentential scope. Isac (2004) argues that the prévesbards in (397) are in a syntactic Focus
position where they also acquire the quantificational featd Focus.

The difference between the two groups of languages is cthimée in the way the [qu] feature
of Focus and the [neg] feature are realized. In languagesSlifanish and Italian, both features appear
on the head of FocusP as [pol](arity) and [foc](us) featur@portantly, the NM in these languages is
merged under Focus, checks the [pol] feature as negative@ndtimes also the [foc] feature if this
is not checked by non-negative focused constituents whaide to Spec FocusP. When an n-word
raises to Spec FocusP, it obligatorily checks both the [feajure as negative and the [foc] feature,
so merging the NM with the [neg] feature becomes superflumasyéelds ungrammaticality. For
Romanian Isac (2004) argues that the NM with the [neg] featurealized as the head of a PolarityP,
while the [foc] feature appears on the head of FocusP. Giverivto independent projections, the
NM does not check the [foc] feature, which can thus be chebkealpreverbal n-word.

This approach relies heavily on theoretical claims indepan of negation and negative concord,
so | will not go into a detailed discussion of its pros and cdr®ncentrate on the claim it makes with
respect to what it means for an n-word to be a negative quamdifid why Romanian n-words cannot
be negative quantifiers. In what follows | will first show thhe so-called quantificational feature



242 CHAPTER 6. COMPARISON TO OTHER APPROACHES

attributed by focus cannot be made responsible for the ivegaiantifier status of n-words. Then |
will show that the tests that Isac uses to argue for the lackapfantificational feature in n-words are
inconclusive, since other quantifiers in Romanian, andtiegquantifiers in English exhibit a similar

behavior.

First, Isac assumes that what prevents n-words from befpdikimn negative quantifiers is the lack
of a[qu] feature. It then follows that two n-words that caarfgqu] feature (due to a particular context)
should trigger DN readings like true negative quantifiers.adgument in support of this is provided
in Isac (2004) on the basis of (398). This sentence is arguedceive a DN reading “only if both
n-words are under stress”. Whatever ‘stress’ is taken tatl® unlikely to be the same as accent,
since | argued in Sections 3.4.2 and 5.4.2 that one of the twords receiving a DN interpretation
is in Focus while the other counts as background and is desexteln Isac (2004) ‘stress’ is said to
attribute a quantificational status to n-words, so it inesidFocus. However, it remains unclear how
the deaccented n-word becomes quantificational and howstweraed notion of ‘stress’ can achieve
this.

(398) Nimeni nu iubestepe nimeni.
nobody NM loves PEnobody

‘Nobody loves anybody.’ (NC)
‘Nobody loves nobody. (Everybody loves somebody.)’ (DN)

Thus, this argument only goes through if one posits a [quiifesof deaccented material provided
by the context. For now, we do not have any independent stufguahis.

Moreover, n-words carrying Focus are taken in Isac (200&ppdicitly carry a [foc]/[qu] feature.
In her view, n-words in fragmentary answers are focused ey ¢arry this feature. This leads us to
expect that two n-words in a fragmentary answer should hdvdl aeading, as both of them carry
both a [neg] and a [foc] feature. But (399) indicates that ihicontrary to fact.

(399) A: Cinece a citit?
who whathasread
‘Who read what?’

B: Nimeni nimic.

nobody nothing
‘Nobody read anything. (NC)
# ‘Nobody read nothing.’ (DN)

The data in (399) raise doubts as to the determinative rdt@aidis in the quantificational behavior
of n-words, the thesis advanced in Isac (2004).

Another argument that Isac (2004) uses to support her clamerns the apparent non-uniform
behavior of preverbal and postverbal n-words in compariedsona fide quantifiers. Isac argues that
preverbal n-words are quantificational because of theiuggosition, while the postverbal ones are
non-quantificational. This is claimed to be indicated by plessibility of the preverbal n-word to
take wide scope over the quantifimai mult de doin (400a), and the impossibility of the postverbal
n-word to take wide scope over the quantiftet putin doiin (400b):

(400) a. Niciun copil n-a vazutmai mult de dohoti.
no child NM-hasseen more than two thieves

NO > MORE THAN TWO: ‘No child saw more than two thieves.’
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b.  Cel putin doicopii  n-au vazutniciun hot.
at least two childrenNM-haveseen no thief
AT LEAST TWO > NO: ‘At least two children saw no thief.’

Isac (2004) argues that (400b) only has one scope intetjmretdut remains silent about whether a
wide scope reading fanai mult de dois available in (400a).

Recall that quantifier scope in Romanian is greatly infludrimethe linear order of the quantifiers
(Section 3.5), so the scope preference in (400) is expebteldac’s reasoningnai mult de dois a
true quantifier so it should have quantificational force a@wathe object position and thus easily take
wide scope over the preverbal n-word. According to my indag, a wide scope reading is slightly
easier to obtain fomai mult de doin (400a) than for the postverbal n-wonitiun in (400b)’ But
this does not indicate that the n-word in postverbal pasisdess quantificational than a non-negative
quantifier, as one would expect in Isac’s analysis, sinceainge scope preference can be observed in
English, a DN language where n-words are assumed in Isad)20@lways be negative quantifiers:

(401) a. No child sawmore than twdhieves.
i. NO > MORE THAN TWO
ii. ? MORE THAN TWO > NO

b. At least twochildren sawno thief.
i. AT LEAST TWO > NO
ii. 7?7 NO> AT LEAST TWO

I conclude here that the evidence for an account in terms afaatgicational feature making
n-words behave like negative quantifiers is not decisivaroltild be if there were an explanation for
the way the deaccented n-word in (398) can receive such aréeand for the lack of DN in (399).
Moreover, the fact that wide scope readings for postverbabrds are harder to obtain does not
indicate that Romanian n-words cannot be negative quastifiegative quantifiers in English exhibit
a similar behavior.

6.1.3 Split scope readings of n-words

Next | address the split scope readings of n-words that PE&1GY) takes to be crucial evidence for
the indefinite status of n-words even in DN languages liker@aer. Such readings are sometimes also
available for Romanian n-words. In this section we will de& in some contexts cardinal quantifiers
exhibit split readings as well. This suggests that the spétlings of n-words are one instance of a
more general phenomenon. An account for this phenomenotdvatao cover negative quantifiers,
thus one wouldn’'t need to assume that n-words are indefinites

The German data Split scope readings of n-words have been discussed for &eand Dutch
in Bech (1955/1957), Jacobs (1980, 1991), Geurts (1996pvamt (2000) and Penka and Stechow
(2001). For sentence (402) Penka (2007) gives the threéopmgsterpretations below:

(402) BeiderPrufungmusskein Professomanwesendein.
at theexam mustno professomresent be

a. - > MUST > 3: ‘It is not required that there be a professor present.  it(spbpe)
b. =3 > MUST: ‘There is no professor who is required to be present.’ de rg)

"See also the discussion in Section 3.5.2.
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c. ?? MUST> —3: ‘ltis required that there be no professor present.’ (dexdlic

The split scope interpretation is said to be the most naturalof the three, while the de dicto reading
is the least available one.

For the following, we assume a representation of a negatigatifier as an existential outscoped
by the negative operator-fl) instead of the special operator NO employed in this thdsiss allows a
clearer representation for the split scope reading. The deading is normally obtained if the negative
quantifier takes scope over the modal operator, the de ditdf the negative quantifier takes narrow
scope with respect to the modal. As Penka (2007, pp. 87-&B8ysshunder the assumption that the
negative operator and the existential quantifier make upita tlnere is no way to derive the split
scope reading where the negation takes wide scope over ttalnamd the existential quantifier is
outscoped by the modal. For this reason, Penka argues ¢hataaning okeincannot always be that
of a negative quantifier.

The solution she proposes is to tréatn as a ‘free variable’ (i.e. Heimian) indefinite that has to
be syntactically licensed by an abstract operator thatribmiés the semantic negation. This operator
can adjoin to the VP-level of the embedded verb allowing Far de dicto interpretation, or to the
VP-level of the modal for the de re and split readings. In thi& scope reading the indefiniteein
is existentially bound by the modal which thus intervenesvben the negation and the existential
quantifier as required. The approach in Penka (2007) agtagtends Zeijlstra’s (2004) analysis of
n-words in NC languages to n-words in DN languages. She slthat n-words are crosslinguistically
indefinites and natural language does not have any lexarakiinstantiating negative quantifiers.

Several other contexts have been shown to exhibit splitescegudings: opaque verbs (403a), pred-
icative contexts (403b), topic-focus accent construsti@td3c), and idiomatic expressions (403d):

(403) a. Petesuchtkein Einhorn.
Peterseeksno unicorn

i. = > SEEK> 3: ‘Peter doesn't try to find a unicorn.’ (split scope)

ii. =3 > SEEK: ‘There is no unicorn Peter tries to find.’ (dere)
b. Jimwurde kein Rockstar.

Jimbecameno rock-star

‘Jim didn’t become a rock-star.’
C.  ALLE,, Arzte habenKEIN ,. Auto.

all doctorshave no car

‘It is not the case that all doctors have a car.
d. Petehat keine Schraubdocker.

Peterhasno screw loose

‘Peter doesn’t have a screw loose.’

For the following discussion | concentrate on contexts wittdals, opaque verbs and predicative
n-words. For the topic-focus accent constructions we negt@ry of information structure which
would take us too far afield. The idiomatic expressions canrake a case for the syntax-semantics
of n-words, as they might receive a special lexical entry ahale.

Split scope readings with Romanian n-words Split readings of n-words are found not only in DN
languages, but also in NC languages like Romafidn.what follows | will show that Romanian

83plit scope readings of Polish n-words are discussed int&iemd Sailer (1999).



6.1. THE NPIAPPROACHES TO NC 245

has other standard means to express the interpretationghioh German uses split readings. As a
consequence, these readings are colloquial and contigxtesiricted.
Split readings of Romanian n-words can be found in conterigas to those in Germa#:

(404) Laexamemu trebuiesafie niciun profesor prezent.
at exam NM must SJbeno professolpresent

a. -3 > MUST: ‘No (particular) professor must be present. (dere)
b. MUST > —3: ‘It is required that no professor be present.’ (de dicto)
c. ?- > MUST > 3: ‘ltis not required that there be a professor present.” it(spbpe)

(405) lon nu cautanicio secretara.
JohnNM seeksno  secretary
a. -3 > SEEK: ‘No (particular) secretary is such that John seeks her (dere)
b. # SEEK> —3: ‘John is trying to not find a secretary.’ (de dicto)
c. ?—- > SEEK> 3: ‘John is not trying to find a secretary.’ (split scope)

(406) ??lon nu a ajuns niciun doctor.
JohnNM hasbecomeno doctor

‘John didn’t become a doctor.’

For the Romanian sentence in (404) the de re and de dictogsadre equally availabi® while for
(405) the de dicto reading is excluded. In both cases thespipe reading is informal and usually
appears in colloquial speeéh.

Split readings seem to involve a property interpretatioquineed by the context in which they
appear (Penka (2007, Ch. 3)). Romanian n-words do not eagisess properties. Sentence (406)
with an n-word in predicative position is highly marked psety because this position requires a
property (Partee (1987)). The most natural context whdierepdings of Romanian n-words appear
is that of denial ((407), (408), Section 3.4.2) or contrastiegation ((409), McCawley (1991)):

(407) A: Laexamertrebuiesafie un profesor prezent.
at exam must SJbea professopresent

MUST > 3: ‘ltis required that a professor be present.’ (de dicto)

B: Vorbestiprostii. Laexamemu trebuiesafie niciun profesor prezent.
speak nonsensat exam NM must SJbeno professompresent
‘You're speaking nonsense. It is not required that a prafiebe present.’ (split scope)

(408) A: Am inteles ca lon cauta(o) secretara.
haveunderstoodhatJohnseekda) secretary

SEEK> 3: ‘I hear that John is trying to find a secretary.’ (de dicto)

B: Nu e adevaratlon nu cautanicio secretara.
NM is true JohnNM seeksno  secretary

°I represent negative quantifiers as existentials outscopéite negative operator, to allow a clear notational disitm
between the de re and the split scope reading.

1%The modaltrebuie‘must’ also acts like a Neg-raising verb in Romanian whichplains why the de dicto reading is
fully natural.

1A slight dialectal difference may also be at play. Lingufstsn the south tend to allow these readings more easily than
the ones from north-east. But colloquial speech uses themagufrequently.
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‘That’s not true. John is not trying to find a secretary.’ isptope)

(409) A: Am inteles ca lon a ajuns doctor.
haveunderstoodhatJohnhasbecomedoctor

‘| hear that John has become a doctor.’

B: N-a ajuns niciun doctor(e unsimpluasistent).
NM-hasbecomeno doctor(isa simpleassistant)

‘He hasn’'t become a doctor (he’s a simple medical assistant)

To express the denial of the de dicto reading of an indefimitthé scope of a modal (407) or
an opague verb (408), an n-word can replace the indefiniw yttalding the split scope reading. In
similar contexts, an n-word can also appear in a predicatdgition (409). However, the natural way
to express these readings in Romanian is by employing afimitéeor a bare noun under negation:

(410) a. Laexamemu trebuiesafie un profesor/ profesori prezent(i).
at exam NM must SJbea professorprofessorpresent

- > MUST > 3: ‘It is not required that a professor/ professors be present

b. lon nu cauta(o) secretara.
JohnNM seekgqa) secretary

- > SEEK> 3: ‘John is not trying to find a secretary.’

c. N-a ajuns (*un) doctor(e unsimpluasistent).
NM-hasbecomeg@) doctor(isa simpleassistant)

‘He hasn’'t become a doctor (he's a simple medical assistant)

The sentences in (410) can also appear in denial conteq4i7) — (409), but unlike the latter,
they are not restricted to denial. They can also be used timallgLconvey the negation of a de dicto
reading.

The existence of split readings in Romanian, a strict NC uagg, may be a good argument to
analyze n-words as indefinites and the NM as the only contnitef negation. However, as we saw
in Section 5.5.1, the NM does not contribute independenati@myin NC. Moreover, if n-words were
pure indefinites in the split reading contexts, the seneicét07) — (409) should be fully equivalent
to the ones in (410), which is not the case. By contrast, tleeofisplit scopekeinis the only way
to express the negation of a de dicto reading under a modaéim@n: pure indefinites are usually
disallowed to cooccur with sentential negatioicht (see Kratzer (1995, pp. 144-147)). This is an
important factor in determining the split readingskefnin German.

A related phenomenon In what follows | present some observations that cast doabaking split
scope readings of n-words as evidence for a general treatherwords as indefinites. | mentioned
before that the contexts where these readings occur in Genenaire a property interpretation for the
NP. This suggests that other quantifiers may also exhibttsmipe readings in such contexts, i.e. the
property would be interpreted in situ, while the quantifimadl operator would be interpreted across
an intervening operator. In this section | will show that swcalled ‘event readings’ of cardinal
quantifiers (Krifka (1990) and Doetjes and Honcoop (1997}hwnodals also require a split scope
interpretation of the quantifier.

Krifka (1990) observes that cardinal quantifiers can samegiquantify over the number of events
rather than the number of objects/ individuals involvedhia €vent. He uses (411) to illustrate this:
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(411) Four thousandships passed through the lock last year.
a. 4000 ships are such that each of them passed through the loc  (object reading)

b. There were 4000 events in which a ship passed throughdtke lo  (event reading)

If reading (411a) is true, (411b) is true as well. But the eats in which (411b) is true are not always
contexts in which (411a) is true. For example, if a ship pddbeough the lock more than once last
year, it is still true that there were four thousand différevents (411b), but not that there were four
thousand different ships (411a).

The event reading of cardinal quantifiers can be observedmaRian sentences as well. From
the perspective of a person who guards the lock, one cary easierstand sentence (412) as (412b):

(412) Patru mii devapoareau trecut prin  ecluzaanultrecut.
four thousand®f ships havepassedhroughlock yearlast

a. 4000 ships are such that each of them passed through the loc  (object reading)

b. There were 4000 events in which a ship passed throughtke lo  (event reading)

In sentences with a modal verb, one can obtain an event geadlin the modal where the cardinal
quantifier counts the number of situations in which the mipdablds. In this case, we obtain a read-
ing similar to the split scope reading of negative quantfias the cardinal quantifier is understood as
split between the cardinal operator and an indefinite.

Imagine the following scenario: John is a personnel reeraind interviews applicants for various
companies. He may interview one and the same applicant marednce (for different companies
or different jobs). He has a certain number of interviews besdper day, but every now and then
an emergency occurs. He never does an emergency interviegsume really has to (e.g. something
about an obligatory interview requires doing an emergentsrview first). In this context, we can
understand sentence (413a) with a split scope reading vitemeare four hundred situations in which
John had to additionally interview somebody besides hisnabamount of work. Similarly, we can
understand (413b) in a scenario where John was assignecrtit @esecretary forty times.

(413) a. lon a trebuit saintervievezepatru sute deaplicanti pestenormaanul
Johnhasmust-edSJinterview four hundredsf applicantsover quota year
trecut.
last

400 > MUST > 3: ‘There were 400 times when John had to additionally intwi
an applicant last year.’

b. lon a cautat patruzecidesecretare anultrecut.
Johnhassoughtforty of secretarieyearlast

40 > SEEK > 3: ‘There were forty times when John tried to find a secretasy la
year.’

12The postverbal position of the cardinal quantifier makesetfent reading more natural than the object reading.
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The data in (413} indicate that we need a theory of quantifier scope that altbe®perator to be
interpreted higher than the restriction of a quantiffeif we adopt the treatment of negative quantifiers
with split readings as indefinites licensed by an abstragatiee operator (Penka (2007)), we have
to assume a similar mechanism for split readings of cardjoahtifiers as well. This may ultimately
require an infinite inventory of abstract quantificationpemators, an undesirable consequence for
linguistic theory.

Split scope in LRS The split scope readings of negative quantifiers should lkersiood in the
larger context of what kinds of quantifiers can split theioge and when. Doetjes and Honcoop
(1997) argue that only weak quantifiers in their weak readaagpive the event reading discussed
above. Our assumption that n-words are negative quantisiéntly compatible with this idea.

LRS is well-suited to account for split readings in geneaaljt employs discontinuous semantic
representations that allow flexibility in operator scopetiaction. Richter and Sailer (2004) give an
account of split scope readings of n-words in Polish wheredattakes scope between the negative
operator and the existential quantifier that make up thetivegquantifier expressed by the n-word.
Similarly, Richter and Sailer (2008) offer an account ofstéginic modals that take scope between
negation and universal quantifiers like ‘not every’'.

The analysis of Romanian NC proposed in this thesis doesmploy an intensional language,
so it is hard to envision a solution for the split scope regslinMoreover, | represented negative
quantifiers by the special operator NO which at first sightltbgvs a split between the negative
operator and an existential quantifier (or a property). B oould allow NO to be separated from
the property contributed by the common noun if, instead édreing the latter to be a subexpression
of the restriction of the quantifier EMANTICS PRINCIPLE, clause 1, p. 169), we also allow it to be a
subterm of the nuclear scope of the quantiffelhis way the restriction list of a quantifier could be
empty and the NP quantifier could be identified with the ty@eNO contributed by the NM. A new
representation of negative quantifiers in LRS would alsodmtad. They should not take a variable
argument anymore, but only a restriction and a nuclear sdbpe want to split the quantificational
operator from its restriction, the variable should appein the restriction and not with the operator
which acts like a propositional operator. Thus instead”@t" (¢(¢))), quantifiers would be of type

13A first look at German indicates that split readings of caatlquantifiers are available in this language as well (Fioria
Schafer, p.c.):

(414) a. Hansnusste im letztenJahr400 Kandidaterausserhalb der Reilieterviewen.
Johnmust-edn last year400applicants additionally interview

400 > MUST > 3: ‘There were 400 times when John had to additionally inexaan applicant last year.

b. Hanshat 40 Sekretarinneigesuchim letztenJahr.
Johnhas40secretaries sought in last year

40 > SEEK> 3: ‘There were forty times when John tried to find a secretasyyaar.’

¥These readings could be viewed as the inverse of quantifairfpas Richard Larson (p.c.) remarks: the quantifier
‘floats’ in the semantics, but keeps its determiner positicihie syntax.

15A somewhat similar point is made in Ebert et al. (2007) wheig $hown that in German the proportional reading of
some quantifiers maps a verb second restrictive relativeselan the nuclear scope instead of the restriction of thatifie.
So what appears as the restriction of a quantifier in the syatimterpreted in the nuclear scope. From this viewpolmg, t
situation is similar to that of split readings, where the coom noun of a quantificational NP is interpreted in the nuclea
scope. The case described in Ebert et al. (2007) is, howestightly different issue since the matrix clause, whichusth
be the nuclear scope, is interpreted as the restrictionightihe nuclear scope and the restriction interchange.couant
for split readings of n-words in our analysis, we need to freequantifier of its restriction entirely.
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(et)™((emt)t).18

In conclusion, an account for split readings of n-words is3ilde in the LRS analysis of Romanian
NC here, but we first need a better understanding of the cemiehxere these readings occur and the
implications they have for a theory of quantifier scope. Tilsbe needed for a general and accurate
formulation of the EMANTICS PRINCIPLE in LRS.

6.1.4 Conclusion

In this section | discussed empirical issues that have la@&mtby NPl approaches as evidence against
the negative quantifier status of n-words and an NQ appraadtit | showed that none of these
remains a challenge if one looks at the behavior of n-wordls fthe wider perspective of how weak
quantifiers behave in general. At the theoretical level, ify®werful enough to account for the split
readings of n-words, which are hard to analyze in a compositisemantics.

6.2 The NQ approaches to NC

Having discussed the issues NPI approaches raise withataspe-words and NC, we will now have
a look at how NQ approaches other than the one in this thesmuatfor them. The challenge is to
solve the compositionality problem that the negative gfiantstatus of n-words raises. This is not
a trivial matter, so the NQ approaches are by far not as numexs the NPI approaches. Among
such accounts that also give a syntax-semantics for NC wdistinguish three groups: 1) those that
make use of the NEG-Criterion (Haegeman and Zanuttini (12926), Zanuttini (1991), Haegeman
(1995)), 2) those based on polyadic quantification (de SaadtSag (2002), de Swart (2010)), and
3) those employing underspecification mechanisms (RiendrSailer (2004)).

There is little to say about a comparison between the asabfNC in this thesis and the one in
Richter and Sailer (2004), which | presented in Sectior?5Both make use of the possibility offered
by HPSG to identify several negations in order to obtain tiiridlading. The difference lies in the
representation of negative quantifiers: while | use a patyB® quantifier, Richter and Sailer employ
the traditional representation with a negative operattsamping an existential quantifier. Identifying
several negations results in identifying the entire NO ¢tiars, or only the negative operators (cf.
Section 5.3.2). The advantage that my analysis brings tsothapening the possibility to integrate
polyadic quantifiers in LRS and thus accounting for othetainses of polyadic quantification. For
the analysis of NC itself, the results are similar.

In this section | discuss the central ideas of the approaich&y and 2) concerning the solution
for the NC interpretation of a sentence. | first consider tB&3N\Criterion approaches in Section 6.2.1
and then some issues related to de Swart and Sag (2002) inrce&.2.

6.2.1 The NEG-Criterion

Zanuttini (1991) offers an NQ analysis for n-words in Italibased on the data discussed in Sec-
tion 6.1.1. Following Pollock (1989), she assumes thatesgial negation projects a NedPIn
negative sentences like (415) negative quantifiers raisgptr NegP and enter a configuration of
Spec-Head agreement with Neegt LF. For non-negative contexts like (416), Zanuttini @gjthat it

is the C head that hosts negative features and the negatwifigr thus moves to Spec CP at LF to
enter a Spec-Head agreement relation with C

15This type was assumed for negative quantifiers in our dismuss Chapter 4.
Yzanuttini (1991) actually argues for two possible NegPsthis is irrelevant for our discussion.
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(415) a. Marionona vistonessuno
Mario NM hasseennoone

‘Mario didn't see anybody.’

b. Nessunoa visto Mario.
noone hasseenMario

‘Nobody saw Mario.’

C. Nona telefonatonessun®
NM hascalled noone

‘Hasn't anybody called?’

(416) a. Hatelefonatonessun@
hascalled noone

‘Has anybody called?’

b. Mi domandaoseverra nessuno
meask if will-come noone

‘I wonder whether anyone will come.’

The second clause of the NEG-Criterion in (417) (from (Haegie and Zanuttini (1996))) ensures
that negative quantifiers (i.e. ‘Negative phrases’) moveriter a Spec-Head configuration with the
heads carrying negative features. This is the syntactidharésm allowing for NC constructions.

417) The NEG-Criterion
a. Each X[NEG] must be in a Spec-head configuration with a Negative phrase.
b. Each Negative phrase must be in a Spec-head configuraitiommX’[NEG].

On the basis of thalmostmodification test discussed in Section 3.3.4 and SectibAd GZanuttini
(1991) argues that negative quantifiers are universal digagtoutscoping negation. The semantic
mechanism by which a NC interpretation is obtained invotwesoperations: a process Absorption
and one oNegation Factorization

Absorption was defined in Higginbotham and May (1981) fortipld wh-questions. In the case
of negation, the universal quantifier component of two orenegative quantifiers undergoing Ab-
sorption result in one universal quantifier binding two orrengariables.

The negative component of a negative quantifier goes thraygbcess of Factorization, by which
consecutive instances of negation following the univergantifiers are factored out to convey a
single negative operator (418a). More refined versionseoftthory (Haegeman and Zanuttini (1996))
assume one more Factorization operation to also includsMha combination with n-words ((418b):

(418) a. [Vz—|[Vy—-] — [Va,y]-
b. [Vz—][-] — [Vz]=

Issues raised by NEG-Criterion proposals There are three claims made by these proposals that
have been subject to criticism in the literature: 1) the aggion that n-words are negative quan-
tifiers (see for instance Déprez (1997), Penka (2006))h&)parallelism between NC and multiple
Wh-questions supported by the similarity between the NE&@on and the WH-Criterion of Rizzi
(1991) (see Acquaviva (1997) and Giannakidou (1998)), artde3(non)compositionality of the Fac-
torization operation (May (1989) and de Swart and Sag (2002)
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| have argued in favor of 1) at various points in this thesis] wvill not address it again. The
NEG-Criterion is a theory-specific syntactic mechanismalhis not relevant for a comparison to
the analysis in this thesis. In particular, the GB/ Minimtldea that negative sentences have a Neg
functional projection is not adopted by constraint-badezbties like HPSG. Recall that the NM in
Romanian cannot contribute negation independently of aaoong n-word, which | formulated as
the NEG-CRITERION for Romanian in (324), p. 208. This constraint, althougHaxg-oriented, has
effects comparable to those of the NEG-Criterion of Haegearal Zanuttini.

The third point of criticism concerns the solution for therguositionality problem that the NEG-
Criterion proposals offer. May (1989) argues that Facttitn fails to respect compositionality, as
parts of the semantic contribution of the elements involvethe operation are simply erased (see
(418)). To solve this, May (1989) proposes to replace Altsmm@and Factorization by the resumption
mechanism of polyadic quantifiers (van Benthem (1989), Keeand Westerstahl (1997), Peters and
Westerstahl (2006)). As | showed in Chapter 4, resumpsomoi compositional either, so it seems
that lack of compositionality is the price to pay if we staithwthe assumption that several negative
quantifiers can be interpreted as NC.

However, even though both the Absorption and Factorizatiechanism in Zanuttini (1991) and
Haegeman and Zanuttini (1991, 1996), and polyadic resampsumed here are non-compositional,
it does make a difference for linguistic theory whether we aise or the other. To see this difference,
we have to consider why we need compositionality. Intulfivéhe motivation for the principle of
compositionality in linguistics is the necessity to pravid systematic mapping between the syntax
and semantics of the parts of a complex expression in ralatidhe whole. We need an abstract
mechanism by which we can derive the meaning of any complpresgion from the meanings of
its parts and in a way that is consistent with their syntaxt tRat, the mechanism must at least be
mathematically precise and not make wrong predictions ahedanguage.

The Absorption and Factorization mechanism has hardlyivede precise formulation and has
consequently also been given up by one of its first advoc#tagihbotham and May (1981) vs.
May (1989)). By contrast, polyadic quantifiers are giveneci@e description in Lindstrom’s (1966)
mathematical classification of generalized quantifiere Section 2.1). Moreover, Keenan (1992,
1996), Keenan and Westerstahl (1997), and Peters and Mtésle(2006) discuss several cases of
natural language quantification which can only be accoufueds polyadic quantification. Polyadic
quantifiers thus have the two minimal properties of the kihchechanism that we need to describe
natural language; however, it is only a semantic mechaniserevnothing is said about the syntax.
The advantage of LRS is that it provides us with a syntax-s¢icginterface where we can inte-
grate polyadic quantifiers. LRS uses underspecified repi@sens in close correspondence with the
constituent structure of a surface-oriented syntax, bynsi@d which we can identify the semantic
contribution of several syntactic units into a resumptivarmgifier. This mechanism allows a system-
atic syntax-semantics for polyadic quantifiers like the pravided for Romanian NC in Chapter 5.

6.2.2 A resumption-based alternative to LRS?

The treatment of NC as resumption of negative quantifierategrated in a syntax-semantics in de
Swart and Sag (2002). Without going into details, let meflyrisummarize their analysis of the
ambiguous French sentence in (419) (see also Section 4Bblldpwing Pollard and Sag (1994), de
Swart and Sag (2002) make use of Cooper storage (Coopernjit8hderspecify quantifier scope.
In the HPSG syntax-semantics the two interpretations o®)4ite obtained by lexical retrieval in
the lexical entry of the verlp’aime The DN reading is obtained by means of a quantifier retrieval
operation calledteration (419b), NC by an operation calledsumption(419d).
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(419) Personnen’aime  personne
nobody NM-lovesnobody
a.  1t(INOJ[PERSON Noj[PERSONy(LOVE]) =1
fgf} [NO] [PERSON, [NO] [PERSON - 1
%221 [PERSON N {z € E|[PERSON N {y € E|(z,y) € [LOVE]}=0}=0 (DN)
b.  DNinHPSG:
PHON <n’aime>
QUANTS (NOEERSON NOPERSON,

SSLOCICONT | =" "7\ "
ARG-ST ([sTORE {NOEERSONY] [sTORE { NOPERSONH)
|STORE 0

.. ResQ([[NO]])[[EPERSOW' [[PERSOI\]](

D:2.16 [[PERSOI\]]x[[PERSOI\]](

[LOVE]) =1

< NOg; [LOVE]) =1
242 ([PERSON x [PERSON) N [LOVE]= 0 (NC)
d.  NCinHPSG: )
PHON <n’aime>

QUANTS ( NOPERSONPERSON,

SSLOCICONT | =" "7\
ARG-ST ([sTORE {NOEERSONY] [sTORE { NOPERSONH)
|STORE 0

In Section 4.3.3 | showed that resumption and iteration &gage lifts defined in Keenan and
Westerstahl (1997) cannot be given a compositional syseaxantics with lambda-calculus and a
functional type theory, the combinatorics usually assumedmpositional grammars. There | used a
type shifting mechanism to derive the scope interactiowéen quantifiers. de Swart and Sag (2002)
developed their analysis of NC as polyadic quantificatiomi®ans of Cooper storage, which employs
an underspecified representation of quantifier scope. Catpeage allows flexible quantifier scope
interaction, so one may now wonder whether a precise sysgmantics with Cooper storage would
allow us to integrate polyadic quantifiers in a compositigrammar.

In this section | will investigate this possibility and | wihow that this is not possible: Cooper
storage keeps the combinatorics with lambda calculus anctitinal types which, as | showed in
Section 4.3.3, prevents us from formulating a syntax-séicgfor resumption.

Cooper storage The ‘storage’ mechanism proposed in Cooper (1983) is dedigmdeal with quan-
tifier scope ambiguities at the semantic level, indepeglehthe syntax, and thus avoids supplemen-
tary grammar rules like ‘Quantifying-in’ necessary in Magtie’s (1973) approach (see Blackburn and
Bos (2005, Ch. 3) for details).

Cooper associates each node of a syntactic tree with a’stoméining a core semantic repre-
sentation followed by all the quantifiers that appear on tweet nodes in the tree. At the sentence
level the store of quantifiers is used to generate all theilplessterpretations for that sentence. The
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S
Personne n’aime personne
(love' (21, 22), AA.NO(zx)(person’ (z))(A(z)), 1), (AB.NO(y)(person’ (y))(B(y)),2))

NP v
Personne n'aime personne
(AP.P(z1), AA.NO(x)(person' (x))(A(z)),1)) {(Au.love'(u,z2), (AB.NO(y)(person'(y))(B(y)),2))

TV NP
n'aime personne
(AVAu.V (Mv.love (u,v))) (AP.P(z2), (AB.NO(y)(person'(y))(B(y)),2))

Figure 6.1: Syntactic tree with stores for sentence (419).

order in which the quantifiers are ‘retrieved’ from the stanel combined with the core representation
generates different scope possibilities between the digast

A store is am-place sequence (within angle brackets) where the firstigearilambda expression
giving the core semantic representation of a linguisticresgpion. Subsequent elements (if any) are
pairs(3,i), whereg is the semantic representation of a quantified NP7aadan index. The storage
mechanism allows a quantified NP to store its semantic reptatons with an index; and contribute
the expressionP,;. P(z; ) for the combinatorics of the sentenagefINITION 6.1). For the VP and
the two NPs in sentence (419), we have the (storage) senraptiesentations in (420). | keep the
discussion here within the limits of théy1 logical language defined in Section 5.1.

Definition 6.1 Cooper storage

For everyP € Tyley, z € Tyle, ¢,8,8 € Tyliepy, @55,k € N, if the store
(9,(8,7), (0, k))) is a semantic representation for a quantified NP, then thesto
(AP.P(z),(¢,1),(B,7), (3, k))) is also a representation for that NP.

(420) a. (subjectpersonng p ~» A\A.;.NO(x)(person’(z))(A(x))
20J (subject)personng p ~» (APet.P(ze,1), (AMet. NO(x) (person’(x))(A(x)), 1))

b. (object)personng p ~» AB.:.NO(y)(person’(y))(B(y))

[é; (ObjeCt)personnﬁfP ~ <)‘Pet-P(Ze,2)7 ()\Bet.NO(y)(person’(y))(B(y)), 2)>

c. naimery ~ (AX(ep) e X (Ave.love' (u,v)))

The subjectpersonnestores its semantic representatidf ;. NO(z)(person’(x))(A(z)) with the
index1 and contributes the expressiai.;. P(z. 1) to the combinatorics of the sentence. Similarly,
the objecipersonnestores its semantic representation under the idé&he sentence is generated as
in FIGURE6.118

The interpretation of the sentence will be obtained by ssgigelyretrieving each of the quanti-
fiers in the store representatiofiove’(z1,22), (AA.NO(z)(person’(x))(A(z)),1), (AB.NO(y)

18The core semantic representations at the IV and S level aenebd by-application and3-reduction. See Sec-
tion 4.3.2.4 for a similar example with a detailed descoiptdf how this is done step by step.



254 CHAPTER 6. COMPARISON TO OTHER APPROACHES

(person’(y))(B(y)),2)) on the S node. To do this, weabstract over each of the variablgsand

z5 Within the core representation and apply the corresponglirgtifier to the lambda expression that
we obtain OEFINITION 6.2). The quantifier that is retrieved last will take wide geo For instance,

if we choose to first retrieve the quantifier contributed by dbjectpersonneand then the subject
quantifier, we obtain the expression in (421), where theestipersonnehas wide scope. For the
other scope interaction, we first retrieve the subject dfi@anand then the object.

Definition 6.2 Cooper retrieval

Leto; andoy be possibly empty sequences of quantifier-index pairs. \aye € Tyl1,,
B € Tyl ¢ € Tyly, i € N7, if the store(¢, 01, (6,7),02)) is associated with an
expression of category S, then the stQBé\z;.¢),01,02)) is also associated with this
expression.

(421) Quantifier retrieval for the S node GURE 6.1

a. Object quantifier retrieval:

(love' (21, 22), ANA.NO(x)(person’(z))(A(x)), 1),
(AB.NO(y)(person'(y))(B(y)),2))

282 ([AB.NO(y)(person’(y))(B(y))](Aza.love (21, 22)),

N (AM.NO(z)(person/(x))(A(x)), 1))

P (NO(y) (person’ (y)) ([Aza.love (21, 22)](y)),
(AM.NO(z)(person/(x))(A(x)), 1))

Ared (NO(y)(person/(y))(love' (z1,y)), AA.NO(z)(person’ (z))(A(x)), 1)

b. Subject quantifier retrieval:
(NO(y)(person/(y))(love' (z1,y)), AA.NO(z)(person’ (z))(A(x)), 1))
)\D<::>6'2 ([NM.NO(x)(person’(z))(A(z))](Az1.NO(y)(person’(y))(love' (21,v))))
P (NO(z) (person’ () ([Mz1.NO(y) (person’ (y)) (love! (z1, 1)) (x)))
(N (@) (person’ (2)) (NO(y) (person’ () (love (z, 1))

The result in (421) indicates that we can obtain the DN raadir(419) by means of Cooper stor-
age. The inverse scope DN reading is also possible and weeltlto be ruled out by the grammar if it
is not available for the sentence. At any rate, the resutiasame as in the example in Section 4.3.2.4
where we did not employ Cooper storage, but only type shiftimrechanisms. The question to ask
now is: can Cooper storage help us to give a compositionaagygemantics for polyadic quantifiers?

Polyadic quantifiers with Cooper storage? The HPSG analysis in de Swart and Sag (2002), where
quantifiers are retrieved by means of Cooper storage, stsgtiest we should be able to get both
the iteration and the resumption interpretations of thdéesme in (419) by simply giving a refined
definition toretrieval. In their terms, retrieval could be doneiteration or resumption

De Swart and Sag do not make this proposal precise, so it & thaguess how exactly they
would do the retrieval. However, note that in order to getrfmumptive reading for the expression
under S inFIGURE 6.1, we need to retrieve both negative quantifiers at once.tH® we would
need toA-abstract both variables itvve’ (21, 22). Further we need to turn the two monadic quan-
tifiers AA.NO(z)(person’(z))(A(z)) and A\B.NO(y)(person’(y))(B(y)) into a binary quantifier
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AVe(et)-NO(z, y) (person’ (x), person’(y))(V (x, y)) that could be retrieved by applying to the bi-
nary relation\ze\z1.love’ (21, 22).

However, | showed in Section 4.3.3.3 that this cannot be dbhere is no way to define an oper-
ation between any two unary relations in a domaithat would give us the desired correspondence
to all the binary relations iZ? (Henk Barendregt, p.c.). In Section 4.3.3.3, | showed thatdar-
dinality of the domainE? of binary relations is usually different from that of the @aian product
FE x E. This prevents us from expressing a direct correspondeeivecbn two monadic quantifiers
and a binary oné?

In conclusion, Cooper storage cannot offer us a way to imetgra syntax-semantics for resump-
tion. Although it is a means to underspecify quantifier scafibout appeal to syntax, it does make
use of the typical compositional combinatorics which d&esltow us to express polyadic quanti-
fiers. The same problem would arise with other storage mésinanthat use lambda calculus in a
functional type theory, as for instance the Keller storagellér (1988), see also Blackburn and Bos
(2005, Ch. 3)). In Chapter 5 we were only able to formulaterdaysemantics for NC as resump-
tion, because LRS, the semantic framework employed, usgsrspecified representations that can
be identified and replaces the rigid compositional combimed with one based on the constituent
structure fed by a surface-oriented syntax.

6.3 Concluding remarks

In this chapter | compared the analysis of NC in this thesth aiternative accounts in the literature.

If one adheres to strict compositionality, one must take &t &pproach to NC. In this case one

must, however, consider the large amount of counterevelemthe assumption that n-words are non-
negative. In Section 6.1 | showed that the arguments braagginst the negative quantifier status of
n-words do not go through.

There are two observations about the NPI approaches thaty tmind, make them undesirable
for the treatment of NC. First, they transfer the semantablam raised by NC to the syntax, which
is empirically unmotivated and theoretically unsatisfagt Second, these theories altogether fail to
provide us with a coherent story about n-words and the safrisé€. This is because they sometimes
make contradictory claims, despite common traits thatifyudlem all as NPl approaches. The second
problem is a consequence of the first one: once one admite-ihatds are negative and it is the task
of the semantics to account for NC, we know exactly what weafter and we can learn with each
analysis what step needs to be taken next. If one tries tedlg n-words are not negative, a whole
range of possibilities suddenly open. Every other appro@es a new option and it is hard to identify
its contribution to the original semantic problem, as thee@wlution is always a (new) syntactic one.

To understand the two problems, note first that NP1 appraattyeto build a one-to-one corre-
spondence between the syntax and the semantics, for th@sempositionality. This puts a great
amount of weight on certain issues which are irrelevant ftioensemantic perspective, as for instance
the question whether the negative quantifiers are univgrgaitifiers outscoping negation, or existen-
tial quantifiers outscoped by negation. From a semantict @diwiew, if the truth conditions are the
same, this debate is immaterial. We don’t have to repressgdtive quantifiers by an existential/ uni-
versal quantifier and a negative operator, we can assign dngraymbol, as long as we associate the
right semantics with it. Related to this, note that the ideaniversal negative quantifiers in Zanuttini
(1991) seems to have syntactic motivation as well: univeygantifiers are typically known to un-

19Note that this issue is independent of the compositionglioplem raised by the incompatibility between the syntax of
polyadic lifts and that of natural language that | discudseBlection 4.3.3.2.
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dergo quantifier raising in generative grammar. Thus, byiaggthat n-words are universal negative
quantifiers, Zanuttini gets quantifier raising for free.

Moreover, NPl approaches try to account for the differerete/ben n-words and NPIs/ indefinites
on the basis of some syntactic mechanism that ensures #hagkt elements enter a NC constellation.
A syntactic feature, which supposedly has nothing to do tithmeaning of n-words, accounts for
exactly those properties of n-words that the NQ approachies to be indicative of their negative
quantifier status. Thus negative concord as a semanticistu@ed into a purely syntactic issue. The
distinction between the syntax and the semantics of n-wamddNC eventually becomes unclear even
for the proponents of NPI approaches, as claims in one apipre@metimes contradict fundamental
claims in others.

Consider, for instance, the uninterpretable Neg featwaeritwords carry in some NPI approaches.
Most of these approaches (e.g. Zeijlstra (2004), Penka7(2@bdgue for this feature, although n-
words are said to be semantically non-negative and evidsniomught for this idea. At the other
extreme, Watanabe (2004) provides empirical evidenceréating n-words in Japanese as negative
quantifiers, but accounts for NC readings in the syntax bynsi@h an uninterpretable Neg feature.
So the semantic task of accounting for NC is again transfeiwehe syntax. Furthermore, Déprez
(1997) argues that French n-words are zero numerals. Thassrtbat they have the same semantics
as negative quantifiers, but they are still indefinites ipié (1997) (presuppositional indefinites in
Diesing (1992)). It is hard to see how one would work out thiaitke of a syntax-semantics in this
approach. | assume it would ultimately be an NQ approackengiliat the empirical claim has much
in common with the one in this thesis.

It seems to me that, beyond trying to argue against such seglyve are in need of a common
ground for discussion, which they fail to provide at the maine

NQ approaches, on the other hand, have one problem to déalosinpositionality. In this thesis,
| showed that resumptive quantifiers can straightforwaedlgount for NC in Romanian and similar
proposals have been made for other languages as well (vahder(1989), May (1989), Keenan
and Westerstahl (1997), de Swart and Sag (2002)). In Chdptee saw that there is no way to
define polyadic quantifiers in a compositional grammar. Th@so the case for the Cooper storage
mechanism (Section 6.2.2). Moreover, | argued in Secti@iléhat not all ‘non-compositional’
analyses are theoretically equally motivated and preci&e.are in search of a systematic syntax-
semantics for complex linguistic expressions. If the Igrof compositionality, as understood at this
point, are too tight for us to express the syntax-semanficatural language, we are most likely in
need of a reformulation of the notion of compositionality.



Chapter 7

Conclusion and perspectives

The contribution of this thesis can be regarded as both ¢lieal and applicative. First, it is a demon-
stration of how a syntax-semantics for negative concordbeahuilt in general if we start with the
assumption that n-words are negative quantifiers. Secbagplies this syntax-semantics to Roma-
nian, for which it thus offers an extensive analysis of theedmehavior of n-words and the defining
properties of negative concord.

This enterprise has three main aspects that cut across th@gemeral vs. language-specific) di-
mensions: 1) an empirical one concerning the semanticsstéditorwords (Chapter 3 and Section 6.1),
2) the semantic mechanism for negative concord in relatidhé principle of compositionality (Chap-
ter 4), and 3) a systematic syntax-semantics for negatimeard (Chapter 5 and Section 6.2).

In Section 7.1 | summarize the results and in Section 7.2dudis some general implications of
the present analysis for linguistic theory and issues #raain open for future research.

7.1 Summary of results

Considering the empirical aspect, it is argued in ChaptdraB Romanian n-words carry semantic
negation so they should be treated as negative quantifidrs.claim that n-words are negative po-
larity items, put forth by NPI approaches to negative codc@ shown to be incompatible with the
properties of negative concord and to make wrong predistaiyout the behavior of n-words in Ro-
manian. In particular, | show that unlike NPIs, n-words do meed a semantic licenser, as they have
anti-additive (negative) semantics themselves. Moredber negative marker, the only possible li-
censer for n-words, does not exhibit anti-additivity in domation with n-words, while it does with
NPIs. It is also argued thaimostmodification and the locality conditions on negative cadclr
censing point to a similarity between n-words and true dtiarg. The empirical tests brought by NPI
approaches to determine the semantic status of n-wordstiiie be compatible with the claim here
that n-words are negative quantifiers (Section 6.1).

Two further important arguments are brought to support ggative semantics of n-words: the
negative contribution in non-NC contexts (fragmentaryaers, gapping, comparative, and past par-
ticipial constructions) and the availability of a doublegation interpretation for two n-words (Sec-
tion 3.4). An NQ approach can straightforwardly accounttf@se semantic facts, while NPI ap-
proaches usually offer a syntactic solution by appealingaeert negative licensers for which no
independent evidence is available.

An investigation of the scope properties of two n-words a¢ve close resemblance between neg-
ative concord and cumulative readings of cardinal quargif{8ection 3.5). As cumulative readings
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can easily be analyzed with polyadic quantification (Sec8id), this similarity is taken as indicative
of the appropriateness of polyadic quantifiers in accogntor negative concord readings. This is
the line of reasoning that | pursue in proposing a semantiowt for negative concord and double
negation with polyadic quantifiers.

The second aspect of this thesis concerns the semanticsenafynegative concord and double
negation with polyadic quantifiers, and the investigatiéthe compositional status of iteration and
resumption as polyadic lifts (Chapter 4). Double negatsadcounted for as iteration and negative
concord as resumption of negative quantifiers. Despite édaaibility of the resumptive negative
quantifier NG to the iteration NOo SOME, it is shown that only the former can account for the
uniform semantics of n-words documented in Chapter 3 anthtr idiosyncratic scope properties
in negative concord.

The compositional status of polyadic lifts is investigaited small compositional fragment of Ro-
manian (Section 4.3). | show that the semantics of resumglisregards the syntactic parts involved
in the operation and for this reason it cannot be made cortiaai with the logical syntax. Iteration
can be given a compositional syntax-semantics in the lotacguage, but compositionality fails at
the interface with the natural language syntax: the logigatax of iteration as a mode of composition
requires putting together two negative determiners in ¢@e and natural language syntax does not
have a surface constituent structure equivalent to thisatipa. It is also shown that the reason why
polyadic lifts cannot be turned into modes of composition teado with the expressive power of bi-
nary quantifiers which is higher than that of a combinatiotwaf monadic quantifiers in a functional
type theory with\-calculus, the combinatorics assumed in compositionahgrars.

To give a syntax-semantics for polyadic quantifiers one mgst a different combinatorics to
build complex linguistic expressions from simple ones. itakResource Semantics is a framework
that offers the appropriate combinatorics. For this reas@employed in Chapter 5 with the aim
of developing a syntax-semantics for Romanian negativeaonas resumptive quantification. LRS
keeps the tradition of a logical representation languagle firnctional types for semantics. But unlike
the compositional grammar in Chapter 4 LRS can also emplogrspecified representations. This
is because LRS gives up the traditional techniques of camdpitihe syntactic parts in a functional
type theory withA-calculus and replaces them with a constraint-based catdrins that respects
the surface constituent structure of the natural langualjas shift allows an encoding of gener-
alized quantifiers in LRS as resumptive quantifiers of an tspieified complexity. In an HPSG
syntax-semantics interface this permits an account of R@manegative concord in which two lex-
ical negative quantifiers identify their lists of variahlesstrictions, and the nuclear scope and give
rise to one binary resumptive quantifier. By means of thismgstive negative quantifier, we obtain
the resumptive semantics without any appeal to a supplememtode of composition.

Thus | present a syntax-semantics interface for the negatimcord reading of two negative quan-
tifiers with possible extension to quantifiers and for the locality conditions in the licensnegation
between n-words and the negative marker. Double negataudings receive an analysis which inte-
grates the necessary information structure conditiongh Wese results, the present account makes
the right predictions about the availability of the negatoncord and the double negation reading as
related to the scope interaction between negative and egatine quantifiers.

In comparison to the NQ approaches using negation factamgahe present resumption-based
approach to negative concord is argued to be theoreticapgreor, as resumptive quantifiers can be
given a systematic syntax-semantics and have a precisematical status in an extended theory of
generalized quantifiers (Section 6.2). Considering otpépbns of integrating resumptive quantifiers
in a syntax-semantics, it is shown that employing Cooparg®to underspecify quantifier scope is
not helpful in overcoming the compositionality problem lwiesumptive quantifiers. Cooper storage
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keeps the traditional combinatorics with functional types A-calculus, so it has the limitations of
any other compositional grammar, and lacks the flexibitigt LR S obtains by giving up this tradition.

In conclusion, the LRS account of negative concord in thésig is the only one to date | am
aware of that gives a systematic syntax-semantics for aistig phenomenon that has been argued
to require the expressive power of polyadic quantifiers.

7.2 Perspectives for future research

For an account of negative concord, in this thesis | makenienventional choice of treating n-words
as negative quantifiers and offering a non-compositiohaligh systematic, syntax-semantics.

The starting point in this thesis is that n-words are negafjuantifiers. This commits me to a
particular kind of analysis, usually avoided in the literat, which, however, allows me to investigate
the precise points where compositionality and the anabfsiegative concord as a polyadic quantifier
come in conflict. This is a broad theoretical problem and i@ teason, this thesis is quite program-
matic, so it cannot pretend to have exhausted all theotét®aes, or the entire empirical domain of
Romanian negative concord. There are several stimulatiegtgpns that arise for further research, of
which | mention a few below.

7.2.1 Empirical coverage

Adverbial n-words First, this thesis does not account for negative concort wibdifiers. The
analysis has been developed to cover argument n-words.riidl/and prepositional modifiers, how-
ever, also participate in negative concord constructioms shhould be taken into account by an ex-
tended analysis. Negative quantifier adverbs likdodat ‘never’, nicaieri ‘nowhere’, nicidecum
‘nohow’ in (422) are examples:

(422) a. Niciun studeninu a venit niciodata tirziu la ore.
no studentNM hascomenever late to classes

‘No student ever came late to classes.’

b. lon nu va mergenicidecum singurnicaieri.
JohnNM will go  nohow  alone nowhere

‘There is no way John will go anywhere alone.

To integrate adverbial n-words in negative concord strmestuthe simplest assumption would be
that they are negative quantifiers that take a variable. & jgantifiers usually have a restriction re-
ferring to the time/ location/ manner of an event. Given the-tb-one correspondence between the
number of variables and that of restriction predicates engtesent grammar, the quantifiers should
have as many variables as they have restrictions. What Kiadvariable this should be and how it
relates to the verb in their nuclear scope is to be deterntigaddependent study on event modifica-
tion. Our account would need to be extended to include suan{evariables of a possibly different
type frome, the common type of nominal variables.

A good starting point for an account of adverbial n-wordfieséxtensive study of quantificational
adverbs likealways oftenas generalized quantifiers in de Swart (1993). A few adjustsne/ould
be necessary to deal with adverbs of manner and locatioddsetiie temporal ones and to make this
analysis fit into our LRS account.

A treatment of adverbial n-words in the present analysislge ateresting from the point of
view of polyadic quantifiers, where the literature usuafigdses on NPs. For instance, it would be
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relevant for an account of resumptive quantification in Ehghs in Peters and Westerstahl (2002).
Peters and Westerstahl claim that quantificational advarBsglish can trigger resumptive readings
in sentences like (423), but they do not give the quantifipresentation of the adverb itself, they
limit their attention to the two nominal restrictions cahtrted by the bare pluratsatsanddogsas the
restriction of the quantificational operator MOST.

(423) a. Catsusually dislike dogs
b. MOST?(CAT x DOG, DISLIKE)

Although this is not made precise, Peters and Westers?@i@i2) suggests a binary resumptive
quantifier like in (423b) to account for the interpretation(423a). That is, they do not take into
account the time restriction of the quantifiesually While this is irrelevant for their purposes, in our
LRS grammar, the two nourmatsanddogswould not contribute the quantifier themselves, so they
wouldn't be able to take part in the resumptive quantifier. Wéelld need the adverbial quantifier to
be represented and get identified with a possibly underfspacjuantifier contributed by the two bare
nouns to build the resumptive quantifier. Then the adverblavalgo contribute its time restriction to
the complex restriction of the resumptive quantifier. THéwamplies that in (423b) we would have
MOST? instead of MOSY¥, as we would have three restrictions: CAT, DOG, and TIME.

Splitreadings A second question concerns the way the present analysistegmate split readings
of n-words (see (408) repeated in (424)). In Section 6.1®Wed that cardinal quantifiers can also
get a split scope interpretation in their event readings (4&3b), repeated in (425)). Thus we are in
need of an appropriate mechanism to deal with split readifgsantifiers independently of negative
concord and negative quantifiers. In Section 6.1.3 | sugdettat discontinuous representations in
LRS should allow a natural treatment of these readings.

(424) A: | hear that John is trying to find a secretary.

B: Nu e adevaratlon nu cautanicio secretara.
NM is true JohnNM seeksno  secretary

- > SEEK> 3: ‘That’s not true. John is not trying to find a secretary.’

(425) lon a cautat patruzeci desecretare anultrecut.
Johnhassoughtforty of secretarieyearlast

40 > SEEK> 3: ‘There were forty times when John tried to find a secretasyyear.’

Accounting for split readings may, however, require assigntexical ambiguity of n-words be-
tween a behavior like existential quantifiers (or simplgéfinites) in contexts with split readings and
as negative quantifiers everywhere else. This would, ofssguse an undesired solution. N-words
have been argued to be indefinites licensed by an abstraativeegperator (Penka (2007)), but this
option would result in positing infinitely many such operatto account for the split readings of car-
dinal quantifiers. Before making generalizations aboutsér@antic nature of n-words and cardinal
quantifiers, | think a better understanding of the empind@@nomenon is necessary.

A comparison to floating quantifier constructions like (48&)y turn out useful in this respect. In
(426) the quantifier appears separated from its nominaiicgsh in the syntax (Dowty and Brodie
(1984), Sportiche (1988), Fukushima (1993), Nakanish0®2@nd many others). In split readings,
the split is not in the syntax, but in the semantics: the dfianforms a DP with the noun, but the
latter is interpreted in the nuclear scope rather than imrekriction, due to an intervening operator
(see (424) and (425)).
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(426) a. The studenthaveall read the book.

b. (Dintre) Studentiau  venit trei ieri la curs.
(of) studentshavecomethreeyesterdayto class

‘As for students, three (of them) came to class yesterday. Ron{anian)

c. Carti am adus multe astazi.
bookshavebroughtmany today

‘As for books, | brought many today.’ (Romanian)

d. Fotos wurdenkeine gemacht.
photoswere no made

‘As for photos, there weren’t made any.’ (German)

Nakanishi argues that floating quantifiers measure in theavelomain using arguments like the
fact that sentences like (426b) lack a collective readipgctic to quantifiers that measure in the
nominal domain. The collective reading is usually avadafulr the non-splitrei studentitogether
with the distributive one (427). In (426b) we only obtain atdbutive reading fotrei, which indicates
that the quantifier refers to the number of events.

427) Trei studentiau venit ieri la curs.
threestudentshavecomeyesterdayto class

‘Three students came to class yesterday.’

In Section 6.1.3 we saw that split readings of cardinal gtiarg appear in their event reading.
We thus expect the two phenomena to receive the same kindnafrgies that accounts for their quan-
tification over the event variable. If we could relate sphiddings of n-words to the same semantics,
we would then be in the position to offer an account of sphidiags in general. Floating quantifiers
would differ from split readings only in that they also exhsyntactic effects. The literature on float-
ing quantifiers offers various observations and tests tlagt shed some light on split readings, which
we know very little about at the moment.

Apart from the empirical issues, an account for split regslirequires a logic with a world type
to deal with intensional constructions and this is an imgrarinext step for the research initiated in
this thesis. Intensionality should be technically easyitedrate in the LRS analysis here, as previous
LRS literature makes full use of it.

Negation and the use of the subjunctive On the empirical side of intensionality, there is one furthe
issue that deserves special attention and is relevantsitftaaRomanian and Romance languages. It
concerns subjunctive relative clauses modifying n-wonad gelates to a discussion introduced in
Farkas (1985). According to Farkas, a subjunctive relatlaese modifying the indefinite object of
an intensional verb disambiguates the latter to a de dictdimg (428):

(428) lon cautao secretardcaresastie chineza].
Johnseeksa secretarythat SJknow Chinese
a. ‘John is trying to find a secretary that knows Chinese.’ dido)
b. # ‘There is a secretary that knows Chinese and John seeks he (de re)

As noted in lonescu (2004), Romanian n-words in intensiopatexts can also be modified by sub-
junctive relative clauses, thus confirming their de dictoré&ther, split scope) reading:
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(429) lon nu cautanicio secretargcaresastie chineza].
JohnNM seeksno  secretarythat SJknow Chinese

‘It is not the case that John is involved in a search for a sagréhat knows Chinese.

However, subjunctive relative clauses seem to succegsholdify n-words even when they are
objects to extensional verbs (430a):

(430) a. lon nu a Tntilnit nicio secretardcaresastie chinezal.
JohnNM hasmet no secretargthat SJknow Chinese

‘John didn’'t meet any secretary that knows Chinese.’

b. lon nu a intllnit o secretarycaresastie chineza].
JohnNM hasmet asecretarythat SJknow Chinese

‘John didn’t meet a secretary that knows Chinese.’

c. *lon a Intilnit o secretardcaresastie chinezal.
Johnhasmet asecretanthat SJknow Chinese

‘John met a secretary that knows Chinese.’

The n-word in (430a) can be replaced by the indefipita’ as long as the sentential negation is
present (430b). But the sentence becomes ungrammatibalréd ts no negation in the matrix clause
(430c). So the subjunctive relative clause modifying ndgadoesn’t depend only on the intensional
context, but also on the negative context.

Given that both (429) and (430a) contain a subjunctiveivelalause, although the latter does not
provide an intensional context, the question that arisegether (429) also receives a de re reading.
In that case, the subjunctive relative clause would be &ltblay the negative context, like in (430a).
But a de re reading does not seem to be available in (429),hwdtanfirms Farkas'’s (1985) claim.
Now we have to ask what exactly it is that the negation in (320a an (even affirmative) intensional
context ((428), (429)) have in common that allows the o@nae of subjunctive relative clauses. The
answer will probably also have to do with the semantics oftiigunctive.

Another place where negation enables the use of the subjemtherwise disallowed in the corre-
sponding affirmative context concerns propositional isitemal verbs likecrede‘believe’. Negating
credemay turn a ‘that’ complement clause (431a) into a subjurctemplement (431d) which is
ruled out in the affirmative (431b). In (431d) we have both gatige and an intensional context for
the subjunctive clause.

(431) a. lon crede ca arecartea.
Johnbelievesthathasbook-the

‘John believes that he has the book.’

b. *lon crede sa aiba cartea.
JohnbelievesSJhavebook-the

‘John believes to have the book.’

C. lon nu crede ca arecartea.
JohnNM believesthathasbook-the

‘John doesn't believe that he has the book. ’

d. lon nu crede sa aiba cartea.
JohnNM believesSJhavebook-the

‘John doesn’t believe to have the book.’
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Similar constructions seem to occur in other Romance lagggiand a close investigation might
provide us with a better understanding of negation andlésioa to the subjunctive and intensionality.

Non-finite and fara ‘without’ constructions Another empirical area that has not been addressed
in this thesis concerns non-finite constructions (432) andexts where n-words cooccur witfra
‘without’ (433). Two issues have to be mentioned here: a ggrmme on how we would include such
constructions in the grammar, and a more specific one regamhst participial constructions with
preverbal n-words.

Regarding the first issue, it should be easy to account famtbeonstructions, if we assume that
neandfara carry aN O° quantifier. We would also modify the s ATIVE CONCORD CONSTRAINT
in (329), p. 211 to enforce thee- prefix on the verb in non-finite clauses with n-words. At the
same time the presence fafa should allow n-words to appear féra constructions. Other possible
differences from negative concord in finite utterances wdwave to be solved locally.

(432) Mariaa plecatneobservatale nimeni.
Mary hasleft un-noticed by nobody

‘Mary left without being noticed by anybody.’

(433) lon a rezolvatproblema fara niciun ajutor/a cereajutornimanui/ saceara
Johnhassolved problem-thewithout no help/ toask help nobody-Dat/SJask
ajutornimanui.
help nobody-Dat
‘John solved the problem without any help/ asking anybodyh&ip.’

The second issue is more intriguing, as it raises severalrig@lpand theoretical questions for
which we don't have an answer yet. As mentioned in Chapter 34 pa preverbal n-word can trigger
negation alone without the prefixe-on the verb (see (434a)). (434a) is to be compared to (434b)
which shows that even in participial constructions n-wardpostverbal position always require the
presence of the NMe-on the verb:

(434) a. articode nimeni citat
article by nobodycited

‘article which hasn’t been cited by anybody’

b. Acestarticol *(ne)citat de niciun critic estede fapt foarteinteresant.
this article un-cited by no criticis in factvery interesting

‘This article, which wasn't cited by any critic, is actualry interesting.’

To account for (434b) we need to assume BEGNTIVE CONCORD CONSTRAINT for non-finite
clauses that enforces the presence of the pnefign the verb if an n-word is present. Thi€ENATIVE
CoNcoRDCONSTRAINT would then rule out (434a), because the verb does not hayeréfig ne-

An account for (434a) in our analysis shouldn’t be too diffidccom a technical point of view.
Once we have the properties of the construction, an HPSGrgeaimffers enough flexibility for us to
specify the NNGATIVE CONCORDCONSTRAINT in a weaker way as to correctly describe both (434b)
and (434a). A sketch of such an account is given in lordahi¢2004), for instance. What seems
more intriguing about these constructions is identifying source of the contrast between (434b) and
(434a) and seeing what in the nature of participial constras allows this variation. In what follows
| give a few observations in this respect.
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Note that these constructions are special also indepdgpdgnmtegation, as typical arguments are
usually disallowed to occur in preverbal position. Quacsifional elements seem to be an exception:
in (435) the quantifieradesedoften’ andde toak lumea’by everybody’ can appear preverbally, but
de lon‘by John’ cannot:

(435) unarticol *de lon/ adeseade toata lumeacitat
an article by John/often/ by all world  cited

‘an article which has (often) been cited by John/ by everybod

These constructions have been related to the adjectivalenat past participles (lordachioaia (2004)),
since a similar case occurs with adjectives, which can bateddyy an adverbial n-word:

(436) osecretaraniciodatd/ adeseadisponibila
asecreatrynever/  often available

‘a secretary who is never/ often available’

Concerning the past participle, Parsons (1991, pp. 234-18fnguishes between the target state
and the resultant state of an event as expressed by the pacppe “If | throw a ball onto the roof,
the target state of this event is the ball's being on the raafate that may or may not last for a long
time”; the resultant state is "the state of my having throtw Iball onto the roof and (...) cannot cease
holding at some later time”. In the literature on the adjedtuse of the past participle Kratzer (2000)
and Alexiadou and Anagnostopoulou (2008) identify seveeatantic and syntactic tests that support
this distinction.

The question that arises for us is whether the distinctiawéentarget-stateandresultant-state
participle is relevant for the behavior of the past participle in (434éjatzer showed that the two
kinds of participles get a different interpretation witlethegative prefix: target-state participles are
interpreted asontrary negation(e.g. unhappy, wherenot (unhappy)+# happy), and resultant-state
participles agontradictory negatiorfe.g.non-black, wherenot (non-black) = black, cf. Horn (1989,
Ch. 5)). If this distinction plays a role in the past partialpconstructions with preverbal n-words, we
may also be able to determine the kind of negation that idwedoin NC (see also (437)).

This brings us to another issue in the literature on negativeord introduced in Przepibrkowski
(199%): the relevance of the distinction in Situation Semant&sdper (1997)) betweesventuality
negationand propositional negation For a propositiorp, the negation op is expressed as “It is the
case that nop” in the eventuality negation reading and as “It is not theedasitp” in the propositional
negation reading. Przepiorkowski argues that negatineaml (at least in Polish and Italian) occurs
only with eventuality negation. It remains to be seen howwahdther we can express this distinction
in model-theoretic semantics and, more importantly, ibi$ a crucial role to play in NC. An extensive
investigation of the constructions in (434a) might give asveer to this as well, since the preverbal
n-word does not seem to license other n-words (see (438 tiakim lonescu (1999)). If only one of
the two kinds of negation enters NC, the preverbal n-wordtroastribute the other one:

(437) * cartede nimeni citita niciodata
book by nobodyread never

‘book that has never been read by anybody’

A further question is to what extent Romanian data like (33te related to those contexts in
non-strict NC languages where a preverbal n-word congibuegation alone:
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(438) a. Nessuno*non) ha letto niente/ il libro.
nobody (NM) hasreadnothing/thebook
‘Nobody read anything/ the book.’ (Italian)

b. Nadie (*no) dijo nada/ eso.
nobody(NM) saidnothing/this

‘Nobody said anything/ this. (Spanish)

Note, however, that the parallelism betweaemssunandnadiein (438) andde nimeniin (434a)
is not complete, since the former can license other n-wavtie the latter cannot (437).

From the point of view of the assumption here that n-wordsagative quantifiers neither (438),
nor (434a) are unexpected. Still, there seems to be sorgetpecial about the preverbal position that
gives an n-word more independence than the postverbalgrosibd we need to identify the source
of this contrast. Information structure seems to play anoirtgmt role, as noted in Zanuttini (1991),
Isac (2004), and Watanabe (2004), but it is probably not ttie factor that influences the behavior
of n-words in these two contexts.

7.2.2 Theoretical issues

Other polyadic quantifiers in LRS The LRS- and HPSG-based account of negative concord in
this thesis is, as far as | am aware, the first to integrategaatyquantifiers in a coherent syntax-
semantics interface. This is achieved by underspecifysmelized quantifiers asary resumptive
quantifiers. The quantificational operator, however, isagvthe same. In Section 2.1 | mentioned
several other instances of polyadic quantifiers wherentisguantificational operators together build
a polyadic quantifier: iteration, “different/ same”, andmulative quantifiers. The semantic effects
of iteration can be accounted for in our grammar, indepethger the polyadic lift iteration. But
there are natural language quantifiers like “different/ saoonstructions and cumulative readings of
cardinal quantifiers for which iteration cannot derive tight semantics. The polyadic quantifiers that
correctly interpret them are also shown by Keenan to not thecible to iteration.

Such quantifiers cannot receive a syntax-semantics in tnargar that | give in Chapter 5, as it
does not allow building a generalized quantifier with morantlone quantificational operator. The
grammar can, however, be naturally extended to accommadage attribute OPERATOR that spec-
ifies the quantificational operator of a generalized quantifBy further allowing the value of this
attribute to be a list of operators, just like in the case & VARIABLE and RESTRICTION at-
tributes, we can derive any operator combinations for gbtyguantifiers. A precise formulation
of the possible operator combinations will have to be ertbime supplementary LRS constraints.
Though far from trivial, interpreting these quantifiers ur @RS account is only a matter of how we
represent them ii'y1 ; their semantics is already provided by the polyadic qtientiterature.

Negative concord as a cumulative quantifier Another way to account for NC, one might think

is in terms of a cumulative quantifier, if we assume that ndsaare zero cardinal quantifiers and
thus have the same truth conditions as negative quantifiéoseover, cumulative quantifiers might
pose fewer problems for compositionality than resumptiesy given that their semantics takes into
account the contribution of each monadic quantifier. Thir@@ch seems quite appealing, especially
if we can make it compositional. It would also conform witle tbonclusion that we reached with
respect to the semantics of n-words, while the general dasmilar to Déprez (1997).

This suggestion comes from an anonymous semantics workskigwer.
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There is, however, a piece of data that prevents us fromdakithis option for now. If n-words
are zero cardinal quantifiers and negative concord is aarinstof a cumulative quantifier, we expect
n-words to also get a cumulative reading when they coocctlr tnie zero quantifiers like in (439a):

(439) a. Niciun studentnu a citit zerocarti pentruexamen.
no studentNM hasreadzerobooksfor ~ exam
i. ‘No student read zero books for the exam.’ (DN)
ii. # ‘No student read any book for the exam.’ (NC)

b. Patruzecidestudentiau citit zerocarti pentruexamen.
forty of studentshasreadzerobooksfor  exam

i. ‘Forty students read each zero books for the exam. (imma
ii. ‘A total of forty students read a total of zero books foetbxam.” (cumulation)

The sentence in (439a) with an n-word and a zero quantifienatdpe interpreted as NC, it only
receives a DN reading. The lack of a NC reading indicates hings: 1) the two quantifiers do not
undergo resumption and 2) they cannot be interpreted cuivelia The unavailability of resumption
is a sign thamniciun and zero contribute distinct monadic quantifiers. Recall from Smtt2.1 that
resumption requires that the monadic quantifiers carry éimeesoperator. Cumulative readings of
cardinal quantifiers impose no particular constraint ondperator of the monadic quantifiers (see
the interpretation ii. in (439b)). But this interpretation is not available for (439a) eithHrit were
available we would have the semantics of a conjunction ofzem quantifiers which is interpreted
as negative (see Section 2.1), so we would have negativebn8y contrast, the DN reading of
(439a) indicates that we only get a scopal interpretatiah@fwo quantifiers which are composed by
iteration.

In conclusion, negative concord cannot be accounted focasalation of zero quantifiers, unless
we introduce special conditions on n-words as cardinal tfiess. For this, we do not have any
independent motivation at the moment.

Compositionality The last theoretical implication of this thesis that | wamtriention here is most
likely also the most controversial and concerns compasility. | showed that polyadic quantifiers
as they are conceived of in the Extended Generalized Quarittfieory cannot be reconciled with our
notion of compositionality. This is due to the fact that casitionality in linguistics is inseparable
from the technique of syntactically combining linguistixpeessions by means ofcalculus with a
functional type theory. An HPSG syntax-semantics for rgsiva quantifiers was possible in this
thesis, because LRS gives up this kind of combinatorics.

The present analysis of negative concord acknowledgesédpatime semantics of n-words and
their special behavior in concord constructions at thegpoiareplacing the traditionally compositional
combinatorics of a functional type theory with a new one gdithy constituent structure. My choice
raises the discussion of what compromise with respect tqoewious understanding is more ade-
guate in order to maintaicompositional transparendy representing the syntax-semantics of natural
language: is it preferable to give up the idea that n-wordsiagative, or the semantic combinatorics?

Dowty (2007) argues that to the extent that speakers uttruaderstand infinitely many sen-
tences, natural language must be compositional and theotdkk linguist is to define this property

There is a clear difference in truth conditions between #zalings i. and ii. in (439b). In a context where no student
read an entire book but each of them read some different pagee and the same book, such that when all the pages read
by the forty students are put together they make up the dmiog&, the reading in i. is true, while the one in ii. is false. |
this case, the total of forty students read one book altegeth
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in a mathematically precise and empirically adequate wayDdwty’s understanding of composi-
tionality, there cannot be counterexamples or challengeinpositionality itself, only to the way
linguists represent it. The issue is not whether languagerigpositional, but whergansparent com-
positionality stops and how compositionality functions from that point @owty formulates three
inter-related properties on the basis of which we shoultLete our linguistic hypotheses about com-
positionality: compositional transparenggyntactic economgndstructural semantic economifhe
first concerns the degree to which the semantic interpogtat immediately computable from the
syntactic structure. The second requires the syntactictsires to be no more complicated than they
need to be to reflect the compositional semantics. The tipipdies to the semantic operations and
requires them to be no more complicated than they need to beder to derive all the complete
sentence meanings that natural language expresses. Tobpigfly, given two ways of building a
complex semantics as compositional, we would prefer theoortee basis of which natural language
is more compositionally transparent and more economicirins of syntax and combinatorics.

| have provided crucial evidence for the negative semaifiecswords, which indicates that as-
suming that n-words are not negative reduces compositicgradparency. Moreover, the approaches
that follow this assumption are forced to employ a non-eatinal syntax with abstract semantic op-
erators that are not syntactically justified. Covert catiegon general create opacity with respect to
compoaositionality.

In my analysis, | attribute n-words a negative quantifietustabut | use a higher-level semantic
operation and non-standard semantic combinatorics taergsmpositional transparency. A surface-
oriented syntax as the one employed here is as economicgh#s<an be and using a constituent
structure-based combinatorics is obviously not less eaodical, if we are to consider semantic com-
binatorics part of the structural semantics in Dowty’s vi@le general rules for constituent structure
formation are used as semantic structural rules. We do rgtl@ave economical semantic combi-
natorics, we reduce it to syntactic structures. What we needhigher-level notion of quantifica-
tion, where an operator can bind several variables. Thigiaddhowever, is also required by other
natural language phenomena as argued in the generalizedifiguditerature. What about compo-
sitional transparency? In the analysis | have presentedtiegconcord is obtained by means of
standard HPSG mechanisms that allow token-identity betwagables of the same sort: a lexically
contributed monadic quantifier can be identified with theypdic quantifier contributed by several
n-words at the sentential level. This means that the contpleka lexically contributed quantifier is
underspecified.

One might prefer a slightly less economical syntax with aemoansparent semantic combina-
torics that does not use underspecification like LRS with BRi®es, and employs the traditional
semantic combinatorics instead. This would be a harmlespmmmise in favor of keeping our strong
semantic tradition. However, | have shown that a Coopeagtomechanism, the only syntactic mech-
anism that has been proposed to accommodate polyadic figssnis not flexible enough to allow a
systematic syntax-semantics for negative concord, foilaimeasons as other accounts that use a
functional type theory with lambda calculus. The presergiyais thus remains the only one that
accounts for negative concord in a way that is compatibla stsyntactic and semantic conditions.

In conclusion, going back to Dowty’s view that natural langais compositional and linguists
must find the adequate way to define this property, it is ingmdror linguistic theory that the mecha-
nism we traditionally use to define compositionality is nikdwaed to prevent us from accounting for
empirical phenomena that do not comply with the notion of positionality that we have created. If
this kind of situation occurs, it may be an indicator that we ia need of a refined mechanism, and
we should continue to consider alternatives to our defimitibcompositionality.

| have brought evidence here that negative concord in R@anaindicates a deficiency in our
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traditional understanding of compositionality. Giventthagative concord is the rule rather than the
exception in the languages of the world (see Haspelmathtb)20this shows that the mechanism we
have at the moment needs reconsideration of alternative®fohich is the analysis presented here
in Chapter 5.
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Definitions for Section 5.2

(440) (Intended modeld,;)
Extensions to Definition 3.2 of Sailer (2003, pp. 117-118 pn&95)

We enrich the set of species given in Sailer (2003) with thditechal species il'r,;:
elist, nelist no, some andevery corresponding to (sequences B%)1 terms. Thus:

Sry1(( ) = elist
for eachr € Type, for eachn € N, for eachoy -, a1, ..., an r € Ty1,
Sryi(ai,7, @27, ..., a7 )= Nelist

for eachr € Type, for eachn € N°, for eachiy, 4o, ..., 4, € NT,
for eachw;, -, viy 7, ..., vi,, » € Var, for eachoyr, oy, ..., cup, B € Tyl,

Sry1((NO(iy 7y oo iy ) (0115 .00 ) (Bt) )¢)= NO,
for eachr € Type, for eachn € N*, for eachiy, is, ..., 1, € NT,
for eachv;, -+, viy 7, ..., vs, » € Var, for eachay, asa, ..., oun, By € Tyl,

STyl((SOME(’UZ'LT, ceey 1),-”77)(0@1, ...am)(ﬂt))t): some

for eachr € Type, for eachn € N*, for eachiy, is, ..., i, € NT,
for eachv;, ,viy 7, ..., vs, » € Var, for eachay, aso, ..., aun, B € Tyl,

STyl((EVERY(’UZ'LT, ceey ’l)imT)(Oétl, ---atn)(ﬂt))t): every

We enrich the set of attributes given in Sailer (2003) withstn attributes introduced by
nelistandgen-quantifiein I'r,;. Thus:

for eachr € Type, for eachn € N, for eacha1, ara, ..., ary € Ty1,
ATyl(FIRST)((aTIa Q72,5 -y aTn)) = Qry,
A7y 1 (REST)(0r1, atr2, ooy 7)) = (Qtr2, vy ),

269



270 APPENDIX A. DEFINITIONS FOR SECTION 5.2

for eachr € Type, for eachn € N, for eachiy, io, ..., i, € NT,

for eachw;, -, viy 7, ..., v;,, » € Var, for eachoyr, oy, ..., oup, By € Tyl,

for eachNO(vj, 7, ..., Vi, 7 ) (041, ...oun ) (Br) € Tyl,
A1y it (VAR)Y(NO(Vi, 7y ey Vi 7 ) (@t o0 ) (Be))= (Vi 7 -0y iy 7 ), @ND
A1yt (RESTRYNO(vi, 7y -y Vi 7 ) (@15 oot (Br))= (vt .. i), @Nd
A1y1(SCOPE)YNO(viy s oy Vi, v ) (g1, -0t ) (B2))= Bt

for eachr € Type, for eachn € NT, for eachiy, is, ..., i, € NT,

for eachw;, -, viy 7, ..., v;,, » € Var, for eachoyr, oy, ..., oup, By € Tyl,

for eachSOME (vi, 7, ..., i, 7)(u1, ...aun)(Br)) € Tyl,
Aryi(VAR)(SOM E(viy vy ..y iy 1) (@1, -0 ) (Be))= (Viy 7y -05 Vi ), @Nd
A7 1 (RESTRYSOME(vi, vy ..., Vi, ) (@1, .0t ) (Bt))= (o1, -, o4 ), @nd
A1y1(SCOPE)SOME (v, 7y ..., Viy, 7 ) (1, - 0ttn ) (1)) = Bt

for eachr € Type, for eachn € NT, for eachiy, is, ..., i, € NT,

for eachw;, -, viy 7, ..., v;,, » € Var, for eachoyr, aue, ..., oup, B € Tyl,

for eaChEV ERY (vi, r, ..., i, =) (1, ...aun) (Br)) € Tyl,
Aryi(VAR)(EV ERY (Vi) ry oy Vi 7 ) (@1, .0t ) (Be))= (Vi 75 -0y iy 7 ), @ND
A7 1 (RESTR)EV ERY (Vi) 7y .-y Vi 7 ) (Qt1,5 .0t (Br))= (vt .. gy ), @nd
A71y1(SCOPE)EV ERY (Vi 7y -y Vi, r) (i1, -t ) (B1))= Bt

(441) (Extension ofMmeobjects)
Extensions to Definition 3.9 of Sailer (2003, pp. 123-124 an8o6)

We specify the extension of the additioriBl1 terms (i.e. generalized quantifiers) that
do not appear in the grammar 642 in Sailer (2003). Thus:

if S(U)C no,
such that there ar@1, v2, ..., vn), (a1, a2, ..., ), t € Upyr, With
(v1,v2, ..., vy,) = TH(:VAR)(U),
(a1, 9, ..., ap) =TI (:RESTR(U),
t = T1(:VAR FIRST TYPE)(U)
{[u]}A=1if
for eachds, ds, ...,d, € D,y
Joq pMA /dl=0or .. .,
or Ja }MAln/dnl= 0,
or {[[TI (ZSCOPIE)(U)H}M’A[(”l yeoesUn) /(d1yeesdin)] = 0,
else 0.

if S(U)C some
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such that there ar@1, v2, ..., vn), (a1, a2, ..., ), t € Upyr, With
(v1,v2, ..., vy,) = TH(:VAR)(U),
(a1, 9, ..., ap) = TI((RESTR(U),
t = T1(:VAR FIRST TYPE)(U)
{[u]pMA=1if
there existly, da, ...,dn € Dg w1
{ay pMA/dil=1 and ...,
and{a,, pM-Aln/dn]= 1
and{[T; (:scopB(u)]}M-ALvL - vn)/(disedn)l= 1
else 0,
if S(U)C every
such that there ar@1, v, ..., vn), (a1, @2, ..., ), t € Upy, With
(v1,v2, ..., vy,) = T{(:VAR)(U),
(a1, 9, ..., ) = TI(:RESTR(U),
t = T1(:VAR FIRST TYPE)(U)
{[u]pMA=1if
for eachd;,dy, ...,d,, € D w
if {o}MA /=1 and ...,
and{a,, pM-Aln/dn]= 1,
then{[7} (:5cOPB(u) 1AL v-vn) (1=

else 0,

SR
Extensions to Definition 3.12 of Sailer (2003, pp. 125-126 pr396)

In the following we ensure that th€y1 objects introduced in addition to Sailer (2003)
and their equivalence classs of objects inl'7,; have the same extension. Thus:

for eachu € Ury1, such that S) C list,
if S(u) C elist, then,

SE([u]) = (),
if S(u) C nelist then,
SE([u]) = (SR([T(:FIRSTYw)]), (SR([Ti CREST)(u)]))),
for eachu € Ury1, such that S{) C me
if S(u) C no, then,
SR([u]) = (NO(SR([Ti (:VAR) (v)])) (SR([Ti (:RESTR(u)])) (SR([Ti (:SCOPE(u))))),
if S(u) C somethen,
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SR([u]) =
(SOME(SR([Ti (:VAR) (w)])) (SR([Ti CRESTR (u)])) (SR([T (:SCOPB(u)]))),
if S(u) C every then,
SR([u]) =
(EVERY (SR([Ti (:VAR) (u)])) (SR([T; (RESTR(u)])) (SR([T} :SCOPB(u)]))).
(443) (%)

Extensions to Definition 3.16 in Sailer (2003, pp. 127-128 pp. 396—-397)

We ensure that th&y1 notation of generalized quantifiers and sequences/ listBydf
terms receive an appropriate AVM description when usedergtammart'r,;. Thus:

foreachl € L,
if I =(), then
I* = elist,
if 1 =(ar1, a2, ..., ), then
:~nelist
[* =] anda*,[:FIRST/]
and (a2, ... )*[REST/]
for eacha € Tyl1,
if o= (NO(vi, 7y, Vi, 7 ) (0415 .0t ) (Br) )2, then
:~NO
and :TYPE~truth
o = | and (vi, ry..., vi,, ) [VARI] |,
and (a1, ...awn ) *[}RESTRI/]
and 8;[:SCOPE/}
if a« = (SOME(vi, r,.... i, 7) (1, ...0un ) (Bt) ), then
:~some
and :TYPE~truth
o = | and (v, 7, ..., vi, ) [VAR/:] |,
and (a1, ...aun)*[[RESTRI/]
and 3;[:SCOPE/}
if o = (EVERY (Vi) 7, ..., Vi, 7) (1, ...0un) (B¢) )2, then
~every
and :TYPE~truth
o = | and (vi, 7y ..., vi,, ) [}VAR/] |.
and (aq1, ...apn)*[RESTR/]
and 3;[:SCOPE/}
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