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Chapter 1

Introduction

1.1 Scope

Ever since the advent of modern linguistics in the 1950’s, propelled by early works of an
MIT linguist, Noam Chomsky (especially, Chomsky (1957) and Chomsky (1959)), syntactic
trees have played an important réle in linguistic explanation. Different behaviour of different
syntactic entities has often been explained by their differing tree-configurational positions.

The most general aim of this study is to show that the réle of tree-configurationality is much
less important than often assumed, and that various phenomena should rather be analysed
with the help of other linguistic mechanisms. In particular, this study deals with two areas of
syntax in which tree-configurationality is supposed to be directly manifested, namely, syntactic
case assignment and the complement/adjunct dichotomy.

In both areas, we present formal syntactic accounts of the relevant phenomena which do not
rely on tree-configurationality. In fact, we argue that, in both cases, configurationality-based
analyses are at best unmotivated, and at worst empirically wrong and untenable.

The main empirical basis of this study is Polish, a West Slavic language with a number of
interesting case and valency phenomena. Thus, most of the empirical results obtained below
will be of particular relevance to Slavic linguistics. However, when developing the general
approaches to case assignment and to the complement/adjunct dichotomy, we will briefly look
at phenomena from other languages, as different as English, German, Korean and Finnish,
and attempt to obtain a cross-linguistically valid theory.

In the remainder of this Chapter, we explicate our methodological assumptions (§1.2), explain
the basic terminology and abbreviations (§1.3), and outline the organization and the main
results of this study (§1.4).
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1.2 Method

1.2.1 Generative Linguistics

This study is firmly set within the generative linguistics tradition. Since the term generative
is often used in a very restricted sense, referring to whatever is the current theory advocated
by Noam Chomsky and his colleagues, we feel obliged to cite the relevant dictionary entries
here (emphasis ours):

generative grammar n. 1. A grammar for a particular language which at least
enumerates and usually also characterizes (assigns structures to) all and only the
well-formed sentences of that language... Such a grammar differs from other
approaches to grammatical description in that it is fully ezplicit, leaving nothing
to be filled in by a human reader. The notion of a generative grammar in this
sense was introduced by Chomsky (1957)... 2. Any particular theory of grammar
which has as its goal the construction of such grammars for particular languages.
3. The enterprise of constructing such theories of grammar. . .

(Trask, 1993, p.117)

[A] generative grammar is a set of formal rules which projects a finite set of sen-
tences upon the potentially infinite set of sentences that constitute the language as
a whole, and it does this in an explicit manner, assigning to each a set of structural
descriptions... In recent years, the term has come to be applied to theories of
several different kinds, apart from those developed by Chomsky, such as Arc-Pair
Grammar, Lexical Functional Grammar and Generalized Phrase-Structure Gram-

mar. ..
(Crystal, 1997, pp.166f.)

Thus, the main objective of a generative linguist is to develop a formal and explicit theory
that can predict which sentences of a language are grammatical, and assign them linguistically
sound structures.

Of course, developing a complete theory of a given language is a formidable task, so linguists
must be content with developing theories of parts of a language, usually concentrating on
specific phenomena. This is exactly what we will do here, with the relevant linguistic areas of
interest being case assignment and the complement/adjunct dichotomy.

1.2.2 Descriptive Adequacy

There is a well-known hierarchy of generative grammars, also dating back to Chomsky’s oeuvre.
A grammar of a language is observationally adequate if it correctly decides which sentences
belong to the language, i.e., which are grammatical and which are not. A grammar is de-
scriptively adequate if it accurately reflects native speakers’ knowledge of the language; such
a grammar must in particular reflect all valid generalizations about the language. Finally, a
grammar is said to be explanatorily adequate if it is psycholinguistically valid, in particular,
if it reflects the acquisition of language.
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Now, it is a truism that developing an explanatorily adequate grammar of a language is an aim
much more important and exciting than developing a grammar that is merely observationally
or even descriptively adequate. Accordingly, much of present-day linguistics is involved in
a quest for explanatorily adequate theories of language. The consequence of this is that
developing a grammar which is simply descriptively adequate is sometimes regarded to be a
menial task, unworthy of a modern linguist.

However, the view implicit throughout this study is that, important advances in psycholin-
guistics notwithstanding, our present-day knowledge of matters such as acquisition of syntax
and innate linguistically-related properties of human brains is so sparse that any attempt at
developing such an explanatorily adequate theory must be highly stipulative in nature (a pure
guess-work, in fact).!

There is a related important problem concerning the search for an explanatorily adequate
grammar: linguists seem to often forget that the prerequisite for such a successful grammar or
theory of language is that it also be descriptively (and, of course, observationally) adequate.
What use is there of a computer program which is fast and equipped with a sparkling Graphical
User Interface if it does not do the job it is supposed to do? What use is there of a proof
of a theorem which is elegant and brief, but contains non-sequiturs? Similarly, grammars or
theories of grammar which are claimed to be psycholinguistically valid or aesthetically elegant
are worthless if they do not reflect empirical linguistic facts. This is a truism which is ignored
surprisingly often.

In this study, we will take a more realistic, but still very difficult tack and attempt to develop
theories which are descriptively adequate. In consequence, we will avoid sweeping uncomfort-
able facts under the rug only because they ruin the elegance of the theory. This, together with
the explicitness and formality aimed at in this study, means that, for example, we will not
be satisfied with ‘principles’ such as (1.1), however elegant they seem and however common
is the linguistic practice of proposing ‘principles’ at this level of vagueness (even if sprinkled
with some technical notions).

(1.1) Assign accusative whenever possible.

Instead, we will adopt a formalism which allows stating generalizations in a precise and explicit
manner, even if this occasionally means giving up elegance. In other words, this is a linguistic
study, with linguistics treated as Science and not as Art.

1.2.3 Eclecticism

The analyses obtained in this study are cast within Head-driven Phrase Structure Grammar
(Pollard and Sag, 1994), a formalism which, both, has sound logical foundations and is a fully
fledged linguistic theory.

Head-driven Phrase Structure Grammar (HPSG), which will be briefly described in §2.1, is
an eclectic theory of language, borrowing freely from Generalized Phrase Structure Grammar

LA very readable overview of the current state of psycholinguistics, which licenses this view, can be found
in Altmann (1997).
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(GPSG), Government and Binding theory (GB), Lexical-Functional Grammar (LFG), Cate-
gorial Grammar (CG), and from other linguistic formalisms. In this study, we will maintain
this eclectic tradition and develop our approach in relation not only to previous HPSG work,
but also to Chomskyan linguistics (GB, Minimalism) and to Lexical-Functional Grammar, as
well as, occasionally, other linguistic theories. This distinguishes this study from, say, most
work within GB or the Minimalist Program (MP), in which cross-theoretical citations are very
rare.

This does not mean, of course, that we intend to spurn work done within other traditions; there
is simply so much literature even within one theory, that choices must be made. We decided
to concentrate on theories which are historically close to HPSG and which, at the same time,
have something to say about topics central to this study, such as case assignment in Slavic
and the complement/adjunct distinction. Among the approaches that, to our regret, had to
be by-and-large ignored here, solely because of the time and space constraints, are various
dialects of Dependency Grammars (Mel’¢uk’s Meaning-Text Model, Functional Generative
Description of Haji¢ova, Panevova and Sgall, Hudson’s Word Grammar), Categorial Grammar,
and Relational Grammar.

1.2.4 Conservatism and Modularity

A final methodological point we want to make concerns the importance of being conservative
and developing analyses which are modular.

It is usually assumed, and we adopt this assumption here, that language is a complex system
and that, ideally, in order to fully describe one phenomenon in all its interactions, one should
describe not less than the whole language. Of course, at the present stage of linguistic knowl-
edge this is impossible, so the next best strategy is to describe the given phenomenon (or
phenomena) on its (or their) own, but having in mind existing analyses of other phenomena
and constantly checking for compatibility of these different analyses. This is what we will
try to do in this study; in fact, some of the motivation for our approach to case assignment
developed in Part I comes from the considerations of compatibility of case assignment with
other modules of the grammar.

Theoretical linguistics as we know it today is a relatively young science and changes often
have a revolutionary, rather than evolutionary character. Unfortunately, this often hampers
the development of the field, as linguists must be preoccupied with re-formulating old analyses
within new sets of assumptions, instead of building on previous work and developing better
analyses of more advanced phenomena.?

In this study we attempt to be as conservative as possible. This means that we will often
put more effort into modifying and improving existing intuitions and analyses, than into
building new analyses from scratch, without any regard to already existing (even if flawed)
accounts. The disadvantage of this approach is that the results will sometimes look less than
spectacular, but the advantage is that they will, we hope, advance the science instead of simply
reformulating it.

2An especially drastic example is the recent replacement of Government and Binding theory (Chomsky,
1981, 1986a,b), with a host of often interesting and detailed analyses of various phenomena, by so-called
Minimalist Program (Chomsky, 1995c), much vaguer and largely programmatory in character.
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1.3 Terminology and Abbreviations

Overall, we assume the terminology common in generative linguistics, especially, in HPSG.
Some of it will be made precise at the beginning of relevant Parts (e.g., case at the beginning of
Part I, adjunct at the beginning of Part II). Here, we will just briefly explain some important

or potentially confusing terms.?

1.3.1 Configurationality

The notions configurational and non-configurational will occur in this study especially often.
Relatively pretheoretically, configurationality pertains to positions within syntactic trees. For
example, assuming the simplistic syntactic tree (1.2b) for the sentence (1.2a), relations such
as ‘a daughter of the VP’, ‘the sister of the NP John’ or ‘the mother of the verb likes” are all
tree-configurational relations.

(1.2) a. John likes Mary.
S

b. NP VP
| N
N A% NP
John  likes |
N

Mary

Within particular theories, the situation is most clear in LFG: here, the term configurational
pertains to the c-structure. On the other hand, the f-structure is a non-configuration level of
representation.

In Principles and Parameters (P&P), the usual syntactic trees constitute the configurational
part of the representation, with, e.g., #-roles and features being non-configurational bits of
relevant representations (although, of course, they are present on particular configurational
tree nodes).

Finally, within HPSG, we will call configurational whatever pertains to values of the DTRS
attribute. By contrast, values of SYNSEM represent non-configurational information.*

In this study, we will call those analyses or approaches configurational, which rely on (or refer
to) such configurational levels of representations.

1.3.2 Adverb, Ad-verbal and Adverbial

By dependents of a head, we mean both arguments and adjuncts combining with this head.
Arguments can be further partitioned into subject and complements,® and perhaps also a

3See also §2.1.4 on the notion lezical as used in this study.
4See §2.1 below for a brief characterization of HPSG.
*Note that complements are not restricted to controlled arguments, as they are in LFG parlance.
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specifier, in case of nominal heads. Adjuncts combining with verbal heads will also be called
adverbials. Moreover, we will use the notions adjunct and modifier interchangeably, although
we will try to avoid the latter term as its meaning varies considerably in different traditions.

Adverbials should be carefully distinguished from adwverbs, which are simply lexical items
belonging to a certain morphosyntactic category, just like verbs, nouns, prepositions and
adjectives. This means that there may be complements headed by adverbs (e.g., badly in
He behaved badly), and adverbials not headed by adverbs (e.g., two hours in She waited two
hours).

Since we will sometimes talk about dependents of particular morphosyntactic classes of heads
(e.g., of verbs or nouns), we also need terms such as ad-verbal, ad-nominal and ad-prepositional.
Thus, for example, adverbials can be defined as ad-verbal adjuncts. Much confusion in linguis-
tic literature results from not distinguishing the notions behind the terms adverbial, ad-verbal
and adverb.

In summary:

e ad-verbal, ad-nominal, etc. = combining (or occurring) with verbs, nouns, etc. (respec-
tively);

o dependents = arguments + adjuncts;
o arquments = subjects (+ specifiers) + complements;
e an adverbial = an ad-verbal adjunct;

e an adverb = an element of a morphosyntactic category opposed to the categories verb,
noun, adjective, etc.

1.3.3 Abbreviations

Below, we list the abbreviations used in this study.

Cases:
nom nominative
acc accusative
dat dative
gen genitive
ms instrumental
loc locative
v0C vocative
ill illative
Numbers:

61n this study, we will be concerned mainly with ad-verbal dependents, and only to a much lesser extent
with ad-nominal and ad-prepositional complements and adjuncts.
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59 singular

pl plural
Persons:

1st first person

2nd second person

3rd third person
Genders:

masc masculine

fem feminine

neut neuter
Tenses:

fut future

pres present

pst past

Other morphosyntactic categories:

POSS possessive

adj adjective

adv adverb

grnd gerund

nf infinitival

fin finite

1mpers impersonal

-no/-to -no/-to impersonal
pass passive

Passp passive participle
pstp past participle ([-participle)
advp adverbial participle
adjp adjectival participle
subj subjunctive

mnd indicative

cl clitic

Functional words, etc.:

NM negative marker
RM reflexive marker
Aux auxiliary
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Dist distributive element
Q question particle
Cond conditional particle
Self anaphoric pronoun
Emph emphatic element
Expl expletive element
Theories:
GB Government and Binding
MP Minimalist Program
P&P Principles and Parameters (= GB + MP)
RG Relational Grammar
CG Categorial Grammar
LFG Lexical-Functional Grammar
GPSG Generalized Phrase Structure Grammar
HPSG Head-driven Phrase Structure Grammar
SRL Speciate Re-entrant Logic
RSRL Relational Speciate Re-entrant Logic
DCG Definite Clause Grammar

Theoretical Constructs:

GoN Genitive of Negation

LD GoN Long Distance Genitive of Negation

NC Negative Concord

CC Clitic Climbing

VPE Verb Phrase Ellipsis

LF Logical Form (in GB)

ECP Empty Category Principle (in GB)

CED Condition on Extraction Domains (in GB)
ID Immediate Dominance

LP Linear Precedence

LR Lexical Rule

DLR Description-level Lexical Rule (in HPSG)
MLR Meta-level Lexical Rule (in HPSG)

AELR Adjunct Extraction Lexical Rule (HPSG)
CELR Complement Extraction Lexical Rule (HPSG)
NP Noun Phrase

VP Verb Phrase

PP Preposition Phrase

AP Adjective Phrase

AdvP Adverb Phrase

XP, YP any phrase
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1.4 Organization and Overview of Results

This study is divided into two main Parts, which are to some extent independent:” Part I, on
case assignment, and Part II, on the complement/adjunct dichotomy.

Part I consists of three Chapters. Chapter 3 summarizes the main features of previous ap-
proaches to case assignment, concentrating on accounts within generative linguistics, espe-
cially, within GB, LFG and HPSG. Chapter 4 presents a fully non-configurational analysis
of syntactic case assignment; although such an analysis is often assumed in LFG, and has
been alluded to in HPSG, it has never (to the best of our knowledge) been explicitly and
formally developed in generative linguistics. Finally, in Chapter 5, we apply this analysis to
a number of interesting case phenomena in Polish. In particular, we give various criteria for
distinguishing two kinds of case assignment, namely, inherent/lexical and structural (§5.1),
we develop a formal account of so-called Genitive of Negation, concentrating on issues usually
neglected in the literature (§5.2), we deal with complex case patterns within various types of
numeral phrases (§5.3), and we present an analysis of case assignment to predicative phrases
(§5.4). Although all these phenomena have been dealt with in generative literature, our ac-
count considerably extends the empirical coverage of those analyses, and at the same time
shows that a successful analysis does not have to rely on configurationality of case assignment
(in fact, resulting analyses are often simpler and more elegant when no such configurationality
is assumed).

Part II is, admittedly, more eclectic than Part I. Chapter 6 summarizes previous approaches to
the complement/adjunct distinction, especially those within generative linguistics (GB, LFG,
HPSG). The results of the next two Chapters, 7 and 8, are mainly negative: they purport to
show that various arguments for a configurational construal of the complement/adjunct di-
chotomy do not stand scrutiny. In particular, Chapter 7 shows that probably the most famous
argument for such a tree-configurational distinction, based on the behaviour of the ‘proform’ do
so in English, cannot tell us anything about syntactic positions of complements and adjuncts
simply because, as we show in painful detail, do so is a clear case of a pragmatic anaphor,
referring to conceptual objects rather than pieces of syntax. Similarly, Chapter 8 examines
various phenomena in Polish whose analyses often rely on configurational complement /adjunct
distinction and shows that neither of these phenomena correlates with any intuitive under-
standing of the dichotomy at hand. Although these seem to be solely negative results, there
is a positive side to them: in the process of refuting current analyses of these phenomena, we
attempt to develop more valid intuitions and generalizations, which may eventually lead to
more robust accounts.

Chapter 9, on the other hand, is purely analytical: it reviews various non-configurational ap-
proaches to the complement/adjunct dichotomy existing in HPSG, adopts one of them and de-
velops it in formal detail. Perhaps the most important result of this Chapter is its by-product:
an HPSG analysis of quantification which substantially improves on other such accounts.
Then, in Chapter 10, the last Chapter of Part II, we present additional cross-linguistic argu-
ments for the non-configurational approach to the complement/adjunct dichotomy, all based

"In general, some effort has been put into making particular Chapters accessible on their own, without the
need to read previous Chapters. Where this is not fully possible, as in case of Chapter 5, which relies on the
results of Chapter 4, the main points should be understandable (even to a reader with only cursory knowledge
of HPSG) from the text surrounding the technical bits.
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on syntactic case assignment, and then extend to adjuncts (and slightly revise) the analysis
of case assignment in Polish reached in Chapter 5.

Finally, various parts of the account developed in this study are collected and fully formalized
in the Appendix A.

Before we move to the main body of this thesis, however, some background information about
HPSG and about Polish is in order.



Chapter 2

Background

2.1 HPSG

The aim of this section is to make this study more accessible to readers without any knowledge
of Head-driven Phrase Structure Grammar. It attempts to briefly explain the most basic
assumptions and mechanisms of HPSG.

However, this is not an introduction to HPSG, for at least two reasons. First, what we say
here is not always precise or even strictly true: we find it simply impossible to introduce HPSG
in a precise manner in a couple of pages. Second, due to space limitations, we concentrate
here only on some (most basic) aspects of HPSG. Important parts of the HPSG theory which
we will ignore in this introduction include:

e word order (see, especially, Reape (1992, 1994), Kathol (1995, 1999), and also Penn
(1999));

e extraction (see Bouma et al. (1999b) and references therein);

e semantics (see Pollard and Sag (1994, ch.8), Pollard and Yoo (1998) and Kasper (1997),
as well as Richter and Sailer (1997, 1999b) and Copestake et al. (1997) for other ap-
proaches);

e phonology (see Klein (1993), Bird and Klein (1993, 1994), Bird (1995), and Hohle (1999)
for a different approach).

Unfortunately, at the time of writing this study, no general introduction to HPSG is available.
The original introduction to HPSG, i.e., Pollard and Sag (1987), is now severely out-of-date.
The standard HPSG reference is Pollard and Sag (1994), which, however, is not really an
introductory text. Finally, Sag and Wasow (1999) is an introduction to syntax based on
HPSG-like mechanisms and assumptions, but not itself an introduction to HPSG.

13
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2.1.1 Basics

HPSG is a full-fledged generative linguistic formalism with sound logical foundations.! Tt is
a successor to GPSG (Gazdar et al., 1985), influenced by other linguistic theories, especially,
LFG, GB and CG. Unlike GB and MP, though, HPSG is a monostratal (non-derivational)
theory of language.

HPSG grammars consist of a type hierarchy (‘signature’) and a set of constraints (‘theory’);
hence, HPSG belongs to the family of constraint-based formalisms. The type hierarchy defines
potential linguistic objects, while constraints decide which of these potential linguistic objects
are actual linguistic objects. Moreover, the type hierarchy specifies which features may be
borne by objects of which types.

To take a concrete example, consider the type hierarchy below, a part of a larger type hierarchy.

(2.1) sign
TN

word  phrase

This simple type hierarchy says that there are (or rather, may be) linguistic objects of type
sign, and each such object must also be of type phrase or type word, but not both of them at
the same time. In other words, (2.1) says that objects of type sign are partitioned into word
and phrase.

Moving now to features, a little more realistic type hierarchy, together with some feature
specifications, is given in (2.2).

(2.2)
object
[ sign synsem phon-structure [ head-structure ]
PHONOLOGY phon-structure HEAD-DTR $Sign
[SYNSEM synsem J [ J

T

word phrase
DAUGHTERS head-structure

What this (still very partial) type hierarchy says is that each object is either a sign, a synsem,
a phon-structure or a head-structure, with each sign being either a word or a phrase. However,
in addition, it says that each object of type sign (hence, each word and each phrase) has two
features, namely, PHONOLOGY, whose value is an object of type phon-structure, and SYNSEM,
whose value is of type synsem. Moreover, phrases (but not words) additionally have the feature

'See Appendix A on logical foundations of HPSG.
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DAUGHTERS, whose value, of type head-structure, represents the configurational information.
And finally, objects of type head-structure have the sign-valued feature HEAD-DTR, and some
other features, which we will ignore for a moment.?

Of course, the intuition behind this type hierarchy is that the main type of linguistic ob-
jects, i.e., signs, have as their components some phonological structure (the value of PHONOL-
0GY), and some syntactico-semantic specification (the value of SYNSEM), that both words and
phrases are such Saussurian signs, and that the main difference between words and phrases is
that the latter, but not the former, have a constituent structure (the value of DAUGHTERS).

Such type hierarchies, as they get larger, quickly become unwieldy, so it is a common HPSG
practice to display them in a piecemeal fashion (e.g., just the subhierarchy for sign, as in (2.1))
and to use abbreviations (e.g., PHON for PHONOLOGY, DTRS for DAUGHTERS, etc.). A list of
most common such abbreviations can be found in §2.1.5 below.

We still have not said anything about constraints. Intuitively, they are rules or specifications
that all objects must obey. In order to explain them, we must first extend the type hierar-
chy (2.2). Let us first look closer at objects of type synsem, a type that will occur very often
in this study.

There are two features appropriate to synsem, namely, LOCAL, with values of type local,
and NONLOCAL with values of type nonlocal. We will ignore nonlocal objects for the time
being. As far as local objects are concerned, they have three features: CATECORY with
values of type category, CONTENT with content values and CONTEXT with context values.
CONTENT and CONTEXT represent, roughly, the semantic and pragmatic information of a
given sign. CATEGORY, on the other hand, represents the (morpho-)syntactic information,
with the exception of constituent structure (which is represented by DTRS), and has three
features, namely, HEAD (the value is of type head), VALENCE and ARG-ST (we will deal with
values of the last two in a short while). In summary, each object of type synsem has the
following basic structure:

synsem
[ tocal 1
category
HEAD head
CATEGORY
(2.3) LOCAL VALENCE ...
ARG-ST ...
CONTENT content
| CONTEXT contert ]

| NONLOCAL nonlocal

Of course, the types local, nonlocal, category, etc., must be explicitly added to the type hier-
archy (2.2); they all happen to be immediate subtypes of the type object.

Now, we are in the position to state the most famous HPSG constraint, i.e., the HEAD FEA-
TURE PRINCIPLE (a slightly simplified version):

%<7 is not part of the official notation; it is just our informal means of saying that there may be more

features appropriate to head-structure.

3Having the same names for a feature and for the type of its value is slightly confusing. However, typo-
graphical conventions (CAPITAL LETTERS for a feature names, italic shape for type names) should make it a
little less confusing.
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(2.4) HEAD FEATURE PRINCIPLE:

SYNSEM|LOCAL|CATEGORY|HEAD

phrase —
DTRS|HEAD-DTR|SYNSEM|LOCAL|CATEGORY|HEAD

What this constraint says is that, for each linguistic object, if that object can be described by
the left hand side of ‘=, then it can be described by the right hand side of ‘—’. More specif-
ically, for each object, if that object is of type phrase, then the value of its SYNSEM. .. HEAD
must be equal to the value of its DTRS. .. HEAD. This is what the double occurrence of the
tag (or variable) [1] means: whatever is the value of SYNSEM. ..HEAD must also be the value
of DTRS...HEAD.* In other words, the morphosyntactic features (i.e., the HEAD value) of
the mother in a syntactic tree must be identical to the morphosyntactic features of the head
daughter.

This is where it becomes clear that constrains limit the space of possibilities given by type
hierarchies. Assuming that head has subtypes such as verb, noun, etc. (see (2.5) below), the
type hierarchy so far allows, e.g., phrases such as (2.6).

(2.5) head

verb  moun

[ phrase
PHON ...
synsem
local
category
HEAD verb
CATEGORY
SYNSEM LOCAL VALENCE ...
(2.6) ARG-ST ...
CONTENT content
| CONTEXT context J
| NONLOCAL nonlocal J
head-structure
sign
DTRS | HEAD-DTR
SYNSEM|LOCAL|CATEGORY |HEAD noun

However, any object satisfying the description in (2.6) would violate the HEAD FEATURE
PRINCIPLE (2.4) because the value of this object’s SYNSEM|LOCAL|CATEGORY|HEAD would be
different from its DTRS|[HEAD-DTR. ..HEAD (the former would be of type verb, the latter of
type noun). That is, although the type hierarchy alone licenses structures such as (2.6), the
full grammar, containing the constraint (2.4), does not.

Before we move to the phrase structure component of HPSG, a note on HEAD values is in
order. According to Pollard and Sag (1994), there are two immediate subtypes of head, namely,
substantive and functional, with substantive further partitioned into noun, verb, adjective and

4The number ‘1’ in [1] is inessential; (2.4) would be exactly the same principle if both occurrences of [1] were
replaced by, say, [927]. Compare curvy lines linking feature values in LFG.
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preposition, and functional partitioned into marker and determiner. Taking into consideration
also some of the features appropriate for various subtypes of head, a type hierarchy for HEAD
values which is more realistic than that in (2.5) is given in (2.7) (for English).

(2.7)

head

T

[ substantive ] functional

PRD boolean /\

MOD mod-synsem .
y marker determiner

verb :| adjective [ preposition :|

noun
[CASE case] VFORM wform PFORM pform

Let us briefly explain these new features, as well as their values. First, PRD (for predicate)
indicates whether a given sign is used predicatively or non-predicatively; its values are, corre-
spondingly, + and — (these are the only two subtypes of boolean).

(2.8) boolean

P
+ —

Second, the value of MOD may either be of a special type none, or of the familiar type synsem.
If the value of a sign’s SYNSEM|. .. |[HEAD|MOD is none then this sign does not modify other
signs. On the other hand, if it is synsem, then this sign does modify some other sign and,
moreover, the SYNSEM value of this modified sign is equal to (structure-shared with) this MOD
value.

Third, the type case is assumed to have nominative and accusative as its subtypes in English,
but this case hierarchy will be substantially extended in §3.4.2 and in Chapter 5. Moreover,
in languages, such as Polish, in which adjectives inflect for case, the feature CASE must also
be present on adjectives.

Fourth, possible subtypes of vform will depend on what verbal forms a given language has
at its disposal. In English, vform is assumed to have at least the following subtypes: finite,
mfinitive, gerund, base, passive-participle, present-participle, and past-participle.

Finally, also values of PFORM will depend on a given language; in English they include to, of,
for, etc.

The final property of HPSG type hierarchies of the kind illustrated in (2.1), (2.2), (2.5) or
(2.7) that we would like to point out is that they do not have to be trees but may be any
partial orders. In particular, HPSG allows for multiple inheritance type hierarchies, i.e., for
types to be subtypes of several different types and to inherit their feature specifications. For
example, gerunds, exhibiting some nominal and some verbal properties, might be described as
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having the HEAD value of type gerund, where gerund is a subtype of, simultaneously, nominal
and verbal:

substantive

(2.9) [ nominal } [ verbal }

CASE case VFORM wform

noun gerund verb

According to (2.9), objects of type gerund bear both CASE and VFORM features.?

2.1.2 Phrase Structure Rules

So far, we have seen types, features and constraints. Where do phrase structure rules come
in in Head-driven Phrase Structure Grammar? The answer is that they are encoded as a
constraint. Before we can look at this constraint, though, we have to say more about values
of DTRS, VALENCE and ARG-ST, as well as about list-valued features.

Some features are assumed to have as their values lists of objects of a certain type. For
example, ARG-ST, a feature encoding a sign’s syntactic argument structure, has values of
parametric type list(synsem). Similarly, VALENCE has values of type walence, which in turn
has three features encoding a sign’s combinatory potential (to be explained below), namely,
SUBJECT, SPECIFIER and COMPLEMENTS, all with values of (parametric) type list(synsem,).
This means that objects of type category will all satisfy the following description:5

[ category
HEAD head
valence
(2.10) SUBJECT list(synsem)
VALENCE

SPECIFIER list(synsem,)
COMPLEMENTS list(synsem,)
| ARG-ST list(synsem)

Each of such parametric list(«) types has two subtypes: elist, i.e., the empty list, and nelist(«),
a non-empty list of objects of type a.

The use of elist can be illustrated with two constraints which ensure that the values of SUBJECT
and SPECIFIER are lists of lentgh at most 1 (i.e., there is at most one subject and at most one
specifier).

(2.11)  [suBsecT @] — (@ = elist V [ = ()

(2.12)  [speciFiEr @] — (@ = elist V [ = ()

®See, e.g., (3.5) on p.47 and (A.4) on p.420 for other examples of such multiple type hierarchies.
6The feature SPECIFIER will play only a marginal réle in this study, so we will ignore it in most of this
introduction.
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The two constraints above say that, whenever there is an object with the SUBJECT (or SPECI-
FIER) feature,” the value of this feature (i.e., ) must be either the empty list (elist, sometimes
written as ‘()’), or a one-element list (‘([0))’). These ‘principles’ illustrate well the way HPSG
tags (here, [0] and [1) work: tags with the same numbers indicate identity (also called ‘token
identity’ and ‘structure-sharing’), but only within a single description or constraint. That is,
the uses of [0] and [ in (2.11) are independent of the uses of the same tags in (2.12), just
as, say, the variable z in one mathematical formula is independent of the same variable in
another formula. Note also that the tag [0] is used in both constraints as a ‘place holder’,
which simply indicates that there is a (single) element on the list, but does not indicate any
structure-sharing (there is only one occurrence of [0] in either constraint).

Let us now turn to values of the DAUGHTERS feature, i.e., to objects of type head-structure.®
The type head-structure (abbreviated to head-struc) is assumed to have a number of subtypes,
including head-complement-structure (abbreviated to head-comp-struc), head-subject-structure
(head-subj-struc), and head-adjunct-structure (head-adj-struc). While there are three features
appropriate to all head-struc objects, i.e., sign-valued HEAD-DTR, list(phrase)-valued cOMP-
DTRS, and also list(phrase)-valued SUBJ-DTR, objects of type head-adj-struc additionally have
a phrase-valued feature ADJUNCT-DTR.?

(2.13)

head-struc

HEAD-DTR. Sign

SUBJ-DTR list(phrase)

COMP-DTRS list(phrase)
head-subj-struc head-comp-struc head-adj-struc
HEAD-DTR. phrase HEAD-DTR word HEAD-DTR. phrase
SUBJ-DTR nelist(phrase) SUBJ-DTR elist ADJUNCT-DTR phrase
COMP-DTRS elist SUBJ-DTR. elist

COMP-DTRS elist

This bit of the type hierarchy illustrates another property of such HPSG type hierarchies:
not only may subtypes add new features to those already declared on their supertypes
(cf. ADJUNCT-DTR on head-adj-struc in (2.13) or DAUGHTERS in (2.2)), but they may also
further constrain values of features already declared. For example, according to (2.13), al-
though the value of feature HEAD-DTR of head-struc objects may, in general, be any sign
(i.e., either a word or a phrase), in case of head-adj-struc and head-subj-struc, this value must
actually be of type phrase, while in case of head-comp-struc, it must be of type word. Simi-
larly, although in general the value of the feature COMP-DTRS is some list of phrases, when
this feature is present on a head-adj-struc or head-subj-struc object, this list must actually be
empty.

T According to the specifications so far, this object must be of type valence.

8 Actually, Pollard and Sag (1994) assume a more general type, which does not limit constituency structures
to headed structures only. The exact encoding of constituency will not be important in this study.

9We ignore here the subtype of head-struc relevant for realization of specifiers.
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We may now present an outline of the ‘phrase structure rule’ component of HPSG, which—as
we mentioned above—is encoded as just another, albeit rather complex constraint, schemati-
cally presented below.

(2.14)  IMMEDIATE DOMINANCE PRINCIPLE (schematic):

phrase — (ID-Schema-1 V ... V ID-Schema-n)

According to (2.14), each object of type phrase must satisfy one of n descriptions: either
ID-Schema-1, or..., or ID-Schema-n. Pollard and Sag (1994) list 6 such schemata, but for
our immediate purposes three are most relevant (see §2.1.5 for abbreviations):

SS|LOC|CAT|VAL

SUBJ elist
COMPS elist
DTRS head-subj-struc

(2.15)  ID-Schema-1 =

(2.16)  ID-Schema-2 = [ DTRS head-comp-struc |

(2.17)  ID-Schema-5 = [ DTRS head-adj-struc |

In order to explain the IMMEDIATE DOMINANCE PRINCIPLE (2.14)-(2.17), we must first
introduce another important principle, i.e., VALENCE PRINCIPLE. Since the exact technical
formulation of this principle is rather complex, we give here its natural language version:'°

(2.18)  VALENCE PRINCIPLE (ignoring SPECIFIER):
For each phrase,

a. the value of SUBJECT of the head daughter is the concatenation of the phrase’s
SUBJECT value with the list of SYNSEM values of the SUBJ-DTR value;

b.  the value of COMPLEMENTS of the head daughter is the concatenation of the
phrase’s COMPLEMENTS value with the list of SYNSEM values of the COMP-DTRS
value.

The main role of this principle is to make clear the connection between combinatory potential
of signs (encoded as values of the valence features SUBJECT and COMPLEMENTS), and their
constituent structures (encoded as values of DTRS). It simply says that the values of valence
features (i.e., SUBJECT, COMPLEMENTS) of a phrase are the values of the corresponding valence
features of the head daughter minus those elements which are syntactically realized as (non-
head) daughters.'!

Now, getting back to the IMMEDIATE DOMINANCE PRINCIPLE (2.14)—(2.17), it simply specifies
possible constituent structures of phrases.'? One possibility (cf. ID-Schema-1 in (2.15)) is that

10 Again, we ignore SPECIFIERs here, which should be added in the full formalization of the VALENCE PRIN-
CIPLE.

1Thus, the function of the VALENCE PRINCIPLE is similar to the mechanism of cancellation in CG.

12More precisely, it specifies immediate dominance structures; word order is dealt with via separate mecha-
nisms.
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the values of the phrase’s SUBJECT and COMPLEMENTS features are empty lists, and the value
of its DTRS is head-subj-struc. Since the type hierarchy (2.13) specifies that each head-subj-
struc has a phrase-valued HEAD-DTR, a nelist(phrase)-valued SUBJ-DTR, and an empty list
valued COMP-DTRS, each phrase adhering to the ID-Schema-1 will have to satisfy the following
description:

[ phrase

[ valence ]
SS|LOC|CAT|VAL | SUBJ elist
[COMPS elistJ
head-subj-struc
HEAD-DTR phrase
SUBJ-DTR nelist(phrase)
COMP-DTRS elist

(2.19)

DTRS

This phrase, moreover, must satisfy the VALENCE PRINCIPLE (2.18). Let us start with the
second part of this principle, i.e., (2.18b). What it says is that the COMPS value of the head
daughter is a list concatenation of the cOMPS value of the phrase with the list consisting of
the SYNSEM values of the elements of the COMP-DTRS list. However, both the comPps list of
the phrase and its COMP-DTRS list are empty lists (elists), so also the concatenation is the
empty list. This means that the cOMPS value of the head daughter is elist:

[ phrase
valence
SS|LOC|CAT|VAL | SUBJ elist
COMPS elist
(220) head-subj-struc
phrase
HEAD-DTR )
DTRS SS|LOC|CAT|VAL|cOMPS elist
SUBJ-DTR nelist(phrase)
COMP-DTRS elist

Similarly, the (2.18a) part of the VALENCE PRINCIPLE relates the SUBJ value of a phrase with
the SUBJ value of its head daughter and with the SUBJ-DTR value of the phrase. Specifically,
the sSUBJ value of the head daughter is the concatenation of the SUBJ value of the phrase with
the list consisting of the SYNSEM values of the elements of the SUBJ-DTR list. This time, the
value of SUBJ-DTR is a non-empty list of phrases, so, according to the VALENCE PRINCIPLE,
also the SUBJ value of the head daughter must be non-empty. In fact, since the SUBJ value of
the mother is the empty list, the SUBJ value of the head daughter must be exactly the list of
the SYNSEM values of the elements of SUBJ-DTR.

How long may the SUBJ-DTR list be? It must be non-empty according to the specifications
in the type hierarchy (2.13) (cf. nelist(phrase)). Moreover, since its length is the same as the
length of the SUBJ value of the head daughter, it must be no longer than 1; this is guaranteed
by the principle (2.11), which says that SUBJ lists have at most one element. So, the only
length consistent with various constraints is 1. This means that phrases adhering to the
ID-Schema-1 (2.15) will actually have to satisfy the following description:
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[ phrase
valence
SS|LOC|CAT|VAL | SUBJ elist
COMPS elist
head-subj-struc
hrase
(2.21) P
HEAD-DTR
SS|LOC|CAT|VAL
DTRS
SUBJ-DTR ( phrase )
ss [0]

| COMP-DTRS elist

valence

suBJ ([0))
COMPS elist
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J

Such complex interaction of relatively simple principles is typical of much of the generative
linguistics, including P&P and LFG, but in HPSG, it is usually taken more seriously and

rigidly formalized.

Before we conclude this subsection, we will illustrate the principles given so far with the

simple sentence John likes Mary.

Although sentences like this are hardly a challenge for

current linguistic theories, including HPSG, the mechanisms employed here are essentially the
same as in more interesting cases.

Assume first the following lexical entries for John, Mary and likes:'3

[ word
PHON John

(2.22)
SS|LOC|CAT

[ word
PHON Mary

(2.23)
ss|Loc|cAT

[ word
PHON likes

(2.24)
Ss|LOC|CAT

category

HEAD noun

valence
SUBJ elist
COMPS elist

VAL

category
HEAD noun
[ valence ]
VAL | SUBJ elist
[COMPS elistJ

category

HEAD [0lverd

valence

SuBJ (IINP)
coMPs (BINP)

VAL

These lexical entries only mark the value of PHON; see Hohle (1999) and references therein
for an articulated description of PHON values. Moreover, two NPs in (2.24) abbreviate the

following structures:

13These lexical entries are wery partial; actual lexical entries contain morphosyntactic information more
specific than just noun or verb, and also various kinds of semantic and pragmatic information.
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synsem
category
HEAD noun
LOC|CAT valence
VAL | SUBJ elist
COMPS elist

(2.25) NP

Finally, the tags [0], [ and [2] in (2.24) are meaningless because each of them occurs only
once (so they do not signal any identities of structures). However, since the descriptions
(2.22)—(2.24) will be parts of larger descriptions below, these tags will be used to indicate
structure-sharing.

Now, the reader is invited to check that the type hierarchy and the constraints given so
far license phrases satisfying the description (2.26) (ignoring the PHON values), with
abbreviating the description in (2.24), and being defined in (2.27).

[ phrase
PHON likes Mary
category
HEAD [0lverb
ss|LOC|CAT valence
(2.26) VAL | suBJ (@NP)
COMPS elist
head-comp-struc
HEAD-DTR [(2:24)
DTRS ;
SUBJ-DTR. elist
i COMP-DTRS ([Maryl) |
[ phrase 1
PHON Mary
ss 2INP
(227) Mary| = head-comp-struc
HEAD-DTR [(2:23)
DTRS ;
SUBJ-DTR. elist
i COMP-DTRS elist J

Further, they also license phrases like (2.28).

[ phrase 1
PHON John likes Mary
category
HEAD [0lverd
ss|Loc|caT [ valence '|
(2.28) VAL | SUBJ elist
[COMPS elistJ
head-subj-struc
HEAD-DTR [(2:26)
DTRS
SUBJ-DTR ([Johnl])
i COMP-DTRS elist ]
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I phrase
PHON John
ss @INP
(229) = head-comp-struc
HEAD-DTR [(2:22)
DTRS )
SUBJ-DTR elist
i COMP-DTRS elist

Getting rid of all abbreviations, we obtain the structure corresponding to the utterance John
likes Mary as given in Figure 2.1 on p.25.1

Although the description in Figure 2.1 is still very partial, e.g., it ignores all semantic and
pragmatic information, as well as values of ARG-ST, NONLOCAL, and various morphosyntactic
features appropriate to noun and wverb, it is already hardly readable. For this reason, it is a
common HPSG practice to reveal only relevant bits of information, and also to display the
constituent structure in the familiar form of syntactic trees. For example, the structure of
Figure 2.1 may be presented as in Figure 2.2 on p.26.

2.1.3 ARG-ST, VALENCE and SUBCAT

If the value of VALENCE encodes combinatory potential of a sign, what is the role of ARG-ST?
In HPSG, ARG-ST encodes the argument structure of a sign, normally, of a word. How does
that differ from VALENCE, though? For one thing, there may be arguments which are never
syntactically realized, e.g., pro: it makes sense to think of pro in pro-drop languages (such as,
arguably, Polish) as present on ARG-ST but absent from VALENCE. This way, pro does not
occur anywhere in the syntactic tree, in accordance with the traditional HPSG aversion to
syntactic empty categories.

Second, binding is defined in HPSG in terms of ARG-ST, and not in terms of VALENCE. So, if
there are two words with the same ARG-ST but with different mappings of this ARG-ST into
VALENCE,!® then binding relations among arguments of these words should be the same, i.e.,
they should not depend on syntactic configurations. Such cases are discussed in Manning and

Sag (1998, 1999).

Nevertheless, in the unmarked case, it makes sense to think of the value of ARG-ST of a
word as simply the concatenation of values of the walence features SUBJECT, (SPECIFIER,)
and COMPLEMENTS, i.e., the first approximation of the relation between ARG-ST and wvalence
features can be stated as the following constraint:

(2.30)  ARG-ST VS. VALENCE (first approximation):

SUBJECT
VALENCE | SPECIFIER

COMPLEMENTS
ARG-ST [1 & [2] &

word — | SYNSEM|CATEGORY

'“We abbreviate here COMP-DTRS to C-DTRS, SUBJ-DTR to S-DTR, HEAD-DTR t0 H-DTR, SS|LOC|CAT to SLC,
and LOC|CAT to LC, as well as write ()’ for ‘elist’.

15For example, the first element of ARG-ST may be mapped into the syntactic SUBJECT, and the second into
the COMPLEMENT, or the other way round.
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i phrase
pHON John likes Mary
category
HEAD [0]verb
SLC valence
VAL | sUBJ ()
cowmps ()
i head-subj-struc
[ phrase
pHON likes Mary
category
HEAD [0lverb
SLC valence
var | suss (@)
cowmps ()
[ head-comp-struc
[ word
PHON likes
[ category
HEAD [Olverb
[ valence
synsem
category
SUBJ < HEAD noun
H-DTR LC valence
sLC VAL | suBJ ()
VAL cowmps ()
H-DTR synsem
category
COMPS < HEAD noun
DTRS LC valence
VAL | sUBJ ()
L L L cowmps () ]
DTRS s-DTR () _
phrase
PHON Mary
SS
[ head-comp-struc
word
PHON Mary
C-DTRS < category
H-DTR HEAD noun
DTRS
SLC valence
vaL | suBJ ()
comps ()
s-DTR ()
L L L L c-pTRS ()
[ phrase 1
PHON John
SS
[ head-comp-struc b
word
PHON John
S-DTR ( category )
H-DTR HEAD noun
DTRS
SLC valence
vaL | suBJ ()
cowmps ()
s-DTR ()
L L c-pTRS () 1]
L | c-DTRs ()

Figure 2.1: John likes Mary
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phrase
PHON John likes Mary

26
phrase
PHON John
category
HEAD noun
SS LC valence
vaL | suBJ ()
cowmps ()
word |
PHON John
category
HEAD noun
SLC valence
VAL | suBJ ()
cowmps ()

Figure 2.2:

category
HEAD [0]
valence
vAL | suBJ ()
cowmps ()
phrase
pHON likes Mary
category
HEAD @
SLC valence
vaL | suss ([1INP)
cowmps ()
word phrase
PHON likes PHON Mary
category category
HEAD [0lverb HEAD MOUN
SLC valence SS LC valence
var | suss (NP) varL | suBJ ()
comps (2INP) comps ()
word |
PHON Mary
category
HEAD noun
SLC valence
vaL | suBJ ()
cowmps ()

Tree representation for John likes Mary
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In prose, for each word, the value of its ARG-ST is the list which is the result of appending
(cf. ‘®’) the lists being the values of SUBJECT, SPECIFIER and COMPLEMENTS, in that order.

In fact, due to this close relationship, ARG-ST and VALENCE were not distinguished for the
first decade of HPSG; Pollard and Sag (1994) still define both cancellation of arguments (cf.
the combinatory potential) and binding in terms of a single feature, SUBCAT. The feature
SUBCAT will often appear in our discussions of previous HPSG approaches to case assignment
and to modification.

2.1.4 Lexicon

We mentioned above lexical entries, and even gave partial lexical entries for John, Mary and
likes. What are lexical entries in a formalism whose main constructs are type hierarchy and
constraints?

The simplest approach, briefly discussed in Hohle (1999), is to posit a ‘word principle’,
schematically presented in (2.31), where LE-k (k = 1,2,...,m) stand for particular lexical
entries, such as those in (2.22)—(2.24) above.

(2.31)  WORD PRINCIPLE (schematic):

word — LE-1 VLE-2V ... VLE-m

Of course, since such a principle fails to relate, say, different forms of a lexeme, or make
generalizations about word classes, it is unsatisfactory from the theoretical point of view, and
blatantly unrealistic from the psycholinguistic point of view.'® For this reason, a number of
ways of structuring the lexicon have been proposed in HPSG, including so-called hierarchical
lexicons (or hierarchies of lexical types) and lezical rules.

However, both mechanisms have proven resistant to linguistically satisfying formalization, and
they are still a subject of ongoing research. Because of this, and because we will ignore the
exact structure of the lexicon in most of this study, we assume for concreteness that lexical
entries are introduced by a constraint such as (2.31), i.e., we do not make any assumptions
about the structure of the lexicon. The reader interested in discussion of hierarchical lexicons
in referred to Flickinger (1987), Riehemann (1993, 1994), Davis (1997) and Koenig (1999b),
while various formalizations of lexical rules are proposed in Calcagno (1995) and Meurers
(1995, 1999a).

Before we conclude this subsection, a terminological note on our use of the notion lezical is in
order. In the following chapters, we will call lezical those properties of a word object which are
idiosyncratically stated in a lexical entry (see LE-1, etc., in (2.31) above) corresponding to this
object. Thus, for example, an analysis which consists in positing a number of lexical entries
will be called lezical, while an analysis which consists in proposing a general grammatical
constraint, even if it is a constraint of the type ‘word — ...’, will not be called lezical.

161t is a well-established psycholinguistic fact that words are not listed separately in the ‘mental lexicon’, but
form a complex mesh which relates words with similar meanings, similar phonologies, etc. (Aitchison, 1994;
Altmann, 1997).
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2.1.5 Abbreviatory Conventions and Terminology

In this section, we summarize HPSG abbreviations and terminology used in this study.

First, as already mentioned above, various abbreviations of feature names (and paths; see
below) and types are often used in HPSG. Here are the most common.

Features:
Abbreviation: Full form:
ADJ-DTR ADJUNCT-DAUGHTER
ARG ARGUMENT
ARG-ST ARGUMENT-STRUCTURE
CAT CATEGORY
COMP-DTRS COMPLEMENT-DAUGHTERS
COMPS COMPLEMENTS
CONT CONTENT
CTXT CONTEXT
DEPS DEPENDENTS
DTRS DAUGHTERS

HEAD-DTR, HD-DTR
LC

HEAD-DAUGHTER
LOCAL|CATEGORY

LOC LOCAL
NEW-QS NEW-QUANTIFIERS
NONLOC, NLOC NONLOCAL
NUM NUMERAL
QSTORE QUANTIFIER-STORE
QUANTS QUANTIFIERS
SLC SYNSEM|LOCAL CATEGORY
SS, SYNS SYNSEM
SUBJ SUBJECT
SUBJ-DTR SUBJECT-DAUGHTER
VAL VALENCE
Types:
Abbreviation: Full form:
arg argument
fin finite
gap-ss gap-synsem

head-adj-struc
head-comp-struc, h-c-str
head-struc
head-subj-struc

nf

val

head-adjunct-structure
head-complement-structure
head-structure
head-subject-structure
nfinitive

valence
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Second, there are various abbreviatory conventions used when presenting HPSG description.
We have already seen one in §2.1.2 (cf. (2.25) on p.23). Some other most common abbreviatory
conventions are given below:

e verb|fin| abbreviates verb , noun|nom| abbreviates [noun }, etc.;
VFORM fin | CASE nom
[ synsem i
category
noun
e NP[nom| abbreviates HEAD [CASE nom} , ete.;
LOC|CAT
valence
VAL | SUBJ ()
i i comps ()
e [12] abbreviates [I] ... |coNT 21]; e.g.,
[ synsem T
category
HEAD noun
NP:[0] abbreviates Loc | CAT valence , etc.;
VAL | SUBJ ()
comps ()
i CONT [0] J
. abbreviates [ ... |INDEX (1] e.g.,
[ synsem i
category
HEAD noun
NP abbreviates LOC CAT valence , etc.
VAL | SUBJ ()
comps ()
i CONT|INDEX |

Third, there are alternative terms for feature and type, namely, attribute and sort, respectively.
We will use the terms feature and attribute interchangeably, and we will also not distinguish
between types and sorts.

Fourth, a sequence of attributes (features) is called a path. So, e.g., SYNSEM|LOCAL|CATEGORY

is a path. It is a common HPSG practice to ignore prefixes of such paths, e.g., the structure
in (2.28) could be displayed as:

phrase

PHON John likes Mary
HEAD [0Jverb

SUBJ ()

comps ()

DTRS ...

(2.32)

We will avoid this practice here as potentially confusing, but when discussing work of other au-
thors, we will often cite their original descriptions, without trying to reconstruct such missing
prefixes.
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Finally, we will use the single arrow ‘=’ as a logical (implicational) connector in constraints,
and the double arrow ‘=" in lexical rules.

2.2 Polish

Since Polish is the main empirical source of this study, this section briefly presents some of
the most conspicuous features of this language.

2.2.1 Inflection

Polish is an inflectional (fusional) language.

Polish nouns have grammatical gender. Traditionally, three genders are distinguished, mascu-
line, neuter and feminine, although it is clear that a more fine-grained distinction is necessary
(Mariczak, 1956; Saloni and Swidziniski, 1985, 1998; Czuba, 1997). Here, we will ignore the
finer points of the Polish gender system and we will assume the existence of the following
genders: virile (i.e., ‘masculine-human’), non-virile masculine, neuter, and feminine. When
no distinction is made between virile and non-virile masculine, we will talk about masculine
gender, and when referring to any gender apart from virile, we will talk about non-virile
(sometimes also called ‘non-masculine-human’) gender.

Most nouns inflect for number, which may either be singular or plural. Although there are
reasons to treat number and gender as just two aspects of a single morphosyntactic category
(see Czuba (1997), Czuba and Przepiérkowski (1995), and Swidziniski (1992a, p.86)), we will
adopt the traditional view here.

Nouns inflect also for case, a category which is traditionally assumed to involve seven values
in Polish: nominative, accusative, genitive, dative, instrumental, locative and vocative. We
will have more to say about Polish case system in Chapter 5.

Here are some examples of inflectional paradigm of Polish nouns:'”

(2.33)  facet ‘guy’ (a virile noun):

SINGULAR PLURAL

NOM | facet faceci
ACC | faceta facetow
GEN | faceta facetéw
DAT | facetowi facetom
INS facetem facetami
LOC | facecie facetach
VOC | facecie faceci

"In the paradigms below, cases are listed in a somewhat non-standard order to make various NOM/ACC
and ACC/GEN syncretisms more conspicuous.
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(2.34)  pies ‘dog’, stot ‘table’ (masculine non-virile nouns):
SINGULAR PLURAL | SINGULAR PLURAL
NOM | pies psy stot stoty
ACC | psa psy stot stoly
GEN | psa pséw stolu stotéw
DAT | psu psom stotu stolom
INS psem psami stotem stotami
LOC | psie psach stole stotach
VOC | psie psy stole stoty
(2.35)  okno ‘window’ (a neuter noun):
SINGULAR PLURAL
NOM | okno okna
ACC | okno okna
GEN | okna okien
DAT | oknu oknom
INS oknem oknami
LOC | oknie oknach
VOC | okno okna
(2.36)  dziewczyna ‘girl’ (a feminine noun):
SINGULAR PLURAL
NOM | dziewczyna  dziewczyny
ACC | dziewczyne  dziewczyny
GEN | dziewczyny  dziewczyn
DAT | dziewczynie dziewczynom
INS dziewczyna  dziewczynami
LOC | dziewczynie dziewczynach
VOC | dziewczyno  dziewczyny

As far as verbal inflection is concerned, aspect is considered not to be an inflectional category,
but rather a derivational one.'® There are three tenses in contemporary Polish: past, present
and future. Perfective verbs occur in past and in future tenses, while imperfective verbs have
past and present forms, as well as an analytical future form, with the auxiliary by¢ ‘be’ and
either the infinitival or the so-called past participle form of the verb (see below):

(2.37)
kupitem

kupié¢ ‘buy’ (perfective):
/ kupig

bUYpst ,1st,sg,masc / bUqut ,1st,sg,masc

‘I bought / I will buy’

18See, e.g., Saloni and Swidzinski (1998), as well as Spencer (1991, pp.195-197) for a discussion of difficulties
involved in deciding whether aspect is an inflectional or a derivational category in another Slavic language,

namely, Russian.
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(2.38)  kupowaé ‘buy’ (imperfective):
kupowalem / kupuje / bede kupowa¢/kupowat
bUYpst,Jst,sg,masc / bUYpres,Ist,sg / Auxlst,sg bUYinf/bUYpstp,sg,masc

‘I was buying / I am buying / I will be buying’

Verbs also inflect for person and number, as well as, in the past tense, for gender (masculine,
nueter and feminine in case of singular number, virile and non-virile in case of plural number),

e.g.:

(2.39)  kupowaé ‘buy’ (imperfective), PRESENT TENSE:

| SINGULAR PLURAL

1ST | kupuje kupujemy
2ND | kupujesz kupujecie
3RD | kupuje kupuja

(2.40)  kupié ‘buy’ (perfective), PAST TENSE:

SINGULAR PLURAL

MASC  NEUT FEM VIRILE NON-VIRILE
1ST | kupitem kupilom kupitam kupiliSmy kupity$my
2ND | kupites  kupito§  kupita§  kupiliscie kupilyscie
3RD | kupit kupito kupita kupili kupity

Apart from these finite forms, there are various non-finite forms: infinitival (perfec-
tive: kupié, imperfective: kupowaé), impersonal -no/-to forms (perfective: kupiono, imper-
fective: kupowano), present adverbial participle (created from an imperfective verb, e.g., kupu-
jac ‘buying’), past adverbial participle (created from a perfective verb, e.g., kupiwszy ‘having
bought’), active adjectival participle (created from an imperfective verb, e.g., kupujgcy), and
passive adjectival participle (perfective: kupiony, imperfective: kupowany).'® Some authors
also distinguish so-called past participles (sometimes called [-participles), i.e., forms identical
to third person forms in past tense (see the last row in (2.40)), as they may occur without the
‘3rd person meaning’, e.g., in analytical future forms.?°

Finally, Polish adjectives inflect for number, gender and case, cf.:

(2.41)  biaty ‘white”:

9Tnflectionally, adjectival participles are adjectives (they inflect for case, gender and number), and adverbial
participles are adverbs.

20More interestingly, past forms, as in (2.40), are usually analysed as combinations of such past participles
with a detachable affix or clitic, which plays the role of a verbal auxiliary. For discussion, see Borsley and
Rivero (1994), Borsley (1999b), Franks and Banski (1999), Franks and King (1999), and references therein.
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SINGUTLAR PLURAL
MASC NEUT FEM VIRILE NON-VIRILE
NOM | bialy biate biata  biali biate

ACC | bialego  biale biala bialych  biate

GEN | biatlego  bialego  biatej bialych  bialych

DAT | bialemu bialemu bialej bialym  bialym

INS bialym  bialtym  bialag bialtymi biatymi
LOC | bialym  bialym  biatej bialych  bialych

VOC | same as NOM (for all person/gender combinations)

Other morphosyntactic categories in Polish, as distinguished by Saloni and Swidzinski (1985,
1998) on the basis of their inflectional properties, are numerals (they inflect for case and
gender, but not number; we will adopt a different definition of numerals in §5.3) and various
non-inflecting categories, e.g., prepositions and adverbs/particles.?!

2.2.2 Agreement

The two main types of agreement in Polish are adjective—noun agreement and subject—verb
agreement.

A pre-modifying adjective must agree with the noun in number, (grammatical) gender and
case, e.g.:

(2.42) a. mile dziewcze
nicenom/acc,sg ,neut girlnom / acc,sg,neut

b. mitymi dziewczetami

niceins,pl,neut girlsins,pl,neut

c. *mila dziewcze

nicenom,sg ,fem girlnom / acc,sg,neut
The nominative subject agrees with the verb in person, number and gender, e.g.:??

(2.43) a. Mile dziewcze przyszto.

NiCenom,sg,neut glrlnom,sg,neut CaIN€grd, sqg, neut
‘A nice girl came.’

b. *Mite dziewcze przysziom.
nicenom,sg,neut girlnom,sg,neut Cal€yst,sg,neut

c. *Mitle dziewcze przyszla.

N1Cenom,sg,neut glrlnom ,5g,neut CAMEZrd sq fom

21Qaloni and Swidziniski (1985, 1998) also subdivide verbs into ‘proper’ verbs (Polish: czasowniki wtasciwe)
and quasi-verbs (Polish: czasowniki niewtasciwe), although some aspects of this subdivision are problematic;
cf. Swidzinski (1993, 1999b) and Przepiérkowski (1995, 1997d) for discussion.

*?Note, incidentally, that Polish does not have definite/indefinite articles.
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In the rare cases of mismatches between the morphosyntactic gender and the semantic (i.e.,
index, in terms of HPSG) gender of a noun, the modifying adjective agrees with the mor-
phosyntactic gender, while the verb agrees with the semantic gender of the noun, e.g.:?3

(2.44)  Wasza wspanialomys$lna  wysokos¢ przyszedl.
YOUTfer, MAgNanimoussg fem highnessgy, fem camesyq, sq mase

“Your magnanimous highness have come.’

2.2.3 Word Order

Polish has relatively free word order. For example, a simple finite clause with an NP subject,
an NP object and a locative adjunct may normally be linearly realized in 24 different ways
corresponding to 24 different permutations of the verb, the subject, the object and the adjunct.
Here are just some of these possibilities:

(2.45)  Janek  zobaczyl Marysie dwa dni temu.
Johnpom SaW3rd sg, mase Maryqe. two days ago

‘John saw Mary two days ago.’
(2.46)  Zobaczyl Janek dwa dni temu Marysie.
(2.47)  Marysie dwa dni temu Janek zobaczyt.
(2.48) Dwa dni temu Marysie zobaczyl Janek.

etc.

Thus, word order cannot be employed to, say, distinguish complements from adjuncts the way
it can (to some extent) in English.

It is also not immediately clear whether Polish should be classified as an SVO language;
the usual argument for the stance that Polish should be regarded as an SVO, and not an
OVS, language is that, in the so-called neutral context and neutral intonation, in cases of
nominative/accusative syncretism (and in absence of other clues), the preverbal NP tends to
be interpreted as the subject, and the postverbal NP — as the object, e.g.:>*

(2.49)  Autobus wyprzedzil samochéd.
busmm/acc overtook CaTnom / ace

‘A bus overtook a car.’
?7‘A car overtook a bus.’

2Gee Corbett (1983) for discussion of agreement and mismatches of this kind across Slavic, and Czuba, and
Przepiorkowski (1995) for an HPSG analysis of agreement in Polish, including cases like (2.44).

24 Another argument could be that the SVO order is textually more frequent than the OVS order; see
Swidzinski (1996, pp.110-113) for quantitative characteristics.
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(2.50)  Samochéd wyprzedzit autobus.
CaTnom [ acc overtook busm,m/acc

‘A car overtook a bus.’
?7‘A bus overtook a car.’

However, this tendency, if indeed any, is very weak.

On the other hand, word order in Polish is not completely free. First, the order of sentence
constituents is often linked to information structure (topic—focus, or theme-rheme). Second,
word order within noun phrases (NPs) and prepositional phrases (PPs) is much stricter, e.g.,
arguments of prepositions follow them, full NP arguments of nouns also follow the noun
heads, while adjectival modifiers usually precede the noun, etc. Third, clitics, while freer
than in other Slavic languages in that they are not constrained to ‘Wackernagel’s position’,
are linearly more constrained than prosodically independent constituents: not only are they
forbidden in sentence initial positions and strongly dispreferred in sentence final positions,
but they also must occur before the verbal head, or immediately after it.?> Fourth, although
discontinuities are possible, they are rather restricted.

A matter related to the last point is extraction. There is some controversy about what exactly
can be extracted out of what kinds of finite clauses (cf. §8.2.3); in any case, such extractions
are usually more restricted than corresponding English examples. For example, although
English (2.51) is acceptable, Polish (2.52) is at best marginal.26

(2.51)  Who; did you tell Mary that John hit _ ;7

2.52) 77Kogo; powiedziales Marii, ze Janek  uderzyl _ ;7
g
Whogee toldond,sg,mase Marygq; Comp Johny,,, hit

On the other hand, it is possible to ‘extract’ pre-modifiers from NPs, in apparent violation of
Ross’s (1967) Left Branch Condition (Borsley, 1983b,a):

(2.53) Jaka chciatad zatozy¢  sukienke?
what 44j ace Wantedang sg, fem Pitins on dressge.

‘What dress did you want to put on?’

Finally, although extraction out of finite clauses (or, more accurately, out of clauses introduced
by a complementizer) is restricted, infinitival environments exhibit the relatively free word
order characteristic for simple clauses, which suggests some kind of ‘clause union’ effect.

In summary, Polish word order is relatively free in the sense that the basic constituents of a
simple clause may, in principle, occur in any order, and also in the sense that various kinds
of discontinuous constituencies are allowed, but it is restricted in the sense that different
linearizations seem to correspond to different information structures, word order within NPs

% Matters are more complex; see, e.g., Witkos (1996b, 1998), Rappaport (1997), Franks (1998a), Kups¢
(1999¢,b,e), and Franks and King (1999).

26But there are structurally similar sentences which do sound acceptable; for discussion of wh-movement in
Polish, see, e.g., Giejgo (1981), Kardela (1986b), Bobrowski (1988), Rudin (1988, 1989), Willim (1989), Witko$
(1993, 1995), Dornisch (1998).
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and PPs is (relatively) strict, extraction out of constituents is constrained, and clitics must
obey certain rules of placement. See Derwojedowa (1998) and Kubinski (1999) for two recent
(and very different) approaches to word order in Polish, and for further references.
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This first contentful Part of this study is devoted to case; its aim is to develop a non-
configurational constraint-based approach to syntactic case assignment, to the best of our
knowledge, the first such worked out formal non-configurational analysis of case assignment.

First, in Chapter 3, we will discuss previous approaches to grammatical case, both tradi-
tional, and within the generative theories Government and Binding (GB), Lexical-Functional
Grammar (LFG) and Head-driven Phrase Structure Grammar (HPSG), and we will indicate
differences and similarities between those approaches and the approach to be developed here.

Then, in Chapter 4, we will point out various problems with previous HPSG approaches to
case assignment, and we will present our account, eschewing tree-configurationality and based
on the hierarchy of grammatical functions (i.e., on the obliqueness hierarchy) instead. In
particular, we will claim that our approach, unlike other approaches in the HPSG literature,
is general enough to be applied to data from a wide range of languages, is modular in the
sense of being compatible with various analyses of other phenomena, and satisfies various
conceptual postulates found in the (HPSG and non-HPSQG) literature.

Finally, in Chapter 5, we will apply this approach to a number of interesting case phenomena
in Polish, a language which, with its seven (or so) morphological cases, provides a good
testbed for any general theory of case assignment. The three phenomena we will look into
in considerable detail will be the so-called Genitive of Negation, complex case patterns of
numeral phrases, and interactions between case assignment and predication.
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Chapter 3

Previous Approaches to Case

Case has been in the foreground of linguistic research for millenia, and we cannot even hope
to scratch the surface of the literature devoted to its study.! In this Chapter, we will only
briefly review some of the most prominent approaches to case in the last decades.

First, in §3.1, we will look at some approaches to the problem of delimiting and classifying
cases. Then, we will concisely present the approaches to case in two contemporary linguistic
theories which greatly influenced HPSG, namely, Government and Binding (GB) in §3.2 and
Lexical-Functional Grammar (LFG) in §3.3. Finally, in §3.4 we will look at previous HPSG
analyses of case assignment, postponing their evaluation to the next Chapter.

3.1 What is Case?

This simple question turns out to be far from trivial and, to the best of our knowledge, no
generally satisfactory and formally precise answer has been developed. In fact, in view of
radically different approaches to the study of case present in contemporary linguistics, it is
doubtful that any such answer will be agreed upon in the foreseeable future.

This, however, is not a reason for despair. After all, most of present day linguistics is built on
often ill-defined notions whose exact definition is a matter of contention. In this section, we
will look at some attempts at defining, delimiting and classifying cases.

3.1.1 Delimiting Cases

It is important to realize that the notion case is overloaded, with some confusion resulting
from not distinguishing the different uses of the term.
A lucid distinction among three different basic meanings of case is contained in Mel’¢uk (1986),

and we cannot do better than cite the relevant passage here:

[Case] is, as currently used in linguistics, at least three-way ambiguous:

'See Blake (1994, pp.19-20) on the origins of the study of case.
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1. Case 1 = a (grammatical or, more precisely, inflectional) category; this
sense can be seen in such sentences as: “The Czech noun is inflected for case; Tartar
possesses case as an autonomous category; Case is widely discussed nowadays.”

2. (Case 2 = an element...of case 1, i.e., a specific case: nominative, ac-
cusative, superessive, etc. Cf.: “Bats has twenty-two cases; The nominative is the
case of naming objects; This verb requires the dative case.”

3. Case 8 = a case form, i.e., a linguistic form which expresses a case 2
(roughly, a particular case marker or a particular wordform); cf. ¢ Clenami is in
Russian the instrumental case of ¢len ‘member’ in the plural; The genitive case
never appears after plural in regular English nouns; Give me the dative case of

chtopiec both in singular and plural.”
(Mel’¢uk, 1986, p.37)

The distinction between what Mel’cuk (1986) calls case 1 and his case 2 is rather clear but,
as also noted by Wierzbicka (1981), Goddard (1982) and Comrie (1986), linguists tend to
confuse notions case 2 and case 3. In this study, we will be talking almost exclusively about
case 1 and cases 2, largely ignoring morphological issues concerning cases 3.2 For this reason,
we trust that our use of the term case, without any subscripts or modifiers, will not lead to
confusion.

As discussed in the first three papers in Brecht and Levine (1986b), namely Brecht and Levine
(1986a), Mel’¢uk (1986) and, especially, Comrie (1986) (all three should be required readings
for anybody dealing with case), there are two important and related, but distinct issues to
deal with when trying to answer the question “What is case?”:

o the external delimitation of case, i.e., how to distinguish case (Mel’¢uk’s (1986) case 1)
from other categories;

e the internal delimitation of case, i.e., how to “establish the number and identity of the
cases [Mel’cuk’s (1986) cases 2; A.P.] in a given language” (Comrie, 1986, p.88).

The first issue is extensively dealt with by Mel’¢uk (1986), while the second is discussed in
detail by Comrie (1986). Below we will give one example, from Polish, showing that both
issues are non-trivial.

Consider possessive phrases in examples (3.1)—(3.2) below.

(3.1) a. moja ksiazka / ksiagzka Janka
MYy poss,nom bookyom / bookyom JOhngen
‘my/John’s book’
b. mojej ksiazce / ksiazce Janka
MY poss , dat book g4 / book g4t JOhngen
‘(to/for) my/John’s book’

(3.2) a. moje przybycie / przybycie Janka
MY poss, nom arTivalyem / arrivalyem, Johngey,

2However, in Chapter 5 (§5.3.1.1) we will try to determine the case 2 of numeral phrases in subject position
in Polish, a matter unsettled and controversial because of the syncretism of relevant cases 3.



3.1. WHAT IS CASE? 43

‘my/John’s arrival’

b. mojemu przybyciu / przybyciu Janka
MY poss, dat arTivalge, / arrivalge, Johnge,

‘(to/for) my/John’s arrival’

Now, the question concerning these examples is, how should we characterize the ‘possessive’
position occupied by moje/mojemu and Janka above? Note that it makes some sense to talk
about a single syntactic position as, in (3.2) involving a verbal noun (gerund), it corresponds
to the subject position of the corresponding verb and shows similar subject characteristics
(e.g., phrases occupying it may bind a reflexive anaphor).

The traditional answer, i.e., that such a ‘possessive’ position may be occupied either by posses-
sive pronouns or by genitive nouns is hardly satisfactory.? A more elegant alternative position
would be that there is some category whose value distinguishes these ‘possessive’ pronouns
and genitive nouns from other nominal forms. Is this category simply case (Mel’¢uk’s (1986)
case 1), or is this is a separate category? This is an ‘external delimitation of case’ problem.

The standard, even if usually implicit answer seems to be that this is a separate category,
call it ‘possessiveness’. But an alternative answer, i.e., that—by analogy with the ad-verbal
subject position—such a ‘possessive’ position is actually a case position is also viable. However,
adopting this hypothesis would immediately raise the ‘internal delimitation of case’ problem:
how many new cases would we have to posit in addition to cases standardly assumed in Polish
grammars? Note that, although the form of nouns is always identical to genitive, the form of
the ‘possessive’ pronominal changes with the case of the whole NP; does this mean that we
need seven new cases in Polish, i.e., ‘possessive-nominative’, ‘possessive-accusative’, etc., in
addition to nominative, accusative, etc.?

However fascinating the issues of external and internal delimitation of cases are, we will not
deal with them in this study. In particular, in Chapter 5, devoted to case in Polish, we will
assume the traditional approach to both issues, although it could be challenged in a number
of ways.4

3.1.2 Taxonomy of Cases

Are cases (Mel’cuk’s (1986) cases 2) semantic or purely formal entities? In other words, do
cases have meanings? As discussed in Brecht and Levine (1986a), there are two extreme
positions, and both are present in current linguistic theorizing.

One extreme position, championed by Jakobson (1971a,b) and further developed in various
works by Anna Wierzbicka (e.g., Wierzbicka (1980, 1981, 1983, 1986)), is that all “cases have
meanings and that this meaning can be stated in a precise and illuminating way” (Wierzbicka,
1986, p.386). The other extreme is the position taken in Chomsky’s Government, and Binding

3And it also raises a number of questions concerning formal characteristics of such possessive pronouns,
which we will not go into in the interest of brevity.

Y Among the problematic areas are: the status of the vocative case, the existence of a distributive case
(governed by the distributive preposition po), and, in our opinion, the status of ‘possessive’ dependents of
nominals, indeed.
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(GB) theory, and even more so in the Minimalist Program (MP), according to which case is
an abstract syntactic category, without any inherent meaning.’

Both extremes are criticised by Kurytowicz (1948, 1949), who argues that cases may have
both functions. More precisely, Kurytowicz (1948, 1949) distinguishes between what he calls
grammatical cases, such as accusative, whose primary function is purely syntactic, but which
may also have a secondary semantic function (e.g., the temporal accusative), and what he
calls concrete cases, such as dative, whose primary function is semantic, but which may also
have a secondary purely syntactic function, e.g., when lexically required by a verb. This more
balanced view on the syntactic/semantic case dichotomy is also explicitly adopted by Mel’¢uk
(1986), who, however, notes that, although cases may have meanings, they are first of all
syntactic entities; “conveying meanings is their secondary, non-obligatory property” (Mel’¢uk,
1986, p.45).

Mel’¢uk (1986, pp.60-70) discusses also other properties which may be used to classify cases
2. Among them are:

e synthetic vs. analytical cases: the former are realized via morphological means, the
latter, e.g., as ‘prepositions’;

e primary vs. secondary cases (in languages which allow NPs to simultaneously bear mul-
tiple case markings).

In this study, we will deal solely with syntactic reflexes of case marking. This does not mean,
however, that we deny that cases may have meanings, but only that we restrict ourselves to
purely syntactic conditions on case assignment and case agreement, even when we deal with
what seems to be a concrete case, using the terminology of Kurytowicz (1948, 1949), as in
Chapter 5, where we deal with the instrumental of predication (§5.4).

Moreover, we consider here only synthetic cases, i.e., we do not analyse ‘case marking’ prepo-
sitions; in fact, in Chapter 5 we assume (and, in passing, give some arguments for this as-
sumption) that such ‘case marking’ prepositions in Polish are really prepositions, i.e., project
to prepositional phrases (as opposed to being ‘markers’ or ‘phrasal affixes’ not altering the
categorial status of the NP/AP they attach to).

Finally, since we limit our attention to languages which apparently do not allow case stacking,
we do not consider the issue of primary vs. secondary cases.57

3.1.3 Decomposition of Cases

One particularly popular approach to classifying cases is that of Jakobson (1971a,b), so we
will briefly discuss it here.?

5 Admittedly, this is an oversimplification; see §3.2 for a more balanced view.

SInterestingly, if “possessive’ nominals in (3.1)-(3.2) were analysed as bearing a ‘possessive’ case, it would
make sense to assume that, in the case of possessive pronouns, it is the primary case, with nominative, dative,
etc., which result from agreement with the head, having here secondary uses.

"See Malouf (1999a) for a first attempt at analysing case stacking in HPSG.

8 As discussed in Blake (1994, pp.38-39), a similar approach is also present in Hjemslev (1935).
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Jakobson (1971a,b) assumes that each case has a ‘general’ (or ‘intensional’) meaning (his
Gesamtbedeutung) and, moreover, that these general meanings may be decomposed into three
binary oppositions, involving three semantic features. The meanings of these ‘semantic marks’
are given below (after Franks (1995, pp.42ff.)).

e [tquantified| (sometimes called ‘quantifying’): focuses “upon the extent to which the
entity takes part in the message”;

e [Ldirectional| (or ‘ascriptive’): signalizes “the goal of an event”;

e [tmarginal| (or ‘peripheral’): assigns “to the entity an accessory place in the message”.

According to Jakobson (1971b), Russian cases are the following feature complexes:’

marginal | quantified | directional
nominative — — —
accusative — — +
partitive - + -
genitive — + +
instrumental + - -
dative + - +
locative2 + + -
locativel + + +

Table 3.1: Jakobson’s decomposition of Russian cases

Jakobson (1971a,b) argued that there is additional phonological and morphological evidence
for such decomposition of cases, e.g., cases differing only in the value of one feature often
show syncretisms of forms for some classes of nominals, i.e., such syncretisms can be elegantly
stated in this ‘decompositional’ system in terms of neutralization of oppositions.

This approach to classification of cases turned out to be very stimulating; similar decompo-
sitional analyses were adopted in works within different linguistic theories, e.g., in an LFG
account of Russian case in Neidle (1982, 1988), and in a GB work of Franks (1995).

Nevertheless, we will not follow this tendency here, and this for a number of reasons.

First, decomposition of cases such as that in Table 3.1 is usually motivated on purely semantic
and/or purely morpho(no)logical grounds. Since in this study we deal solely with syntactic
aspects of case systems, developing such a ‘decompositional’ classification for a given language,
even as related to Russian as Polish, would lead us too far afield.

Second, the approach of Jakobson (1971a,b) is far from being uncontroversial and, indeed, it
has been criticised on various grounds. For one thing, as noted by Wierzbicka (1980, p.xv),
the invariant meanings attributed by Jakobson (1971a,b) to various cases are rather nebulous,
i.e., their predictive power is very limited. In this respect, we view as much more promising
the approach of Wierzbicka (1980, 1981, 1983, 1986), according to which “a case has one

9Partitive’ is often called ‘genitive2’ (Neidle, 1988; Franks, 1995).
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core meaning, on the basis of which it can be identified cross-linguistically (as, say, ‘dative’
or ‘instrumental’), and a language-specific set of other, related meanings, which have to be
specified in the grammatical description of a given language” (Wierzbicka, 1986, p.386).

Moreover, as noted by Franks (1995, p.44), there are, both, identical meanings expressed by
different cases (cf. Russian (3.3) from Franks (1995, p.44)), and drastically different meanings
expressed by the same case (cf. (3.4), also from Franks (1995, p.40), drawn from Jakobson
(1971Db)), so that it is dubious that any general correspondence between morphological cases
and meanings expressed by nominals will ever be found.

(3.3) a. pro knigu
about book e
‘about (a/the) book’

b. o knigie
about book;,.

‘about (a/the) book’

(3.4) On el ikru rebénkom / pudami /lozkoj / dorogoj / utrom / greSnym
hepom ate caviarge childjps  / poodins / Spoon;ys / roadns / morning;,s / sinfuljys
delom.
business;y;s

‘He ate caviar as a child / by the pood / with a spoon / on the road / in the morning
/ to our regret.’

Another problem with the decompositional analysis of Jakobson (1971a,b) is that, as argued
by Franks (1995, pp.45-48) and Chvany (1986, p.110), on closer examination, the correlations
between the values of case features ‘marginal’, ‘quantified’” and ‘directional’, and either phono-
logical or morphological generalizations, is far from being as neat as Jakobson would have it.
In particular, the account of morphological syncretisms based on neutralization of certain fea-
ture oppositions would predict many more possibilities of syncretisms than actually attested,
but it still would not account straightforwardly for all syncretisms considered by Jakobson
(1971a,b).

In view of these difficulties, Jakobson’s semantic decompositional taxonomy is usually re-
interpreted in subsequent linguistic literature in morphosyntactic terms (Neidle, 1982, 1988;
Chvany, 1986; Franks, 1995), and his three-dimensional system is usually extended to more
dimensions: 4 for Neidle (1988) and Franks (1995), 5 for Chvany (1986). The consequence of
such an extension is that the elegant account of the 8 Russian cases considered by Jakobson
(1971a,b) in terms of three fully orthogonal oppositions is lost and, consequently, the account
loses much of its appeal.

Further, since only some (and relatively few) of the potential syncretisms predicted by such
decompositional approaches are attested, it makes sense to try to state the relevant generaliza-
tions in a more parsimonious way. In fact, HPSG provides a mechanism which is well-suited
to stating such generalizations, namely a multiple-inheritance type hierarchy. For example,
Franks (1995, p.46) strives to capture the following morphological syncretisms of various classes
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of nominals in Russian (dealt with by Jakobson):'®

Syncretisms: Examples:

nom = acc okno ‘window’
acc = gen syna  ‘son’

gen = loc zlyr - ‘bady)’
loc = dat Zene  ‘wife’

acc = gen = loc nas  ‘us’

gen = loc = dat noc¢i  ‘night
gen = loc = dat = ins | sta ‘hundred’

Table 3.2: Russian case syncretisms

These syncretisms can be elegantly dealt with in HPSG by assuming the following hierarchy
of morphological cases for Russian:

morph-case

gldi
(3.5) agl gld
/G\/Q/\%
nom acc gen loc dat ns

With this hierarchy in hand, e.g., sta ‘hundred’ may be lexically specified as bearing the case
value gldi. Moreover, such a type hierarchy promotes, say, the set {gen, loc, dat} to the
ontological status of a grammatical entity, namely, gld, but does not assign such a status to,
say, {loc, dat, ins} (there is no type Ildi). In contrast, on Jakobsonian approaches such as
Neidle (1988) or Franks (1995), there is no sense in which the former set is grammatically
more transparent or more important than the latter.'!

In summary, although the approach to case devised by Jakobson (1971a,b) seems very ap-
pealing at first blush, we will not adopt it here both because it is concerned with issues that
we will only touch upon (meaning of cases, morphological syncretism of cases), and because,
apparently, whatever it gets right can be formalized with the help of type hierarchies, as used
in HPSG, in a more adequate (and, in our view, more elegant) way.

0Together with Franks (1995), we ignore here the distinction between genitive and partitive, and between
the two locatives.

"1ncidentally, the type hierarchy (3.5) captures also another distinction mentioned in Jakobson (1971b), i.e.,
between direct cases (nominative and accusative; cf. na in (3.5)) and oblique cases (genitive, locative, dative
and instrumental; cf. gldi). This distinction is important in some GB work on Slavic; see, e.g., the discussion
of Babby (1980b,a) in §3.2.2 below.
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3.2 Case in GB

Since our HPSG account of case assignment, to be developed in the next Chapter, takes over
certain standard features of the GB approach to case, we will briefly discuss it here.

3.2.1 Standard GB

Within transformational linguistics, a theory of case (or, rather, ‘Case’, see below) was first
developed in Rouveret and Vergnaud (1980), Vergnaud (1982) and Chomsky (1980, 1981),
but the main idea is attributed to Jean-Roger Vergnaud.'? According to this theory, all
languages, whether they have morphological case or not, have ‘abstract Case’, spelled with
capital ‘C’, which is assigned to nominal phrases by governing [—N] categories (i.e., by verbs
and prepositions), as well as by the functional category of Tense (or Infl).!3 More specifically
(Chomsky (1980, p.25), Chomsky (1986a, p.74)):

e NPs get the nominative Case when governed by Tense;
e NPs get the objective Case when governed by verbs;

e NPs get the oblique Case when governed by prepositions and certain (‘marked’) verbs.

The main principle of this Case module of GB is that which requires (roughly) all NPs to bear
Case; it is known as the Case Filter, which is formulated as follows:'4

(3.6) Every phonetically realized NP must be assigned (abstract) Case
This Case theory is held to be responsible for a number of facts, including the ones below:

(3.7) a.  Mary persuaded John [PRO to leave|.
b.  Mary persuaded John [that she will leave].
*Mary persuaded John [she to leave|.

o

(3.8) a. The rumour was widely believed.
b. It was widely believed that the rumour was true.

c. *It was widely believed the rumour.

In (3.7b), the downstairs subject she receives its case from the governing Tense (see will), while
in (3.7a), where Tense is absent, this subject position is occupied by a covert (‘empty’) element
PRO, which does not have to (cannot, on some approaches) bear Case. On the other hand,

12See, e.g., Chomsky (1986a, p.73), Lasnik (1992, p.381), Webelhuth (1995b, p.43), Chomsky and Lasnik
(1995, p.111), Roberts (1997, p.57).

13Government is understood in GB in a technical way which is rather different than in traditional linguistics,
but this does not matter here.

!4This version of the Case Filter is taken from Chomsky (1986a, p.74).
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(3.7¢) is ungrammatical because this subject position is occupied by an overt NP, which—
according to (3.6)—should have Case, but there is no governor which could assign it Case
(in particular, there is no Tense). Similarly, on the assumption (later generalized to ‘Burzio’s
generalization’) that passive forms do not assign case,'® (3.8a) is grammatical because the
NP the rumour gets its Case from Tense,'¢ (3.8b) is fine because the that-clause does not
need Case (and it gets its nominative Case courtesy of Tense), while (3.8¢) is ungrammatical
because the rumour needs Case, which, however, the passive form believed is unable to assign.

This picture is modified in Chomsky (1986a) in a number of ways. Thus, while in the works
published in the early 1980’s cited above the only lexical elements able to assign Case were the
[—N] categories (prepositions and verbs), in Chomsky (1986a) all lexical categories, including
nouns and adjectives are potential Case-assigners. More specifically, Chomsky (1986a, p.193)
distinguishes between ‘structural’ and ‘inherent’ Cases, to which he ascribes the following
properties:

e ‘structural’ Cases:

— assigned at S-structure;
— assigned by verbs and finite Infl (Tense);

— realized as objective and nominative;
e ‘inherent’ Cases:

— assigned at D-structure;

17

— assigned by prepositions,”’ nouns and adjectives;

— realized as oblique (assigned by prepositions) and genitive (assigned by nouns and
adjectives).

Another important distinction between ‘structural’ and ‘inherent’ Case assignment is that
“inherent Case is assigned by « to NP if and only if o 8-marks NP, while structural Case is
assigned independently of #-marking.”

This last statement is clearly false as it would directly predict that verbs never assign a 6-role
to an NP, so it should be substituted by the statement on the next page (Chomsky, 1986a,
p.194):

(3.9) If o is an inherent Case-maker, then o Case-marks NP if and only if [it| #-marks the
chain headed by NP.

Without explaining the technical notions of chain and Case marking, let us just note that
the intuition behind this principle seems to be that, once a lexical item is in principle able to

15This assumption, and apparently also Burzio’s generalization, are invalidated by so-called -no/-to construc-
tions in Ukrainian and Polish; see Sobin (1985), Borsley (1988), and the admirably comprehensive bibliography
collected in Billings and Maling (1995a,b).

16Ty the GB terminology, this NP ‘must move to the subject position in order to be assigned Case’.

"Later, Chomsky (1986a, p.202) is forced to assume that, in English, prepositions assign a ‘structural’ Case,
i.e., objective.
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assign ‘inherent’ Case, it does so exactly to the NPs to which it assigns a 6-role. Thanks to
this revision, verbs may assign ‘structural’ Case to their objects even though they also assign
them a §-role.®

Unfortunately, not much more is said about this ‘Case theory’ in Chomsky (1986a), and,
in particular, important issues concerning the structural/inherent Case dichotomy are left
unanswered (and often unasked). The most important of these is perhaps: Why should verbs
be the only lexical categories assigning the ‘structural’ Case, and why should nouns and
adjectives always assign the ‘inherent’ Case? Or, more generally, what are the empirical, as
opposed to purely theory-internal, reflexes of this structural vs. inherent distinction?

These questions are addressed in GB works dealing with languages in which ‘Case’ is realized
morphologically. We will look at works dealing with case in Slavic in the next subsection;
here, we will consider only one other case in point, i.e., Haider (1985).

Haider (1985) attempts to make a link between abstract Case and morphological case in Ger-
man by relating the ‘structurality’ of a given morphological case to its instability in changing
syntactic environments:'?

The distribution of case in German allows insight into a basic difference: there are
morphological case forms which alternate on the basis of structural context and
others which do not, i.e., they are rigid. This difference can be accounted for in
a straightforward manner if we assume that the alternating Cases are realized in
specific structural environments whereas the rigid ones are independently deter-
mined; in other words, we will assume two sorts of case indices, structural and
lexical.

(Haider, 1985, p.70)

On the basis of these ‘definitional’ properties of structural and lexical Cases, Haider (1985,
p.70) shows that, just as assumed by Chomsky (1986a), nominative and objective are struc-
tural cases: they may change as the result of passivization (accusative to nominative) or raising
to object (Acl; nominative to accusative). However, implicitly departing from the assumptions
of Chomsky (1986a), Haider (1985) also shows that in German certain verbs may assign the
lexical Case, morphologically realized as dative or genitive (they are stable in passivization;
see the data in §3.4.2 below). Additionally, Haider (1985, pp.80-81) assumes (against Chom-
sky’s (1986a) views again) that ad-nominal genitive may be considered structural.?®:2! These
results allow Haider (1985) to derive various GB principles (EPP, Burzio’s Generalization), to
the extent to which they are valid in German, and explain interesting properties of German
passives, among other phenomena.

18Tn the interest of brevity, we do not discuss here the attempt at making the Case theory an auxiliary
part (or consequence) of the #-theory (in terms of Case marking being simply a ‘visibility condition’ on 6-
assignment), however interesting this attempt is from a purely poetic point of view; see Chomsky (1986a, p.95
and, esp., n.39 on p.208).

"Note that Haider (1985) calls ‘lexical’ what Chomsky (1986a) calls ‘inherent’. In the remainder of this
study, we will use both terms interchangeably. Moreover, from now on we will drop the quotes in ‘structural’
and ‘inherent’/‘lexical’.

20Moreover, Haider (1985, pp.80-81) suggests that adjunct NPs are assigned Case on the basis of their
thematic function, apparently outside the structural/lexical system, which is valid only for arguments.

2L A similar set of conclusions is reached, in a rather different set of assumptions, in Yip et al. (1987) (on the
basis of mainly Icelandic data).
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It is roughly this understanding of the structural vs. inherent dichotomy, based on the
(in)stability of morphological cases in changing environments, rather than that of Chom-
sky (1986a), which is based on the ability of various lexical items to take arguments and
certain theory-internal considerations, that was adopted in the HPSG literature discussed be-
low (§3.4.2). Moreover, as we show in Chapter 5 (cf. §5.1), such a case dichotomy plays an
important réle also in Polish.

Before we conclude this subsection,?? a very brief note on more current versions of Chomsky’s

transformational grammar, i.e., the so-called Minimalist Program (MP; cf. Chomsky (1995c¢)),
isin order. In these recent ‘developments’, Case theory is a part of the main explanatory mech-
anism, namely checking theory; items move in order to check matching features of functional
heads. Among these features are Case features (now called ‘N features’). Thus, for example,
a nominative NP (or DP) which is in a VP-internal position must raise to the functional
node Tense (or AgrS) in order to check its (Tense’s!) nominative Case feature; otherwise
‘the derivation crashes’. Similarly for the accusative NP: it must raise to the AgrO (Object
Agreement) functional node in order to check AgrO’s accusative ‘N feature’. But how do these
VP-internal NPs bear Case features in the first place? In general (and very roughly), any NP
may bear any Case, but if, say, there are two nominative NPs and no accusative NP, then the
N feature of AgrO cannot be checked and the derivation crashes. So, only those derivations
will survive which had the right number of NPs with the right Cases to start with.

Although the above paragraph only scratches the surface, and probably is incomprehensible to
anybody not already exposed to MP, it should be clear that, within MP, Case is an even more
abstract notion than in GB, without any obvious connection to morphological case. What is
important to us, though, is that—to the best of our knowledge—the structural vs. inherent
dichotomy did not make it to MP; in fact, as noted in Roberts (1997, p.97), “it is not clear
how inherent Case fits into the checking theory” at all.?® For these reasons, we will ignore MP
in the rest of this Part.

3.2.2 Slavic GB

As far as GB work on case is concerned, it may well be that most of it is based on Slavic
data; it is rather telling that when Chomsky and Lasnik (1995, p.110) mention that there is
“some parametric and lexical variation” to their generalization that “[ijn nominative/accusative
languages, the subject of a finite clause is assigned nominative Case; the object of a transitive
verb is assigned accusative Case,” they cite Freidin and Babby (1984) and Neidle (1988), both
concerned with case in Russian.?* In fact, the literature is so voluminous, that we cannot

228ee Webelhuth (1995b) and Roberts (1997, ch.2) for more comprehensive, and very readable, expositions
to Case in GB/MP.

23But see Lasnik (1995) and Stjepanovi¢ (1997) for some discussion of inherent Case in MP, which leads
to the conclusion that the only difference between structural Cases and inherent Cases is in terms of #-role
assignment. Unfortunately, it is not at all clear that phenomena successfully analysed on the basis of previous
understandings of this dichotomy are still analyseable when this new minimalist approach is adopted, nor is an
attempt made to show that this is the case. (See, however, Franks (1998b) for an attempt at reformulating his
earlier GB analysis of case assignment into the MP set of assumptions. Unfortunately, this attempt is largely
speculative.)

240f course, Neidle (1988) is set within LFG; this seems to be one of the few exceptions to the general rule
of “no cross-theoretical citations” usually adopted in GB/MP literature, especially, in Chomsky’s own writings.
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hope to do it any justice here; we will be content with a brief look at just a few works among
those relevant to this study.

It is interesting that a dichotomy very similar to the structural vs. inherent distinction pos-
tulated in Chomsky (1980, 1986a) was independently developed within Slavic generative lin-
guistics, namely, in Babby (1980b,a). In particular, Babby (1980b,a), concerned with case
marking in Russian, distinguishes (after Jakobson (1971b)) between the direct cases (nom-
inative and accusative) and the oblique cases (dative, genitive, locative, instrumental), and
shows that this distinction is syntactically relevant in that indefinite NPs bearing the former,
but not the latter, ‘change’ their case to genitive in Russian in the scope of negation. Babby
(1980b) accounts for that by assuming that direct cases are assigned only structurally, on the
basis of the position of an NP (i.e., at S-structure in standard GB terms), while oblique cases
are assigned either ‘by transformations’ (at S-structure), or lexically (at D-structure). In case
of indefinite NPs in direct positions, they are syntactically assigned the genitive case appar-
ently before the relevant rule configurationally assigning the nominative or the accusative has
a chance to operate, but clearly after the lexical assignment of oblique cases (because oblique
NPs cannot ‘change’ their case to genitive in the scope of negation). This distinction between
direct and oblique cases is both similar to standard GB assumptions discussed above, in that
direct (= structural) case is assigned only in the syntax proper, and different from them, in
that oblique (= inherent) case is assigned either lexically, or syntactically.

However, Babby’s (1980b) approach is more spelled out than the theories of Case sketched
above. Babby (1980b) assumes a number of mechanisms, which we will illustrate with an
outline of his account of Russian numeral phrases.?> The striking property of Russian (or
Polish) numeral phrases is that, if such a phrase occurs in a direct position, the noun must bear
the genitive case, while in oblique positions, it bears the oblique case assigned to the whole
phrase. This is illustrated below (on the basis of Babby (1980b, (14), p.13); instrumental
represents oblique cases here, while nominative and accusative are direct cases).

NPnom/acc NPms
(3.10)  a. /\ b, , /\ .
pjat’ knig pjat’ju  knigami
‘ﬁvenom/acc’ CbOOkSgen7 “fiveins”  ‘booksips’

According to Babby (1980b), such data strikingly confirm his understanding of the distinction
between direct and oblique cases. On the assumption that, in Russian, there is a transfor-
mational rule that marks NPs in the scope of quantifiers (including numerals) as genitive,
the facts in (3.10) are predicted: assuming the cyclicity of case assignment rules (‘transfor-
mations’), in (3.10a), the rule assigning genitive in the scope of quantification will apply to
the noun knig before the rule assigning the nominative/accusative will apply to the whole
NP; this means that the nom/acc case will be able to percolate to the numeral, but not to
the noun, because it will already bear case. On the other hand, in (3.10b), the instrumental
must be assigned lexically, i.e., before any transformations; this means that the ‘genitive of
quantification’ rule will not apply because the noun already bears case.

This account illustrates the following properties of case marking assumed by Babby (1980b):

?5Similar data in Polish will be extensively discussed in Chapter 5 (§5.3).
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e case may be assigned only once; once it is assigned no rule is capable of re-assigning it;
e in cases of case assignment conflicts, the case that was assigned first wins;
e case percolates from maximal projections to all elements of these projections, but:

e case percolation is stopped if an element already bears case (assigned lexically or in an
earlier cycle).

An approach to case along similar lines is also assumed in Babby (1985).

However, this view is substantially modified in Babby (1986), who still assumes the distinc-
tion between direct morphological cases (nominative, accusative) and oblique cases (genitive,
dative, etc.), but ascribes different properties to them:2

e direct cases are assigned to maximal NP projections, while oblique cases are assigned to
head nouns;

e an exception to the last generalization is the genitive (hence, oblique) of quantification
(‘GEN(QP)’), which is assigned to N, i.e., neither to a maximal projection, nor to the
lexical head;

e case assigned to a maximal projection percolates downwards to all appropriate con-
stituents, case assigned to lexical heads percolates upwards all the way to the maximal
projection (or, roughly, to the position from which this case was assigned, if lower than
maximal projection);

e direct cases are assigned configurationally, while oblique cases are assigned:?7

— either lexically,
— or semantically, e.g., the genitive of negation,

— or via the rule responsible for the genitive of quantification;

e when conflicts between these various modes of case assignment arise, they are resolved
according to the following CASE ASSIGNMENT HIERARCHY for Russian:

Lexical Case > Semantic Case > GEN(QP) > Configurational Case

Moreover, Babby (1986) assumes that case may be assigned either by a head (Lexical Case),
or by a maximal projection (genitive of quantification, assigned by QP). Thus, the analysis
of Russian case assignment in Babby (1986) involves rather heavy machinery, much of it not
quite standard in GB (e.g., case assignment by maximal projections or case assignment to
heads, i.e., not under government). Many of these assumptions are also present in Babby
(1987, 1988), with the prominent exception of case assignment to heads; Babby (1987, 1988)
assumes that lexical case (and, probably, oblique cases in general) is assigned to maximal

?6See also Freidin and Babby (1984) and Babby (1984).

2"Babby (1986, n.27, p.214) tentatively adopts a fourth possibility, of an oblique case being assigned con-
figurationally, namely in case of ad-nominal genitive. This weakens the syntactic relevance of the direct vs.
oblique case distinction.
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projections, just as configurational case (but case assignment to non-maximal projections, by
QP, is still allowed).?®

It seems fair to say that Babby’s work on case in Russian was a first attempt at giving a com-
prehensive generative account of syntactic (and, to a lesser extent, semantic) case assignment
in a Slavic language, but interesting GB work on Slavic case certainly is not limited to his
oeuvre. Among other interesting positions are the following:??

e Pesetsky (1982): provides an analysis of the genitive of negation and case patterns in
quantificational NPs/QPs in Russian;

e Franks (1983): deals with the difficult issue of relationship between case and control in
Polish (see §5.4.2.1 for a brief discussion);

e Franks (1986): concerned with quantifier structures in Russian, as Babby, but mainly
with empty and prepositional quantifiers;

e Rappaport (1986a): tackles with case assignment in comparative and (secondary) pred-
icative constructions in Russian;

e Franks and Greeneberg (1988) and Franks (1990): discuss configurational assignment of
the dative case in Russian;

e Leko (1989): an analysis of case assignment in Serbo-Croatian based on the assumptions
that abstract Case is assigned by heads (i.e., 0-projections) to maximal projections
under government, case percolation is only downward (to heads), and there is a separate
mechanism of ‘Case spreading’ responsible for case agreement;

e Franks (1994b,a): deals with numeral (quantificational) phrases in Russian and Serbo-
Croatian, and, to a much lesser extent, Polish;

e Franks (1995): a collection and some extension of the analyses in his previous work;

e Bailyn (1995): on the basis of Russian data, extends configurational case assignment to
many instances of oblique cases, hitherto analysed as assigned lexically or semantically,
by associating different morphological cases with different configurational positions.3°

What all these works, and, indeed, all works discussed in this section, have in common is the
assumption that syntactic case is a configurational phenomenon, i.e., that case, or at least the
structural / configurational / direct case is assigned to an NP on the basis of its configurational

28 Another simplification in Babby (1987, 1988) with respect to Babby (1986) is (tentative) classification
of GEN(QP) as configurational, with the resulting simplification of the CASE ASSIGNMENT HIERARCHY to:
Lezical Case > Semantic Case > Configurational Case.

2Qur failure to include a publication in the list below should by no means be interpreted as an attempt
to depreciate it; some apparently interesting works have not been available to us at the time of writing (e.g.,
Freidin and Babby (1984), Franks (1985), Fowler (1987) and Bailyn and Rubin (1991)), other will be briefly
discussed in Chapter 5, on case in Polish (esp., Willim (1990) and Tajsner (1990)) and in the next Part of this
study, on complements and adjuncts (e.g., Franks and Dziwirek (1993) and Fowler and Yadroff (1993)).

30However, the difference between ‘structural’ and ‘lexical’ cases in preserved in that the former are assigned
at a Spec position, while the latter at a Complement (sister of a 0-projection) position.
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position.3! The approach to case assignment developed in Chapter 4 and extensively applied
to Polish in Chapter 5 will be, by contrast, strictly non-configurational.

Another feature that the great majority of these works have in common is the distinction
between structural cases, usually understood as assigned purely on the basis of syntactic
configuration, and inherent or lexical cases, often assumed to be assigned by particular lexical
items (or, otherwise, semantically), but different authors attach different assumptions to this
dichotomy. In Chapter 5, we will show that some such distinction is valid for Polish, although
our understanding (and technical execution) of it will be quite different than in any of these
works.

3.3 Case in LFG

Before we move to the discussion of case assignment in HPSG, a note on case assignment
in LFG is in order as our analysis developed in Chapter 4 shares an important feature with
LFG analyses, namely, (the possibility of) case assignment on the basis of the obliqueness
(grammatical function) hierarchy.

The first clear account of case assignment in LFG that we are aware of is Neidle (1982),32
who distinguishes between ‘structural (predictable) case assignment’ and ‘lexical (irregular)
case assignment’. The latter is, just as in the GB work discussed above, assigned obligatorily
and idiosyncratically by particular lexical items, and no syntactic process may change it. For
example, a verb may have the following information as part of its lexical entry:

(3.11)  V, (TOBJ CASE = DAT)

The former, on the other hand, is—contrary to the terminology—structural in a very weak
sense; according to Neidle (1982), ‘structural case assignment’ takes place on the basis of
grammatical functions of NPs. Technically, this idea is realized via a ‘Phrase Structure (PS)
redundancy rule’ which says that, whenever there is a certain grammatical function specifica-
tion on a phrase structure rule, e.g., (3.12), optionally add to it a relevant case specification,
e.g., (3.13).

(3.12)  (tomJy) =
(3.13)  ({CASE) = ACC

The result of this is that, given the rule such as (3.14), objects of verbs will be optionally
assigned the accusative case.

(3.14) VP — V NP NP
(toBn)=| (toBs2)=|

31But see Schoorlemmer (1994) for a (partially) opposite claim, i.e., for the analysis of dative in Russian,
configurational according to Franks and Greeneberg (1988) and Franks (1990), as semantic, assigned freely “to
any NP that needs it.”

32Gee also Andrews (1982) for a somewhat more complicated account of case in Icelandic and, especially,
its interaction with control. The main assumptions of Neidle (1982) regarding case in LFG are also present
in Neidle (1988).
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Now, if a verb assigns case to its object lexically, as in (3.11), this optional ‘structural case
assignment’ rule will not apply because one feature (here, CASE) cannot have two values
(LFG’s principle of consistency). On the other hand, if a verb does not assign a lexical case,
the rule may apply, and, if it does, the object will be in the (default) accusative case.

Since this rule is optional, it does not have to apply, though. If it does not, then this NP
will not have its CASE value specified. This, however, is forbidden because, by assumption,
all lexical nominal items must contain a constraint equation, such as the one below, for the
Russian pronoun ja ‘I

(3.15)  ja: PRO, (tCASE) =, NOM

What this constraint equation says is that ja must be assigned the nominative case, whether
by a lexical entry of a verb, or by a PS redundancy rule. So, such constraint equations play
the role analogous to that of the Case Filter in GB, forcing nominals to be assigned case.?3

Despite the apparent similarity of this approach to those in GB, important differences should
be noted. First, although ‘structural’ case is directly assigned via an annotation on a syntactic
rule, and in this sense it is (weakly) structural or configurational, such an annotation is
added (via PS redundancy rules) on the basis of the grammatical function, and in this sense
‘structural’ case assignment is really ‘functional’. Second, Neidle (1982) does not assume that
structurally assignable cases are limited to nominative and accusative; on the contrary, she
presents rules of structural case assignment of the instrumental of predication, the dative of
secondary objects, and the genitive of negation (all in Russian).?*

Another interesting LFG analysis of case assignment is that of Zaenen and Maling (1983)
and Zaenen et al. (1985), who distinguish between three different modes of case assignment,
adding (after Freidin and Babby (1984)) semantic case assignment to the two types of case
assignment considered by Neidle (1982). Although Zaenen and Maling (1983) and Zaenen
et al. (1985) do not have anything to say about the semantic case, apart from giving examples
involving the accusative of time/duration and the dative of instrument (in Icelandic), they
make certain additional assumptions regarding the other two types of case assignment. In
particular, they assume that lexical (idiosyncratic) case is assigned to particular thematic
roles (note the similarity with GB assumptions), while structural (functional) case is assigned
at the level of grammatical functions by the following default rule:

(3.16)  DEFAULT CASE MARKING (Universal):

The highest available Grammatical Function is assigned NOM case, the next highest
ACC.

A Grammatical Function (GF) is considered to be available if it is not already® assigned a
lexical case.

330n the other hand, they seem to lack the generality of the Case Filter in the sense that there is no meta-
constraint to the effect that all lexical entries of nominals must involve such a constraint equation. Andrews
(1982) takes advantage of this feature in analysing Icelandic nominative NPs as actually caseless.

34In this sense, this approach shows strong affinity with that of Bailyn (1995), despite theoretical differences.

35 Zaenen and Maling (1983) and Zaenen et al. (1985) assume certain order in which various principles should
be satisfied, which seems at odds with LFG as an interpretive theory. We are not sure whether this is really
intended, or whether it is for expository reasons only.
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This rule presupposes a hierarchy of grammatical functions, universal according to Zaenen
and Maling (1983, p.176), namely:

(3.17)  SUBJ > OBJ > OBJ2

The important difference between this analysis and that of Neidle (1982, 1988) is that, while
on the latter account ‘structural’ case was assigned to particular grammatical functions, here it
is assigned on the basis of the hierarchy of grammatical functions. For example, the principle
(3.16) together with the hierarchy in (3.17) predicts that nominative case is assigned to the
subject, unless this subject already bears a lexical case; in that case, nominative case is
assigned to the object.

This analysis is strikingly confirmed by Icelandic ditransitive verbs. In brief, such verbs take
three arguments: the nominative subject, the accusative object and the dative indirect object.
In Icelandic, either object may become the subject in passive constructions. Thus, in case
indirect object becomes the subject, the direct object is the highest ‘available’ GF (the subject
is earlier lexically marked as dative), so, according to (3.16), it should bear the nominative
case. See Zaenen and Maling (1983) and/or Zaenen et al. (1985) for the data confirming this
prediction.

Such reliance of the rules of ‘structural’ case assignment on the hierarchy of grammatical
functions will also be an important feature of our account, developed in Chapter 4.

Finally, a more recent and very clear presentation of ways case is assigned in LFG can be
found in King (1995, §8.1), where four modes of case assignment are considered:3°

e functional, based on particular grammatical functions, as in Neidle (1982, 1988);
e lexical, completely idiosyncratic, assigned by particular lexical items;
e semantic, predictable on the basis of semantic information;

e configurational, assigned on the basis of c-structure position.

The first two kinds of case assignment are assumed throughout the LFG literature, including
the works cited above. The third kind, i.e., semantic case assignment, has been assumed and /or
argued for mainly on the basis of various non-European languages, e.g., Hindi (Mohanan,
1994), Urdu (Butt, 1995; Butt and King, 1991, 1999), Warlpiri (Simpson, 1991), and other
Australian languages (Nordlinger, 1998), but, e.g., also various adverbial NPs in European
languages have been claimed to bear semantic cases. In this study, we will not deal with this
mode of case assignment; we will use the term ‘inherent/lexical case’ as encompassing both
truly idiosyncratic lexical case and semantically predictable case.

Finally, King (1995) introduces into LFG purely configurational case, assigned to an NP
solely on the basis of the position this NP has in the syntactic tree (c-structure), although she
assigns it only a very marginal role, unlike in GB or MP. An example that she gives comes

from external topicalization in Russian:3”

36This four-way distinction is further elaborated in Butt and King (1999), on the basis of Urdu.
37This example is attributed to Franks and House (1982, p.161).
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(3.18)  [Milicionery|, [na stole lezalo dve furazki.|
policemeny,,,,, on table lay  two service caps

‘(As for) policemen, on the table lay two service caps.’

Since King (1995) provides a configurational analysis of topic and focus in Russian, in which
different information structure functions are associated with different tree-structure positions,
it is natural for her to claim that the nominative case on the external topic milicionery is tied
to the configurational position of such external topics.

The approach to case assignment developed in Chapters 4 and 5 implicitly rejects such claims,
although, unfortunately, information-structural considerations are outside the scope of this
study and, hence, we do not provide an alternative analysis of external topicalization.?®

We now move to the presentation of HPSG approaches to case assignment.

3.4 Case in HPSG

Pollard and Sag (1994, p.30) say that in HPSG, “[t|here is no separate theory of case (or
Case). Nominative case assignment takes place directly within the lexical entry of the finite
verb,” while “the subject SUBCAT element of a nonfinite verb...does not have a CASE value
specified.”

However, they add in a footnote (Pollard and Sag, 1994, fn.25, p.30), that “for languages with
more complex case systems, some sort of distinction analogous to the one characterized in GB
work as ‘inherent’ vs. ‘structural’ is required.”

In fact, all HPSG accounts of various case phenomena from various languages assume such a
distinction. Below, we will briefly examine HPSG accounts of case assignment, and we will
see that these approaches share with GB configurationality of case assignment rules.

3.4.1 Sag et al. (1992)

The first interesting HPSG approach to case assignment is that of Sag et al. (1992).3% Tt
is concerned with the famous problem of so-called ‘quirky’ subjects in Icelandic (Andrews,
1982, 1990; Zaenen and Maling, 1983; Zaenen et al., 1985), in which non-nominative subjects
of some verbs retain their ‘quirky’ case in raising constructions instead of showing up in the
nominative (raising to subject) or in the accusative (raising to object) case. This is illustrated
by the contrast between (3.19), where non-quirky subjects are involved, and (3.20)—(3.22) with
‘quirky’ (accusative, dative and genitive) cases on the subject of the lower verb.

(3.19) a. Hann virdist elska hana.
hepom seems lovej,s hergec

38 However, it seems that the nominative on external topics should be linked to the nominative as the
‘extrasentential’ case, i.e., used to mark NPs not present on any argument structure. We leave exploring this
possibility for future research.

39 A similar approach to case assignment can be found in Zlati¢ (1997b), which came to our attention too
late to be discussed here.
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‘He seems to love her.’

b. Peir telja Mariu hafa  skrifad ritgerdina.
they believe Mary .. have;,; written the-thesis
‘They believe Mary to have written her thesis.’

(3.20) a. Hana virdist vanta peninga.
herge. seems lack;,; money
‘She seems to lack money.’

b. Hann telur mig vanta peninga.
heyom believes me,.. lack;,; money
‘He believes that I lack money.’

(3.21) a. Barninu virdist hafa  batnad veikin.
the-child 44; seems have;,s recovered-from the-disease
‘The child seems to have recovered from the disease.’

b. Hann telur barninu hafa  batnad veikin.
he believes the-child4,; have;,s recovered-from the-disease
‘He believes the child to have recovered from the disease.’

(3.22) a. Verkjanna virdist ekki geeta.
the-painsge, seems not be-noticeable;,s
“The pains don’t seem to be noticeable.’

b. Hann telur  verkjanna ekki gata.
he believes the-painsge, not be-noticeable;,s
‘He believes the pains to be not noticeable.’

Such facts are problematic for the simplistic assumption that case is assigned directly within
lexical entries because it is not clear what case should be assigned to the subject of the subject-
raising verb virdist ‘seem’: as (3.20)—(3.22) show, it cannot be nominative. It could be claimed
that the case of the subject of wirdist ‘seems’ is the same as the case of the subject of the
lower verb would be, if it were a matrix verb, but the same cannot be said about the case of
the object of object-raising verbs such as telur ‘believes’. Here, the case is the same as if it
were assigned by the lower verb only if the lower verb assigns a ‘quirky’ case to its subject,
as in (3.20)-(3.22). In (3.19), on the other hand, the case of the raised object is accusative,
instead of the nominative expected on such a straightforward analysis.

The pretheoretic generalization concerning Icelandic case facts seems to be that, by default,
subjects of finite verbs get the nominative case and objects get the accusative, but these default
values can be overridden by particular verbs which assign particular ‘quirky’ cases to their
subjects. Sag et al’s (1992) aim is to encode this non-monotonic intuition using monotonic
mechanisms provided by HPSG. They introduce two case features, CASE (the actual case),
and DCASE (default case), and assume that ‘non-quirky arguments’ structure-share the values
of these attributes, while ‘quirky arguments’ are lexically assigned the value of CASE, but not
of DCASE. Moreover, overtly realized subjects are assigned the nominative DCASE, and raised
objects are assigned the accusative DCASE.

Now, assuming that the morphological case corresponds to CASE, the problematic facts above
are accounted for. In (3.19), the subject of the lower verb is not ‘quirky’; i.e., it shares its
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CASE with its DCASE. When this subject is raised and realized as the subject of the higher
verb, as in (3.19a), its DCASE (and, hence, also its CASE) is resolved to the nominative, but
when it is raised to object, its DCASE (and CASE) is resolved to the accusative case. On the
other hand, subjects of the lower verbs in (3.20)-(3.22) do not structure-share their DCASE
and CASE but, instead, have their CASE value specified lexically. This means that, whatever
the value of DCASE, their morphological case is constant.

Two features of this account should be noted. First, it implicitly introduces into HPSG the
structural/lexical case dichotomy assumed in other frameworks. Here, an argument of a verb
bears a structural case in the sense that it is lexically specified as sharing its CASE and DCASE,
with the particular value of these attributes being assigned by more general principles. An
argument bears a lexical case, on the other hand, if its CASE value is lexically specified.

The second feature is the partial configurationality of structural case assignment. Since the
structural nominative is assigned to overtly realized subjects, the relevant case assignment
principle (not formalized in Sag et al. (1992)) must operate on the level of DTRS or, equiva-
lently, should be incorporated into phrase structure schemata.

This brings us to certain conceptual problems with the case assignment account of Sag et al.
(1992). First, on that account, assignment of structural case is heterogeneous. In case of
structural nominative, it is done in grammar proper: “it is a general fact about realized subjects
in Icelandic. ..that their default case value is nominative. This information is presumably to
be associated with the grammar rule that introduces subjects” (Sag et al., 1992, p.310). In
case of structural accusative, on the other hand, case assignment takes place directly within
lexical entries. Sag et al. (1992, p.311) give the following example of the SUBCAT specifications
for object raising verbs (their (31)):

CAT np

FORM inf |)
DCASE acc

] CAT vp
J
SUBCAT (@)

(3.23) SUBCAT ([ CAT np |,

This account may be satisfactory for the Icelandic facts considered by Sag et al. (1992), but,
as we will see below, a more general analysis of structural case assignment is necessary in
other languages, including German, Korean and Polish.

Another minor problem is that it is not clear what case value should be assigned to ‘quirky’
objects. If, by analogy with ‘quirky’ subjects, only the CASE value is specified in the lexical
entry of the ‘quirky’ verb, then nothing specifies the value of DCASE and spurious ambiguities
result (one analysis with DCASE nominative, another with DCASE accusative, assuming that
these are the only possible values of DCASE). This spurious ambiguity problem can be dealt
with by assigning the accusative to DCASE of all objects, but it is clear that, in case of ‘quirky’
objects, this value does not play any role in the grammar.

The accounts we move to now are more general and free from these problems.
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3.4.2 Pollard (1994) and Heinz and Matiasek (1994)

The structural vs. lexical case distinction was explicitly introduced into HPSG apparently
independently by Pollard (1994) and Heinz and Matiasek (1994).40

3.4.2.1 Pollard (1994)

Pollard (1994) uses this dichotomy in order to give a unified account of German passive. He
follows GB in assuming that lexical case is assigned rather idiosyncratically by particular
lexical items to their dependents, while structural case is assigned by general grammatical
principles:

[A] structural NP is simply an NP whose case is not lexically assigned, but instead
will surface as either a nominative or an accusative, depending on the syntactic
context in which it occurs.

(Pollard, 1994, p.277)
Thus, for example, the participle gegeben ‘given’ has a (partial) lexical entry like in (3.24).

(3.24)  gegeben ‘given’

HEAD verb|part]
suBJ (NP|str])
coMPs (NP|[str|, NP[dat])

The indirect object of gegeben is lexically assigned the dative case, but the subject and the di-
rect object are assigned the underspecified (i.e., non-maximal) type str, which will be resolved

in the syntax according to a principle such as (3.25) (Pollard, 1994, p.294):%!
(3.25)  STRUCTURAL PRINCIPLE OF STRUCTURAL CASE RESOLUTION
i.  An NP|str| is assigned nominative case if its sign realization is as the subject

of a phrase.

ii.  An NP[str] is assigned accusative case if its sign realization is not as the subject
of a phrase.

For example (Pollard, 1994, p.277), the direct object of gegeben is realized as the object of the
participial phrase in (3.26a) and is assigned the accusative case in accordance with (3.25ii),
but it is passivised and realized as the subject of the clause in (3.26b) and it is assigned the
nominative by (3.251).

40See Pollard (1994, fn.23, p.294) and Yoo (1993, p.188). Heinz and Matiasek (1994, p.202) mention Kiss
(1991) as using “str(uctural) and lez(ical) without further explanation.”

Ppollard (1994, pp.293-294) also briefly considers an alternative formalization using defaults, a mechanism
not available at the moment in the logic for HPSG which we assume here (King, 1989, 1994, 1999; Richter
et al., 1999; Richter, 1999b).
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(3.26) a. Sie hat ihm den Wagen gegeben.
she,om Aux heg, the,.. car given
‘She gave him the car.’

b. Der Wagen ist ihm gegeben worden.
the,om car Aux hegq given  Aux
‘The car was given to him.’

An interesting application of this case assignment technique, which also seems to provide an

argument for configurationality of case assignment, is so-called remote passive, as in (3.27b)
below (Pollard, 1994, p.288).

(3.27) a. |Den Wagen zu reparieren| wurde versucht.
thege car to fix Aux  tried
‘It was attempted to fix the car.’

b.  |Zu reparieren versucht| wurde der =~ Wagen lange Zeit.
to fix tried Aux  they,om, car long time
‘It was attempted to fix the car for a long time.’

On the common assumption that only single constituents can be fronted (i.e., can appear be-
fore the finite verb in so-called V2 clauses, as these in (3.27)), versuchen ‘attempt’ is analysed
as optionally attracting arguments of its complement, in the sense of Hinrichs and Nakazawa
(1990, 1994a). In (3.27a), versucht does not attract the complements of the infinitival verb
it subcategorizes for (here, zu reparieren), so den Wagen is realized as the direct object of
reparieren and the whole infinitival VP den Wagen zu reparieren is passivised (raised to the
subject position of the auxiliary wurde). On the other hand, (3.27b) involves the attraction
version of wersuchen: the object of reparieren becomes a complement of versucht, it is pas-
sivised, i.e., raised to the subject of wurde, and the participial VP zu reparieren versucht is
fronted.*? Similar analyses are proposed by Kiss (1991) and Heinz and Matiasek (1994).

If this analysis is essentially correct, it provides an argument against the strictly lexical ap-
proach to case assignment of Pollard and Sag (1994) and, apparently, for some role of configura-
tionality in structural case assignment. The argument is as follows: assuming case assignment
in the lexicon, what case should reparieren assign to its object? It cannot be the nominative,
because the object bears the accusative case in (3.27a). It cannot be the accusative, either,
because of the nominative case of der Wagen in (3.27b). Leaving the case of the object of
reparieren unspecified in the hope that it will be resolved by a higher verb also would not
work: den Wagen is clearly accusative in (3.27a), although it is not raised to a higher verb
which could assign case to it.*3

On the other hand, a configurational CASE RESOLUTION principle like that in (3.25) (or (3.36)
below) deals with such cases easily: the complement of reparieren is accusative in (3.27a)
because it is realized as the object of reparieren (cf. clause ii. of (3.25)), and it is nominative
in (3.27b) because it is realized as the subject of wurde (cf. clause i. of (3.25)). In §4.2,

*2GQee Pollard (1994) for details and §4.3.2 for an analysis assuming the approach to structural case assignment
developed in the next Chapter.

43 A moment’s reflection should suffice to show that, even if zu were to be analysed as an argument attraction
auxiliary, the argument above against purely lexical case assignment could be repeated for this auxiliary.
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we will see that facts such as (3.27) can also be accounted for without any reference to
configurationality.

3.4.2.2 Heinz and Matiasek (1994)

Heinz and Matiasek (1994) provide probably the best worked-out and the most influential
account of case assignment in HPSG to-date. Building on earlier work within GB (Haider,
1985, 1986), they examine in detail the role of the structural/lexical case distinction in German.
Similarly as Pollard (1994), they assume that an argument is assigned structural case if the
morphological case value of this argument varies together with syntactic environment. This
is illustrated by the contrast between (3.28) and (3.29) (Heinz and Matiasek, 1994).

(3.28) a. Der Mann unterstiitzt den Installateur.
the man,,,;, supports the plumber,.

‘The man is supporting the plumber.’

b. Der Installateur wird unterstiitzt.
the plumber,,, Aux supported

‘The plumber is supported.’

c. das Unterstiitzen des Installateurs
the supporting  the plumberg,,

‘the support for/from the plumber’

(3.29) a. Der Mann hilft dem Installateur.
the mang,,;, helps the plumber gy

‘The man is helping the plumber.’

b. Dem Installateur wird geholfen.
the plumberg,;  Aux helped

“The plumber is helped.’

c. das Helfen des Installateurs
the helping the plumberg,

‘the help from/*for the plumber’

In (3.28a), the direct object of the active unterstitzt ‘supports’ bears the accusative case, but
in the passive (3.28b), it bears the nominative, and in the deverbal NP (3.28b) it bears the
genitive. On the other hand, the dative argument of the active (3.29a) stays dative in the
passive (3.29b) and cannot occur in the genitive case in the deverbal NP (3.29c).

These observations might suggest that German morphological cases (nominative, accusative,
genitive, dative) are neatly divided into structural cases (nominative, as in (3.28b), accusative,
as in (3.28a), and genitive, as in (3.28¢c)), and lexical (dative, as in (3.29)). However, as
examples (3.30) (from Heinz and Matiasek (1994, p.226) but attributed to Andreas Kathol)
and (3.31) (from Haider (1985, p.68)) suggest, also accusative and genitive can be lexical.
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(3.30) a. Der Professor lehrt den Studenten jede Woche einen neuen
the professor,,, teaches the student,,  every week a new
Ansatz.
approach 4.

‘The professor teaches the student a new approach every week.’

b. ?Den Studenten wurde jede Woche ein neuer Ansatz gelehrt.
the student,.,. was every week a new approachy,, taught
‘A new approach was taught to the student every week.’

c. *Der Student wurde jede Woche einen neuen Ansatz gelehrt.
the student,,, was every week a new approach,. taught
‘A new approach was taught to the student every week.’ (intended)

(3.31) a. Sie gedachte  vergangener Freuden.
she remembered past JOY gen
‘She remembered past joy.’

b. Vergangener Freuden wurde gedacht.
past JoY gen was remembered
‘Past joy was remembered.’

As examples (3.30b) and (3.30c) show, one of the two accusative complements of lehren ‘teach’
is lexical: it remains in the accusative case (cf. (3.30b)), instead of changing its case to the
nominative (cf. (3.30c)). (3.31), on the other hand, shows that the genitive argument of
gedachte ‘remembered’ is also lexical: it behaves like the dative argument of hilft ‘helps’
in (3.29), and not like the argument of unterstitzt in (3.28).

On the basis of such considerations, Heinz and Matiasek (1994) assume that lexical cases can
be morphologically realized as genitive, dative and accusative, while structural cases can be
realized as nominative, genitive and accusative. This leads to the following case hierarchy for
German:**

(3.32)

case

/\

morph-case syn-case

nom gen dat acc

structural lexical

T = |

snom sgen sacc lgen ldat lacc

Now, since lexical cases are constant across syntactic environments, their morphological re-
alization (e.g., ldat) is fixed in lexical entries of particular verbs and cannot be subsequently

**Case can also be made for lexical nominative in German, cf., e.g., Miiller (1998a).
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changed. On the other hand, since structural cases are morphologically resolved only in the
syntax, they cannot be fixed in the lexicon; lexical entries should only specify that their ar-
guments are structural (str), without specifying particular morphological realization (such as
snom). This leads to the following difference between unterstitzen ‘support’ and helfen ‘help’
in their subcategorization requirements (see also (3.24) above):

(3.33) a. wunterstitzen: [SUBCAT (NP[str], NP[str])|
b.  helfen: [SUBCAT (NP[str]|, NP[ldat])]

Note that subjects of both verbs are analysed as structural. This is for at least two rea-
sons. First, they change their case to genitive in nominalization, cf. (3.28¢) above, repeated
as (3.34a), and (3.34b).

(3.34) a. das Unterstiitzen des Installateurs
the supporting the plumber g,

‘the support from/for the plumber’

b. das Helfen des Installateurs
the helping the plumber g,

‘the help from the plumber’

Moreover, the case of the subject changes in so-called Acl constructions (also called subject-
to-object raising and ECM constructions), as in (3.35b) (Heinz and Matiasek, 1994, p.231).

(3.35) a. Der Mann kommt.
the man,,,, comes

‘The man is coming.’

b. Die Frau sieht den Mann kommen.
the woman,,;, sees the man,. come

‘The woman sees the man coming.’

The last, but not least, part of Heinz and Matiasek’s (1994) approach deals with resolving str
to particular morphological cases snom, sgen, sacc.

This is done via the CASE PRINCIPLE (3.36), with the notions external argument and internal
argument defined in (3.37) and (3.38), respectively (Heinz and Matiasek, 1994, p.209).

(3.36)  CASE PRINCIPLE (for German):

In a head-complement-structure whose head has category

verb[fin] the external argument has a CASE value of snom,

verb the internal argument has a CASE value of sacc,

noun the internal argument has a CASE value of sgen.
These are the only saturated or almost saturated head-complement-structures with
structural arguments.
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(3.37)  Syntactically External Argument (‘Subject’):

If the first element of the SUBCAT list of a sign is an NP[str|, it is called the (syn-
tactically) external argument of that sign.

(3.38)  Syntactically Internal Argument (‘Direct Object’):

If the second element of the SUBCAT list of a sign is an NP[str|, it is called the
(syntactically) internal argument of that sign.

Heinz and Matiasek (1994, pp.209-210) formalize this CASE PRINCIPLE by giving the following
constraints:*>

HEAD verb
SYNSEM|LOC|CAT VFORM fin
(3.39) SUBCAT () —
— h-c-str
HEAD-DTR]. . . |SUBCAT (NP[str], ...)
[ DTRS|HEAD-DTR). .. [SUBCAT (NP[snom], ...} ]
SYNSEM|LOC|CAT HEAD verb
SUBCAT ()} V (synsem)
(3.40) N
— h-c-str
HEAD-DTR|. . . |SUBCAT (synsem, NP[str], ...)
[ DTRS|HEAD-DTRY. .. [SUBCAT (synsem, NP[sacc], ...) ]
SYNSEM|LOC|CAT HEAD moun
SUBCAT ()} V (synsem)
(3.41) N
DTRS h-c-str
HEAD-DTR]/. . . |[SUBCAT (synsem, NP|[str]|, ...)

[ DTRS|HEAD-DTR). . . [SUBCAT (synsem, NP[sgen], ...) |

Note that the locus of this CASE PRINCIPLE is phrase and that it makes reference to head-
complement-structure values of the DAUGHTERS (DTRS) attribute. In this sense, this principle
is configurational. We will examine the apparent necessity of formulating such case principles
configurationally in the next Chapter, where we will also discuss problems such formulations
bring and propose an alternative account.

3.4.3 Similar Accounts

A number of researchers applied Heinz and Matiasek’s (1994) account to phenomena of lan-
guages other than German. We will briefly look at Yoo’s (1993) and Bratt’s (1996) analyses
of case in Korean, and Grover’s (1995) analysis of case assignment in English, and we will
mention Przepiérkowski’s (1996a) account of case in Polish.*6

*5For reasons of brevity, we will not illustrate this analysis here, but see Heinz and Matiasek (1994), Grover
(1995) and Przepiérkowski (1996a).

*Two more HPSG analyses employing the structural/lexical case distinction (in the context of German)
are Miiller (1997a, 1998a) and Meurers (1999b); because of their prima facie similarity to the approach
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3.4.3.1 Yoo (1993)

Yoo (1993) is concerned with prima facie ECM (subject-to-object raising) constructions in
Korean, in which the raised object can have either nominative or accusative case.

(3.42) a. Mary-ka John-i ttokttokha-ta-ko mit-nun-ta.
Mary nom Johnpem smartgec, comp believepres . dec
‘Mary believes John to be smart.’

b. Mary-ka John-ul ttokttokha-ta-ko mit-nun-ta.
Mary nom Johngee smartgec, comp believepres . dec
‘Mary believes John to be smart.’

Yoo (1993) argues that this case optionality reflects a structural difference between (3.42a)
and (3.42b): in the former, mit-nun-ta ‘believe’ subcategorizes for a clause, with John-i re-
alized as its subject, hence the nominative case. On the other hand, in the latter example,
mit-nun-ta is a raising verb, so John-ul is realized as an object, hence the accusative.

However, the simplistic case assignment approach of Pollard and Sag (1994) (assignment
within lexical entries of finite verbs) is not sufficient here because, as Yoo (1993) shows on the
basis of other examples, the lower verb in true raising constructions such as (3.42b) is finite.
This means that it should assign its (raised) subject the nominative case, just like all finite
verbs do. This, in turn, would result in case clash because the higher verb assigns this element
the accusative case.

The solution Yoo (1993) proposes follows Pollard (1994) and Heinz and Matiasek (1994).
She adopts the structural/lexical case dichotomy and posits the following (partial; slightly
simplified below) lexical entries for the stems mit- ‘believe’ and ttokttokha- ‘smart’ (Yoo, 1993,
p.189)...

(3.43) a. mit- (as in (3.42a)):

SUBJ (NP[str]) ]
COMPS (S)

SuBJ (NP[str])
comps (NP|str], VP[suBJ [1]])

c.  ttokttokha-: | suBs (NP[str]) ]

b, mit- (as in (3.42b)): [

. as well as the following CASE PRINCIPLE (for Korean) (Yoo, 1993, p.189):

(3.44)  CASE PRINCIPLE (for Korean):

A structural NP which is a daughter of a phrase a is nom if it is a SUBJ-DTR. of «,
and acc if it is a COMP-DTR, of «.

Moreover, on the basis of the behaviour of Korean emotion verbs (psych-verbs), Yoo (1993)
argues that nominative and accusative can also be lexical and proposes a case hierarchy similar
to Heinz and Matiasek’s (1994) hierarchy in (3.32) above.

advocated in this study, we will discuss them in the next Chapter, when we develop an alternative account.
Other works assuming similar accounts, which we will not review here, are: Ryu (1993), Gerdemann (1994),
and Chung (1995).
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case

morph-case syn-case
nom ace lex str
Inom lacc snom sacc

3.4.3.2 Grover (1995)

Grover (1995, pp.35ff.) assumes that all case marking in English is structural and, hence,
retains Pollard and Sag’s (1994) simple type hierarchy for English, in which the type case has
only two subtypes, nominative and accusative. However, unlike in Pollard and Sag (1994),
all case assignment takes place in the syntax, rather than in the lexicon. Specifically, Grover
(1995, p.35) proposes the following CASE PRINCIPLE (for English):4"

(3.46)  CASE PRINCIPLE (for English):

i.  In a feature structure of type head-comp-struc, any NPs in the comMmPps list of
the head daughter are [CASE acc].

ii. In a feature structure of type head-subj-struc, the NP in the SUBJ list of the head
daughter is [CASE nom] if the head is specified as [VFORM fin] or [VFORM base],
and [CASE acc| otherwise.

Grover (1995) shows that this CASE PRINCIPLE correctly accounts for case assignment to
subjects of non-finite verbs, as in (3.47) (Grover, 1995, (10), p.37), where the nominative is
assigned to the pronoun realized as the subject of the VP[base| in (3.47b), and the accusative
is assigned to pronouns realized as subjects of VP[inf| and VP|grnd| in (3.47a) and (3.47c),
respectively.

(3.47) a. It would be possible for him (*he) to be promoted.
b. It was decided that he (*him) be promoted.
c.  Him (*he) being promoted made us all glad.

On the other hand, if case were a strictly lexical phenomenon, as Pollard and Sag (1994)
would have it, and non-finite verbs did not assign case to their subjects, then nothing would
predict the nominative case in (3.47b) and the accusative in (3.47c). Moreover, neither be nor
promoted can assign the accusative to their subjects (because of the nominative in (3.47b)),
nor can they assign the nominative (because of the accusative in (3.47a)). Thus, in the
absence of more general case assignment principles, none of the three possible positions on
case assignment to subject by non-finite verbs (i.e., assign nominative, assign accusative, do
not assign case) is able to account for examples (3.47). So, it seems that even in a language
with case as impoverished as in English, case assignment cannot be restricted to the lexicon.*®

T"We simplify a little here.
“8See Grover (1995, pp.38ff.) for other advantages of syntactic case assignment in English.
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3.4.3.3 Przepidrkowski (1996a)

Another analysis based on that of Heinz and Matiasek (1994) is given in Przepiérkowski
(1996a).*? Tt is concerned with the so-called Genitive of Negation and case patterns in nu-
meral phrases, both in Polish, and both much more extensively discussed in Chapter 5. Here,
let us just point out that Genitive of Negation provides an argument against strictly lexical-
ist approaches to case assignment as strong as that made by Pollard (1994) and discussed
in §3.4.2.1.

Consider the case of the object in (3.48) below.

(3.48) a. Janek lubi Marysie / *Marysi.
Johnyom likes Mary,.. / Marygen
‘John likes Mary.’

b. Janek nie lubi Marysi / *Marysie.
Johnyom NM likes Maryge, / Marygee
‘John doesn’t like Mary.’

As (3.48a) shows, lubi¢ ‘like’ normally occurs with an accusative object; the genitive is not
allowed. However, as soon as the verb is negated, the object must bear the genitive case,
cf. (3.48b). This phenomenon is called ‘Genitive of Negation’ (GoN).

(3.48) by itself does not provide a strong argument against the lexicality of case assignment
in Polish because nie lubi could be analysed as a different lexical item than lubi.?°

However, the long distance GoN, as in (3.49), does provide such evidence.?!

(3.49) a. Janek chce pocalowaé Marysie.
John wants kiss;,s Mary gee
‘John wants to kiss Mary.’

b. Janek nie chce pocatowaé Marysi.
John NM wants kiss;,s Mary gen
‘John doesn’t want to kiss Mary.’

Such data are analyseable in the strictly lexicalist approach only at a very prohibitive cost:
there would have to be two verbs lubi¢ ‘like’, one taking an accusative complement and oc-
curring in the absence of a higher negation, the other one taking a genitive complement and
occurring only in negative environments; in fact all accusative-taking verbs would have to
show such a split.

Thus, Polish is yet another language providing evidence against the strictly lexicalist approach
to case assignment tentatively proposed in Pollard and Sag (1994).

A much abridged version of Przepiérkowski (1996a) was also published as Przepiérkowski (1997b).

%0 Actually, in Polish pre-verbal negation does seem to be a verbal prefix; cf. Kupéé and Przepiérkowski
(1999).

*1Long distance GoN is not discussed in Przepiérkowski (1996a), but it will be extensively discussed in
Chapter 5 (§5.2.3).
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3.4.3.4 Bratt (1996)

Finally, the comprehensive account of case assignment in Korean given by Bratt (1996) dif-
fers from previous accounts mainly in her understanding of the structural/lexical dichotomy.
For Bratt (1996), there is no morphological overlap between structural (grammatical, in her
terminology) and lexical (semantic) cases: nominative and accusative are the grammatical
cases in Korean, while dative, etc., are the semantic cases, constraining the CONTENT value
of the verb.

Bratt (1996, pp.286ff.) provides ample evidence, from nominative/accusative alternations in
passive, in psych-verbs and on duration adverbials, that Korean grammatical case marking
cannot be (only) lexical. She then moves to positing case principles similar to those of Heinz
and Matiasek (1994) and others, i.e., resolving grammatical case to nominative or accusative
depending on configuration (according to whether the argument is on SUBJ-DTR or on COMP-
DTRS) and on agentivity of the verb.5?

3.4.4 Summary

There is conclusive evidence from languages such as Icelandic, German, Korean, English and
Polish, only some of which has been repeated here, that case assignment cannot be restricted
to the lexicon and that it must be modelled via general grammatical principles. We will take
this result as established and the unconvinced reader is referred to the works cited above for
further arguments.

All previous HPSG approaches to case assignment reviewed here assume the structural vs.
lexical case distinction, with lexical case assigned in the lexicon and structural case assigned
via grammatical principles. Moreover, they all assume that these grammatical principles are
configurational, in the sense of being formulated on the level of DTRS or being hardwired into
phrase structure schemata.

In Chapter 4, we will see that this last assumption is both controversial for conceptual reasons
and untenable for formal theory-internal reasons, we will formulate an alternative HPSG
approach to case assignment free from these problems, and we will apply it to some of the
phenomena (from English, German and Icelandic) mentioned above. In Chapter 5, we will see
how this new approach can be extensively employed to analyse a number of case phenomena
in Polish.

52Bratt (1996, pp.288, 325f.) proposes to hardwire these case principles into grammar schemata.



Chapter 4

Non-Configurational Case Assignment

In the previous Chapter, we reviewed various approaches to case assignment dominant in cur-
rent linguistics. In this Chapter, we present our analysis of so-called structural (grammatical)
case assignment. The main, and novel, characteristic of this analysis is that it is completely
non-configurational, i.e., it does not make any recourse to syntactic tree configurations.'

First, in §4.1, we will mention some problems with previous HPSG approaches to case assign-
ment, and then, in §4.2 we will present our analysis.? In §4.3, we will apply this analysis to
various data from English, German and Icelandic, showing that it is able to account for the
kind of data handled by previous HPSG approaches to case. In §4.4, we will look at analyses
of case assignment similar to ours and we will point out their strengths and weaknesses. This
will be the basis for a revision of our analysis in §4.5. We will conclude this Chapter with a
brief summary in §4.6.

4.1 Problems with Previous Accounts

Although HPSG approaches to case assignment such as Sag et al. (1992) and, especially, Heinz
and Matiasek (1994) present a clear improvement on the ‘standard” HPSG analysis of Pollard
and Sag (1994), they are themselves imbued with problems. We will briefly review these
problems below.

4.1.1 Configurationality

The first, conceptual, objection to the configurational account of case assignment was raised
by Pollard (1994, p.294), who mentions “the traditional aversion within HPSG theory to tree-
configurationally-based notions.” This is, of course, mainly a matter of aesthetics, but there

ITo the best of our knowledge, this is the first such an analysis, although suggestions along similar lines
were made earlier, e.g., by Bratt (1990) and Zaenen et al. (1985).

2The main points of the analysis of this section were first presented during the Third International
HPSG Conference, 20-22 May 1996, Marseilles, France (Przepiérkowski, 1996b), and they are summarised
in Przepiérkowski (1999b, §15.3).
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seems to be a more direct argument against configurational case assignment in German, based
on the kind of data considered by Meurers (1999b).

Meurers (1999b) looks at cases of fronted constituents consisting of an infinitival verb (or VP)
and its subject, e.g.:

(4.1) [Ein  Auflenseiter gewinnen| wird hier nie.
allyom outsider Wil s will here never

‘An outsider will never win here.’

(4.2) [Einen Aufenseiter gewinnen| laft Gott hier nie.
alg. outsider Wil s lets god here never

‘God never lets an outsider win here.’

Such examples are interesting because they involve two prima facie incompatible assumptions:
first, that fronted constituents really are single constituents, i.e., that ein(en) Aufenseiter is
realized as the subject of gewinnen, and second, that wird and [Gft are raising verbs, i.e., ein
Aupenseiter is raised to the subject position of wird in (4.1) and einen Aufenseiter is raised
to the object position of lgft in (4.2).

Assuming the essential correctness of the first assumption,? i.e., that the fronted infinitival
phrases are single constituents and that ein(en) Aufenseiter is configurationally realized as
the subject of gewinnen, the configurational case assignment approach of Pollard (1994) and
Heinz and Matiasek (1994) (or any configurational case assignment analysis) cannot explain
the origin of the nominative case in (4.1) and the accusative case in (4.2). If nominative
case were assigned to all realized subjects, as in Pollard’s (1994) STRUCTURAL PRINCIPLE
OF STRUCTURAL CASE RESOLUTION (3.25) (p.61), then the accusative case in (4.2) would
be unaccounted for. If the accusative were assigned, then the nominative in (4.1) would be
predicted to be ungrammatical. If no case is assigned to realized subjects of infinitival verbs,
as in Heinz and Matiasek’s (1994) CASE PRINCIPLE (3.36) (p.65), then it must be assigned
in some other, non-configurational way.

We will return to this problem in §4.4 below.

4.1.2 Non-Locality

Another conceptual problem with previous HPSG accounts of case assignment is that they
employ non-local mechanisms (case principles are stated as sets of constraints on values of
DTRS) to deal with what is often considered an essentially local phenomenon, i.e., an intimate
relation between a head and its dependents. This view is explicitly expressed in the literature,

e.g.:

Case is a system of marking dependent nouns for the type of relationship they
bear to their heads.
(Blake, 1994, p.1)

3 As Detmar Meurers pointed out to us (p.c.), this assumption, although commonly held, is not uncontro-
versial; see, e.g., Kiss (1994, pp.100-101) for some examples of (apparent?) cases of double fronting.
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Sometimes a more specific view is expressed, i.e., that case assignment takes place on a head’s
obliqueness (or grammatical function) hierarchy, e.g.:

[TThe highest available GF [= grammatical function; A.P.] is assigned NOM case,
the next highest ACC.  (Universal)
(Zaenen and Maling 1983, p.176; Zaenen et al. 1985, p.466)

It seems likely that [case assigning; A.P.] association must be defined on grammat-
ical (or thematic) relations in such [free word-order; A.P.] languages, and indeed
perhaps universally. ..

(Yip et al., 1987, p.220)

I assume that the mapping between syntactic cases and GFs [= grammatical func-
tions; A.P.| reflects a hierarchy of grammatical functions. ..
(Maling, 1993, p.50)

Thus, an analysis which preserves this intuition should be preferred to one that violates it
(other things being equal). Such an analysis is offered in §4.2.

4.1.3 Extraction

A more serious problem concerns the incompatibility of configurational case assignment ac-
counts with traceless approaches to extraction, strong in current HPSG theorizing.

The problem is as follows: on the traceless approach to extraction, the extracted element
originates in the SLASH set of its head. It is never present on a VALENCE attribute (although
it is present on ARG-ST), so it is never realized as a subject or an object. Instead, an extracted
element is realized via the HEAD-FILLER SCHEMA (Pollard and Sag, 1994, pp.164, 403), but
at this stage the information about, e.g., the grammatical function of the element, necessary
to decide between the nominative and the accusative in languages such as Icelandic, German
and English, is unavailable.

Extraction with traces does not create such difficulties because traces are ‘realized’ in the
syntactic tree local to the extraction site (they occur on DTRS) and can be assigned cases
via a CASE PRINCIPLE like that of Pollard (1994) or Heinz and Matiasek (1994). Because
of the LOCAL-connectivity between the trace and the extracted element (the filler), this case
specification is available wherever the extracted element is eventually realized.

How could this problem be circumvented? One approach would be to have additional con-
straints on extraction sites, i.e., on words introducing non-empty SLASH values. Such a con-
straint would state, roughly, that an NP in SLASH must be assigned the nominative case if
it corresponds to the subject, and the accusative case otherwise. This is the route taken by
Grover (1995, p.41), who adds the following clause to her CASE PRINCIPLE (3.46) (cf. p.68
above):

(3.46)  iii. If a lexical sign has an NP in its INHER|SLASH set then that NP is [CASE nom]|
if the sign has a finite VP in COMPS and [CASE acc| otherwise.
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One problem with any such additional principle is that it brings about redundancy and het-
erogeneity. Such a case principle is redundant because the basic intuition that subjects receive
the nominative case and objects receive the accusative case must be stated twice in the gram-
mar: for non-extracted arguments, cf. clauses i. and ii. in (3.46), p.68, and for extracted
arguments, cf. clause iii. above. It is heterogeneous because parts of such a case principle are
stated as configurational constraints on values of DTRS (cf. i. and ii. in (3.46) on p.68), and
other parts as constraints on words (cf. iii. above). Another problem with this solution is that
it is highly dependent on the particular implementation of the traceless analysis approach.
For example, the above clause iii. of Grover’s (1995) CASE PRINCIPLE relies heavily on the
analysis of extraction presented in Pollard and Sag (1994, ch.9), and it is incompatible with
either Sag’s (1997) lexical approach to unbounded dependencies, or Bouma et al.’s (1999b)
traceless approach without lexical rules.

A similar solution, equally unsatisfactory, would be to hardwire case assignment rules into
whatever mechanism is responsible for traceless extraction (e.g., into COMPLEMENT EXTRAC-
TION LEXICAL RULE and SUBJECT EXTRACTION LEXICAL RULE). This solution shares all
the flaws of the previous one, and adds decreased modularity of the resulting grammar.

The heterogeneity problem would be slightly alleviated if case were assigned to extracted
elements configurationally, at the level of the HEAD-FILLER SCHEMA. However, in order to
do so, case assignment rules would have to traverse the tree to find the place from which the
filler is extracted (and thus learn about the grammatical function of the extracted element,
about the category of its governor, etc.). Apart from sharing with the previous tentative
solution the problem of redundancy (missed generalization), this account would have to rely
on complex global relations, thus giving up any pretence of locality. A variant of this solution
(suggested by Carl Pollard, p.c., Tiibingen, July 1997) would be to package all the information
necessary to assign case to the extracted element into the SLASH value and carry it all the way
up to the HEAD-FILLER SCHEMA. Again, in order for this idea to work, the number of case
assigning rules would have to (unnecessarily, as we show below) be multiplied.

In summary, we do not see any non-redundant way of dealing with the incompatibility of
configurational case assignment with traceless extraction and, because of the wide-spread use of
traceless approaches to extraction, we consider this to be a serious, albeit theory-internal, blow
to configurational case assignment. By contrast, the analysis developed in §4.2 is compatible
with all current HPSG approaches to extraction (including the ‘traced’ approach of Pollard
and Sag (1994, ch.4) and traceless approaches of Pollard and Sag (1994, ch.9), Avgustinova and
Oliva (1996), Sag (1997) and Bouma et al. (1999b)), it is non-redundant (generalizations are
stated only once in the grammar) and homogeneous (there is a single locus of case assignment).

4.1.4 Cliticization

Another, and even more serious, problem for configurational case assignment, similar to that
discussed in the previous section, is its incompatibility with HPSG analyses of Romance
cliticization.

Miller and Sag (1997) argue at length that French pronominal ‘clitics’ are not syntactic con-
stituents in any sense and that they should be analysed as pronominal affixes instead. As such,
they never occur on VALENCE attributes (although they occur on ARG-ST), so they cannot be
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realized configurationally. Similar analyses of Romance clitics are assumed and/or argued for
by Miller (1992), Abeillé et al. (1998b), Abeillé et al. (1998a) (for French) and by Monachesi
(1993, 1995, 1998) (for Italian).

Although these affixal arguments are not syntactic elements and do not occur on VALENCE
attributes, they behave just like other arguments with respect to case assignment: when they
correspond to direct objects, they have to be accusative, when they are non-raised subjects,
they are nominative, when they correspond to subjects of lower verbs but were raised to the
object position of the higher verb, they must be accusative.* This means that pronominal
affixes should be subject to the same general rules of case assignment.

Here the problem is even clearer than in case of traceless approaches to extraction: the only
place where morphosyntactic information about a pronominal affix is specified in the sign
corresponding to the whole utterance is the ARG-ST of the head verb. In §4.2 we will argue
that, on current HPSG assumptions, ARG-ST is the only possible locus of case assignment.?

4.1.5 Summary

In summary, previous HPSG approaches, although correctly modelling the narrow set of data
they are designed for, cannot be easily extended to the full range of data. Most seriously,
they are incompatible with various HPSG analyses of extraction and cliticization, and they
are conceptually controversial because of their reliance on configurationality and non-local
mechanisms. Below, we will propose an analysis free from these problems.

4.2 Non-Configurational Case Assignment in HPSG

In this section, we will develop a comprehensive and general approach to the assignment of
structural case, which will build on previous approaches, but avoid their shortcomings.

Below, we will assume, together with Pollard (1994), Heinz and Matiasek (1994) and earlier
work in other frameworks, the dichotomy between the structural case, assigned through general
grammatical rules, and the lexical case, assigned by particular heads. For concreteness, we will
follow much of the literature assuming that lexical case is idiosyncratic, although we believe
that, ultimately, much of what is known as lexical (inherent, quirky) case is subject to general
lexico-semantic rules. Investigating such rules is outside the scope of this study, though.5
Also, we consider the term ‘structural case’ somewhat of a misnomer in the current context,
but we will retain it here for the reasons of historical (in)accuracy.

The crucial difference between the approach presented below and previous HPSG approaches

“The last statement is an oversimplification; see, e.g., Bratt (1990), Miller and Sag (1997), Calcagno and
Pollard (1997, 1999). The general point, i.e., that pronominal affixes are subject to the same case assignment
rules as dependents realized configurationally, remains valid, though.

SHowever, assuming the setup of Bouma et al. (1999b), case should probably be assigned on DEPENDENTS, cf.
Chapter 9. In the remainder of this Part, we will not assume DEPENDENTS, but whatever we say about ARG-ST
carries over to this attribute.

6In particular, we do not deal here with linking; see Wechsler (1995), Smith (1996) and Davis (1997) for
considerations of linking within HPSG or compatible with HPSG.
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concerns two matters: the locus of case assignment and how much configurational information
is necessary in order to assign structural case. We will deal with these matters in the two
subsections below (§§4.2.1-4.2.2), and then we will present a schematic version of our CASE
PRINCIPLE (§4.2.3).

4.2.1 Locus of Case Assignment

Previous HPSG approaches to case assignment assumed that all dependents of a head which
bear structural case are realized in the local configuration of this (or the highest such) head.
In order to maintain this assumption and have a homogeneous theory of structural case as-
signment, 1) there must be a tree-configurational position for extracted elements local to their
heads (cf. traces of Pollard and Sag (1994, ch.4)), and 2) pronominal elements must be re-
alized configurationally. We saw in §4.1 that both these assumptions are explicitly rejected
in current HPSG literature, and that case assignment on DTRS is controversial also for con-
ceptual reasons. If case cannot be assigned on DTRS, then what should be the locus of case
assignment?

The possible loci are those places within the HPSG architecture of sign where relevant CASE
values appear, i.e.:

e DTRS: the value of this attribute contains whole signs of NPs, hence also their CASE
values;

e VALENCE attributes (SUBJ, COMPS, SPR): contain synsems of NPs;
e ARG-ST: also contains relevant synsems;

e SLASH: contains local parts of some NPs.

Note that CONTENT is not a possible locus of case assignment because, on the standard
(Pollard and Sag, 1994) assumptions, the values of its attributes corresponding to NPs are
only indices.

Of the above possible loci, we have already rejected DTRS. Also SLASH is not a viable can-
didate because it contains information only about some (possibly no) NPs in the utterance.
Case cannot be assigned on VALENCE either, because of some of the reasons given already
against DTRS: neither extracted elements (on the traceless approach) nor pronominal affixes
are present on VALENCE attributes. On the other hand, synsems corresponding to all these
elements are present on ARG-ST, so, at least at first blush, it seems to be a reasonable can-
didate for the single locus of case assignment. In the remainder of this Chapter, we will see
that ARG-ST is indeed a possible locus of structural case assignment theory, and that such a
theory is free from problems with previous HPSG case assignment techniques. Since all other
candidates for such a locus must be rejected, ARG-ST turns out to be the only possible locus
of a homogeneous case assignment theory compatible with current HPSG assumptions (but
see fn.5 on p.75 above).
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4.2.2 Configurational Information

How can the result of the previous subsection, i.e., that ARG-ST is the only possible locus
of structural case assignment, be reconciled with data such as (3.27) (repeated below for
convenience), from Pollard (1994), which-—as we saw in §3.4.2—suggest a configurational
approach to case assignment?

(3.27) a. |Den Wagen zu reparieren| wurde versucht.
thege car to fix Aux  tried
‘It was attempted to fix the car.’
b.  |Zu reparieren versucht| wurde der =~ Wagen lange Zeit.
to fix tried Aux  theyom, car long time

‘It was attempted to fix the car for a long time.’

The problem with assigning the right case to the object of reparieren ‘fix’ lexically was that
there was not enough information available at the level of this verb: reparieren does not ‘know’
whether its object will eventually be realized configurationally as an object or as a subject.

However, there is another, non-configurational, way of looking at this problem. The crucial
observation is that the only troublesome case for non-configurational case assignment is raising;
for example, if not for raising, Pollard’s (1994) STRUCTURAL PRINCIPLE OF STRUCTURAL
CASE RESOLUTION (3.25) on p.61 and Heinz and Matiasek’s (1994) CASE PRINCIPLE (3.36)
on p.65 could be replaced by the following principle (assuming a case hierarchy as in (3.32)):

(4.3) NON-CONFIGURATIONAL CASE PRINCIPLE (1st version; German):

In a word of category
verb  if the initial element on ARG-ST is a NP|[str|, it has a CASE
value of snom,
verb  all NP[str|s non-initial on ARG-ST have a CASE value of sacc,
noun

Now, the non-configurational angle on examples like (3.27) is that the same NON-
CONFIGURATIONAL CASE PRINCIPLE could account for them if only it were applied selectively
to the right elements of a word’s ARG-ST. For example, if (4.3) were allowed to assign case to
the object of reparieren at the level of reparieren in (3.27a), but disallowed to apply to this
object at the level of reparieren and, instead, allowed to assign case to the subject of wurde
in (3.27b), then it would rightly assign the accusative to the object of reparieren in the first
case and the nominative in the second case. The intuition behind this way of looking at case
assignment is that the principle in (4.3) is essentially correct but, for each NP[str] element of
an ARG-ST, it should be delayed to the point where this NP|str| is realized (configurationally,
or extracted, or realized as a pronominal affix), that is, to the highest ARG-ST, from which
it cannot be raised any further.” In other words, a principle such as (4.3), when applying
to a word, should take into consideration only those NP|[str|s on the ARG-ST of this word,
which are realized from this ARG-ST (that is, NP|str| synsems which are not raised to a higher
ARG-ST).®

"We will see in §§4.4-4.5 that the ‘that is’ part in this sentence is not quite correct.
8 Again, the ‘that is’ in the parenthetical is not quite right.
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In the next subsection we will formalize this intuition.

4.2.3 Case Principle
4.2.3.1 Marking Arguments as Locally Realized

Since the only ‘non-local’ information needed to assign structural case is binary, i.e., whether
the argument is realized locally, or whether it is raised to be realized higher up, we minimally
enrich the information present on ARG-ST as well as on VALENCE lists: we assume that values
of these attributes are lists of objects of sort argument (abbreviated to arg), for which two at-
tributes are appropriate, the synsem-valued ARGUMENT (abbreviated to ARG) and the binary

REALIZED, whose value is ‘4’ if the argument is realized locally, and ‘—’ otherwise.?
[ arqument
(4.4) ARGUMENT synsem

| REALIZED bool

[ category
SUBJECT list(argument)
(4.5) VALENCE | SPECIFIER list(argument)
COMPLEMENTS list(argument)
| ARGUMENT-STRUCTURE list(argument)

What remains to be said is how to ensure proper instantiation of the REALIZED feature. In
order to do so, we have to explicate our assumptions about the relation between ARG-ST and
VALENCE. Following much of the HPSG literature, we assume here that ARG-ST is present
on words only (Miller and Sag, 1997; Abeillé et al., 1998b; Bouma et al., 1999b),'* and it
is the concatenation of the VALENCE features, plus perhaps gaps (arguments extracted at a
given word) and arguments realized as pronominal affixes (Sag, 1997; Miller and Sag, 1997;
Abeillé et al., 1998b; Bouma et al., 1999b). Thus, in essence, there are three ways of realizing
an argument on ARG-ST: via VALENCE PRINCIPLE, via whatever mechanism is responsible
for lexical extraction (assuming no traces), e.g., extraction lexical rules, and via whatever
mechanism is responsible for pronominal affixation. Each of these three mechanisms has to
mark the corresponding arguments as [REALIZED +|. Specifically:

(4.6) The VALENCE PRINCIPLE of Pollard and Sag (1994, p.392) has to be reformulated
in the following way: In a headed phrase, for each valence feature F, the F value
of the head daughter is the concatenation of the phrase’s F value with the list of
[REALIZED +| SYNSEM values of the F-DTRS value.

9As suggested by Ivan Sag (p.c., Marseilles, May 1996), the distinction between realized and unrealized
arguments could be encoded via subtypes of synsem, rather than via the REALIZED feature. We are sympathetic
with this suggestion, however, in order to pursue it, we would have to treat raising as structure-sharing between
local values, rather than synsems. (The reason for this is that we do not want to raise the information about
realizedness of an argument (it might be unrealized on one ARG-ST and realized on another).) For the purpose
of this study, we remain conservative and retain the standard assumption that raising involves structure-sharing
of synsems.

10See Przepiérkowski and Kup$é (1997a) for a possible formalization of this requirement. See also §5.4.1.2
for arguments against this assumption.
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(4.7) Assuming (for concreteness) that extraction is done via extraction lexical rules like
those of Pollard and Sag (1994, ch.9), such extraction rules mark the arguments
removed from the VALENCE features as [REALIZED +].

(4.8) Assuming (for concreteness) the approach to pronominal affixation of Miller and Sag
(1997), arguments whose ARG values are of type affiz must be [REALIZED +].

Note that, although some of these processes (the VALENCE PRINCIPLE and the extraction
lexical rules) resolve the value of REALIZED on VALENCE, at the same time they resolve it
on ARG-ST: this is guaranteed by the structure-sharing of (some of) the word’s arguments
between ARG-ST and VALENCE.

On the other hand, care must be taken to ensure that the arguments which are not locally
realized (e.g., because they are raised) are marked as [REALIZED —| and, hence, exempt from
the CASE PRINCIPLE. The common characteristics of such unrealized arguments is that they
are present on a VALENCE attribute of a subcategorized element. (For example, consider
the raising verb seem: it subcategorizes for a VP complement, i.e., for a synsem with non-
empty VALENCE|SUBJ.) In other (Pollard’s, p.c., July 1997) words, they are valents’ valents.
Thus, we need a principle stating that valents’ valents are [REALIZED —|. Such a principle is
schematically given in (4.9), where F; and Fy range over {SUBJ, SPR, coMPs}.}!

arg

(4.9) valence — | Fy list( synsem )
ARG " Targ
Liclvar/F lwt([ REALIZED — )

From now on, we will follow Calcagno and Pollard’s (1997) convention of abbreviating
XP|REALIZED «] to XP%, e.g., NP|CASE str, REALIZED +| becomes NPT |str].

4.2.3.2 Assigning Case to Realized Arguments

Now, the CASE PRINCIPLE for a given language consists of a series of constraints resolving
structural cases of locally realized NPs depending on the position of the NP in the obliqueness
hierarchy, the category of the governor, etc. For example, the NON-CONFIGURATIONAL CASE
PRINCIPLE for German (4.3) can be modified in the following way:

(4.10)  NON-CONFIGURATIONAL CASE PRINCIPLE (2nd version; German):

In a word of category
verb  if the initial element on ARG-ST is a NP*[str], it has a CASE
value of snom,
verb  all NP™[str|s non-initial on ARG-ST have a CASE value of sacc,
noun

See §A.3.1 in the Appendix on formalization of so-called ‘parametric types’ such as list o9 ).
REALIZED —
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The first two clauses of this CASE PRINCIPLE may (again, assuming a case hierarchy as
in (3.32)) be stated formally as in (4.11)—(4.12).2

cat

HEAD verb

(4.11) — [ ARG-ST ([ ARG NP[snom| )& ]

ARG NP[str]| Vol

ARG-ST
<[ REALIZED +

cat
HEAD verb

(4.12) — [ ARG-ST [[B(] ARG NP[sacc] )& |

ARG NP|str]|

ARG-ST [Llnelist
. @< REALIZED +

Yozl

Note that the NON-CONFIGURATIONAL CASE PRINCIPLE, as formalized in (4.11)—(4.12), is
more local than that in the informal version (4.10): it is construed as a set of constraints on
lexical category.'3

Note also that, although the informal version of the CASE PRINCIPLE, i.e., (4.10), is stated as
a constraint on word objects, it is a non-lexical analysis, in the sense that it does not consist in
positing particular lexical entries, but rather relies on general grammatical constraints. This is
made even clearer by the formal version, i.e., (4.11)-(4.12), which are constraints on category
objects.

In the next section we will illustrate this analysis by applying it to English extraction (Grover,
1995), to German optional argument attraction and remote passivization (Pollard, 1994), and
to Icelandic quirky cases (Sag et al., 1992).

4.3 Some Examples

4.3.1 English Extraction
4.3.1.1 Simple Facts

Before moving to extraction facts, we will point out various features of our analysis on the
basis of the simpler examples (4.13).

(4.13) a. He (*him) likes her (*she).
b.  He (*him) believes her (*she) to like him.

We assume, together with Grover (1995), that English does not have lexical cases and that it
has two structural cases, nom and acc, both subtypes of case.

We also assume the CASE PRINCIPLE for English (4.14), replacing Grover’s (1995) (3.46)
(pp.68 and 73):1

12Recall that ‘@’ indicates the append (or list concatenation) relation.

13This category is lexical on the common assumption that ARG-ST is appropriate for words only, cf., e.g.,
Miller and Sag (1997), Abeillé et al. (1998b) and Bouma et al. (1999D).

141t should be clear on the basis of (4.11)—(4.12) how this principle can be stated formally.
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(4.14)  NON-CONFIGURATIONAL CASE PRINCIPLE (English):

In a word of category
verb  all NP*s non-initial on ARG-ST have a CASE value of acc,
verb  if the initial element on ARG-ST is a NPT, it has a CASE
value of nom if the verb’s VFORM is fin or base, and a CASE
value of acc otherwise,
noun

Note, again, that although this is a constraint on word objects, this differs from the lexicalist
approach to case assignment in Pollard and Sag (1994) in that syntactic case is not assigned
directly in lexical entries, but, instead, it is resolved via a general grammatical constraint.

He (*him) likes her (*she). (4.13a) involves the finite verb [likes, which subcategorizes
for two NPs:

[ word
PHON likes

HEAD

verb
VFORM ﬁn]
sslLocloaT | [SUBJ [(NP,..g) }
COMPS 2(NPg,)
ARG-ST [LoE]

arg

(4.15)

HEAD noun

suBJ () ]

SPR ()

where NP, abbreviates | ARG|LOC|CAT VAL
comps ()

REALIZED bool

Neither CASE values of these NPs, nor the values of their REALIZED are specified in the lexicon.

First the word likes combines with its object via the HEAD-COMPLEMENT SCHEMA (Pollard
and Sag, 1994, p.348), and then the resulting phrase combines with the subject via the HEAD-
SUBJECT SCHEMA (Pollard and Sag, 1994, p.347). There are two phrasal projections of
the verb likes in the sign corresponding to (4.13a), both subject to the modified VALENCE
PRINCIPLE (4.6), repeated below as (4.16).

(4.16)  VALENCE PRINCIPLE (modified):

In a headed phrase, for each valence feature F, the F value of the head daughter
is the concatenation of the phrase’s F value with the list of [REALIZED +] SYNSEM
values of the F-DTRS value.

This VALENCE PRINCIPLE, together with the HEAD-COMPLEMENT SCHEMA will ensure that
the sign corresponding to likes her satisfies the following description:



82 CHAPTER 4. NON-CONFIGURATIONAL CASE ASSIGNMENT

[ phrase
PHON likes her
SS|LOC|CAT|VAL SUBJ <NP”9>}
comps ()
[ head-comp-struc
SUBJ-DTR ()
COMP-DTRS ([ ss []) ’

word

(4.17)

DTRS SUBJ [M(NP,,.,)

HD-DTR | gqjLoc|oaT|vaL o9
comps 2l(| arG BINPg, |)
i i REALIZED + | J
synsem
HEAD noun
where NP, abbreviates!® suBJ ()
LOC|CAT
VAL | SPR ()
[COMPS O ]

Note that one of the effects of the VALENCE PRINCIPLE (4.16) is marking the NP element in
the comps list of likes as [REALIZED +|; since this NP is structure-shared with the second
member of the ARG-ST list of likes (cf. (4.15) above), the value of ARG-ST must at this point
satisfy the following description: (NP, NP*).

Via similar reasoning, also the first element of the ARG-ST of likes is specified as [REALIZED +|
by the VALENCE PRINCIPLE applied to the phrase corresponding to He likes her. Thus,
both NPs in the ARG-ST of likes are specified as NPT, so they are subject to the CASE
PRINCIPLE (4.14).

Now, (4.14) says that all non-initial NPT elements of a werb’s ARG-ST must be accusative,
and the initial NPT of a finite verb must be nominative. This means that the ARG-ST of likes
in (4.13a) must satisfy the following description: (NP*|nom|, NPT |acc]).

He (*him) believes her (*she) to like him. The next example, (4.13b), illustrates
assignment of the [REALIZED —| value to elements of ARG-ST raised to higher ARG-STs. A
partial description of the subject-to-object raising verb believes is presented below:

[ word
PHON believes
verb
(4.18) HEAD | roRM fin
sslLocloar | [SUBJ [[(NP)
comps 2l{|aRrG ]|, VP[inf, SUBJ ([aARG []])])
ARG-ST [1p2]

Note that what is raised by believes on current approach is only the synsem value of ARG
(cf. Bl above), not the whole arg member of the SUBJ of the lower verb.

By reasoning analogous to that applied in the previous example, the values of ARG-ST of like
and believes must adhere to the following descriptions:

'5The subscripts ory and . will often be dropped when they can be inferred from the context.
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(4.19)  like: [ARG-ST (NPgg[ARG B]], NP, [acc])

(4.20)  believes: [ARG-ST (NPJ. [nom|, NP [ARG BNP[acc]|, VPS.,)]

All three arguments of believes are realized configurationally in He believes her to like him,
so they are all marked as |[REALIZED +| by the VALENCE PRINCIPLE (4.16). The two
NPTs are, again, assigned the nominative and the accusative in accordance with the NON-
CONFIGURATIONAL CASE PRINCIPLE.

However, only the object of like is realized configurationally and marked as [REALIZED +| by
the VALENCE PRINCIPLE. The (ARG value of the) subject, on the other hand, is raised to
believes and assigned the accusative there, but its REALIZED value on the ARG-ST of [like is
not resolved by the VALENCE PRINCIPLE.

It might seem that leaving this value unresolved makes no harm: it must be independently
resolved to ‘—’ because, were it resolved to ‘+’, the CASE PRINCIPLE (4.14) would apply to
this first NPT argument of the base verb like and assign it the nominative case, contrary to
the assignment of the accusative case to the raised argument of believes. However, a more
careful examination of this example reveals that leaving the value of REALIZED unresolved
would result in a spurious ambiguity. This is because there is one more raising verb in this
example, namely to, which, following Pollard and Sag (1994, p.143) has the following (partial)
lexical entry:

[ word
PHON to
verb
(4.21) HEAD | VRoRM inf
ss|lLocfcaT | [SUBJ [([ara B
comps 2(VP|base, SUBJ ([ARG [B]])])
ARG-ST [T

According to this specification, o is essentially an infinitival subject-to-subject raising verb:
the subject of like is not raised directly to the object of believes, but it is first raised to the
subject position of to, and only then is it raised to the object position of believes. This means
that, again, the subject of to is not realized configurationally and, hence, it is not assigned
any REALIZED value by the VALENCE PRINCIPLE. This time, however, neither of the two
possible REALIZED values can be excluded on independent grounds. If REALIZED is resolved
to ‘=’ the NON-CONFIGURATIONAL CASE PRINCIPLE does not apply to this argument and
the analysis goes through. If REALIZED is resolved to ‘+’, then the CASE PRINCIPLE does
apply, but only vacuously so: it assigns the accusative to the NPT which is the first element
on a verb[inf|’s ARG-ST, thus agreeing with the assignment on the ARG-ST of believes. Hence,
if nothing more is said, there are actually two analyses of (4.13b).

In order to prevent such spurious ambiguities, we posited the constraint (4.9), repeated be-
low, marking these elements of ARG-ST which are not cancelled from VALENCE attributes as
[REALIZED —].16:17

15This is only an approximation of what (4.9) says. In fact, (4.9) does not deal with unrealized arguments
of unembedded phrases.
""Recall that F; and F» range over attributes appropriate for valence.
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arg

. synsem
(4.9) valence — | Fy list(| ARG [ )] )

L|C|VAL|F, lz’st([ o
REALIZED —

This constraint ensures that the subject of to and the subject of like are both marked as
[REALIZED —| in the following way: When applied to the VALENCE value of the word believes
(cf. (4.18)) with F; = comPs and Fy = SuBJ, the SUBJ value of the VP|inf| which believes
subcategorizes for is decreed to be a list of [REALIZED —| arguments. Since this list consists
of the subject of the lower verb, to, the subject of to (and, hence, also the first element of its
ARG-ST) is marked as [REALIZED —|. Similarly, when (4.9) is applied to the word to with Fy
= coMPs and Fy = SUBJ, the subject of like (hence, also the first element of its ARG-ST) is
specified as [REALIZED —|. This way, the arguments of a head which are raised to a higher
head are exempt from the CASE PRINCIPLE on their lower occurrence.

Note, however, that (4.9) also exempts from the CASE PRINCIPLE the subjects of the infinitival
phrases in, e.g., [To be] is [to have]. Since these subjects are not assigned case in any other
way, their CASE value is unspecified, which leads to similar spurious ambiguities. Although
this problem can be viewed as a part of a much more general problem concerning such never
realized subjects (note, for example, that also their CONTENT value is unspecified, which leads
to much more serious ambiguities), we will provide in §4.5 a version of our case assignment
analysis which deals with such cases (inter alia).

Examples (3.47) It should be clear by now that also the examples (3.47), repeated below,
which Grover (1995) cited to argue against the strictly lexical approach to case assignment
and which, prima facie, require a configurational approach to case assignment, can be easily
accounted for by our NON-CONFIGURATIONAL CASE PRINCIPLE (4.14).

(3.47) a. It would be possible for him (*he) to be promoted.
b. It was decided that he (*him) be promoted.

c.  Him (*he) being promoted made us all glad.

First, although the NP synsem corresponding to him in (3.47a) is present on ARG-STs of all of
to, be and promoted, it is marked as [REALIZED +| only on the ARG-ST of to, i.e., a [VFORM inf|
verb, and it gets the accusative case in accordance with the CASE PRINCIPLE in (4.14).'

Similarly, in (3.47b), although he is present on ARG-STs of be and promoted, it is marked
as [REALIZED +| only on the ARG-ST of be, i.e., a [VFORM base| verb, and it receives the
nominative case accordingly.

Finally, him in (3.47c) is marked as [REALIZED +]| only on the ARG-ST of being, a [VFORM grnd)|
verb, so it is assigned the accusative case.

18For simplicity, we assume here that, in (3.47a), for is a sentence marker, i.e., that it takes the whole S[inf]
as its argument.
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4.3.1.2 Extraction

How does the non-configurational analysis presented above interact with extraction? Let us
consider examples (4.22) below.

(4.22) a. Who / *Whom do you think __ likes him?
b.  Whom do you believe __ to like him?

Assuming the ‘traced’ analysis of extraction (Pollard and Sag, 1994, ch.4), nothing needs to be
added to the analysis above: since the trace is realized configurationally, the VALENCE PRIN-
CIPLE marks the subject of likes in (4.22a) and the object of believe in (4.22b) as [REALIZED +|,
and case is assigned exactly like in the examples (4.13a-b).

Assuming a traceless analysis, however, the extracted arguments must be marked as
[REALIZED +] at the extraction site by some other mechanism. The most straightforward
solution is to make whatever mechanism is responsible for extraction also responsible for
marking extracted arguments as [REALIZED +].

For example, Pollard and Sag (1994, ch.9) offer a traceless analysis of extraction in terms of
lexical rules, such as (4.23) below (Pollard and Sag, 1994, p.378).1

(4.23)  COMPLEMENT EXTRACTION LEXICAL RULE:

LOC
ARG-ST (..., [B, ...) ARG-ST (..., INHER|SLASH {@} | c)
comPs (..., Broc], ...) | =
COMPS (...... )
INHER|SLASH

INHER|SLASH {[}U2]

All that needs to be done in order to make this analysis compatible with our analysis of case
assignment above is to mark the extracted element, 3], as [REALIZED +]:2°

(4.23')  COMPLEMENT EXTRACTION LEXICAL RULE (modified):

REALIZED +
LOC
INHER|SLASH {[}

PR

IVARG—ST (...,B,...) '| ARG-ST (..., [
COMPS (..., [Broc], ...) | =
[INHER|SLASH J

INHER|SLASH {[}U2]

This lexical rule, when applied to the basic lexical entry of believe (with [B] corresponding to
its accusative object), will result in another lexical entry for believe, with its accusative object
removed from cOMPS and marked in ARG-ST as [REALIZED +|. This entry will then be used
in (4.22b) and the extracted object will get its accusative case on the ARG-ST of believe via
reasoning analogous to that for (4.13b) on p.80. Similar considerations, but involving the
SUBJECT EXTRACTION LEXICAL RULE, apply to (4.22a).

19Tn agreement with current practice, we renamed SUBCAT as ARG-ST. Recall also that ‘U’ indicates set
union.
20Together with Pollard and Sag (1994), we do not specify the full paths here.
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Similarly, assuming the more homogeneous traceless analysis of extraction of Bouma et al.
(1999b), the only change that needs to be made in order to make their analysis compatible with
our non-configurational analysis of extraction, is to replace their ARGUMENT REALIZATION
principle (4.24) with the modified (4.24").2!

(4.24)  ARGUMENT REALIZATION:

SUBJ
word — | comps 210list(gap-ss)
DEPS [[@[2]

(4.24")  ARGUMENT REALIZATION (modified):

SUBJ
argument
word — | comps 21©list(| ARG gap-ss |)
REALIZED +

DEPS [192]

Below, we will move to more interesting applications of our NON-CONFIGURATIONAL CASE
PRINCIPLE.

4.3.2 Optional Argument Attraction in German

Let us consider now the problematic German data concerning optional raising and remote
passivization, repeated again below.

(3.27) a. [Den Wagen zu reparieren| wurde versucht.
the,q. car to fix Aux tried

‘It was attempted to fix the car.’

b.  [Zu reparieren versucht] wurde der =~ Wagen lange Zeit.
to fix tried Aux  they,om, car long time

‘It was attempted to fix the car for a long time.’

In §3.4.2, we saw that these data seem to point towards a configurational theory of structural
case assignment, but in §4.2.2, we argued that actually the only configurational information
necessary here for case assignment is whether a given element of an ARG-ST is realized from
this ARG-ST, or whether it is raised to be realized from a higher ARG-ST. Below, we will see
that this information really is sufficient.

After Pollard (1994), we assume the following (partial and simplified) lexical entries for repari-

eren,?? versucht and wurde:*>

21See Bouma, et al. (1999b) for gap-ss and DEPS.

22Pollard (1994) does not give the lexical entry for reparieren itself, but we assume that it should be similar
to that of schlagen ‘beat’ in all relevant respects.

23The feature ERGative singles out unaccusative arguments.
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(4.25)  reparieren:

[ suBJ (NP[str])
coMmPs (IINP|str])
| ERG (@)

(4.26)  wersucht (nonattraction version):

[ HEAD verb|[part]
suBJ (NP|str])
coMPs (VP[inf])

| ERG ()

(4.27)  wersucht (attraction version):

[ HEAD verb|[part]

suBJ (NP|str])
HEAD wverb[inf]
suBJ (NP|str])
coMPs 2143 )
ERG

COMPS 21BBIH(

| ERG

(4.28)  wurde:

[ HEAD wverb|past|

SUBJ ()
HEAD verb|part]
SUBJ (NP[str]res)
CcoMPs [21E] )
ERG J

COMPS 2IBBIH(

| ERG

For simplicity, we will assume that zu combines with a verb[base| and produces a verb[inf| in
the lexicon, but an analysis of zu similar to that of English to given in Pollard and Sag (1994)
also leads to a correct (although slightly longer) analysis of (3.27).

Finally, we assume that the value of ARG-ST is the concatenation of the values of SUBJ and
COMPS.

Now, in (3.27a), zu reparieren combines first with the object den Wagen, so the Va-
LENCE PRINCIPLE marks the occurrence of this object on the ARG-ST of zu reparieren as
[REALIZED +|. Since this is a non-initial element on this ARG-ST, the CASE PRINCIPLE
in (4.11)—(4.12) will assign it the accusative case. Assuming that wurde combines with the
nonattraction version of wersucht (4.26), it projects to a phrase satisfying the following de-
scription:?*

(4.29)  wurde versucht (nonattraction version):

HEAD verb|past]

SUBJ ()

coMmPs [2K() BB VPinf])
ERG

24We assume binary branching for expository purposes only. Nothing hinges on this assumption.
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This phrase may then combine with the VP[inf] den Wagen zu reparieren, as in (3.27a).

On the other hand, assuming that wurde combines with the attraction version of wver-
sucht (4.27), it projects to the following phrase:

(4.30)  wurde versucht (attraction version):

[ HEAD werb|past]

SUBJ ()
HEAD wverb[inf]
suBJ (NP|str])
coMPS 2183 )
ERG

COMPs [210[BIH(

| ERG

This phrase may then combine with zu reparieren (cf. (4.25)), satisfying the following descrip-
tion:

(4.31)  wurde versucht zu reparieren:

HEAD verb|past]

SUBJ ()

comps 2I[INP[str]|)®EK)
ERG [21(])

This phrase may, finally, combine with der Wagen. Note that here, unlike in the previous
example, the object of reparieren is realized only from the ARG-ST (= SUBJ & COMPS) of
wurde, so it is marked (by the modified VALENCE PRINCIPLE (4.16)) as [REALIZED +| only
here. All other NPs on ARG-STs are marked as [REALIZED —| by the principle (4.9) (this is
done indirectly, via the mediation of VALENCE attributes). Hence, the object of reparieren,
initial on the ARG-ST of wurde, is assigned the nominative case by (4.11).

4.3.3 Raising Quirky Subjects in Icelandic

It should be clear by now that our analysis deals easily also with the quirky case assignment
facts discussed, inter alia, by Sag et al. (1992), and repeated below.

(3.19) a. Hann virdist elska hana.
hepom seems lovej,s hergec
‘He seems to love her.’

b. Peir telja Mariu hafa  skrifad ritgerdina.
they believe Mary .. have;,; written the-thesis
‘They believe Mary to have written her thesis.’

(3.20) a. Hana virdist vanta peninga.
herge. seems lack;,; money
‘She seems to lack money.’
b. Hann telur mig vanta peninga.
he,om believes me .. lack;,; money
‘He believes that I lack money.’
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(3.21) a. Barninu virdist hafa  batnad veikin.
the-child4,; seems have;,; recovered-from the-disease

‘The child seems to have recovered from the disease.’

b. Hann telur barninu hafa  batnad veikin.
he believes the-child4,; have;,s recovered-from the-disease

‘He believes the child to have recovered from the disease.’

(3.22) a. Verkjanna virdist ekki geeta.
the-painsge, seems not be-noticeable;,s

“The pains don’t seem to be noticeable.’

b. Hann telur  verkjanna ekki geeta.
he  believes the-painsg., not be-noticeable;,s

‘He believes the pains to be not noticeable.’

These cases are actually handled by the CASE PRINCIPLE for German (4.11)-(4.12) above
(p-80), on the assumption that only in (3.19) does the lower verb subcategorize for an NP[str]
subject, while in (3.20)-(3.22) lower verbs subcategorize for lexical subjects, i.e., NP[lacc|,
NP|[ldat] and NP][lgen], respectively.?5 We leave the detailed analysis of these examples as an
easy exercise.

4.4 Similar Approaches

The NON-CONFIGURATIONAL CASE PRINCIPLE presented in this Chapter is, to the best of
our knowledge, the first fully worked-out HPSG theory of structural case assignment which
does not take recourse to configurational information (i.e., an element’s position in syntactic
tree) and which is compatible with all current approaches to argument realization, i.e., with
both traced and traceless approaches to extraction, and with morphological approach to cliti-
cization. It should be mentioned, though, that a suggestion along similar lines was made in
the HPSG literature earlier, by Bratt (1990), who says that “general principles of SUBCAT
list provide the case marking... The least oblique NP will be marked nominative, and least
oblique NP after that will be marked accusative [in French; A.P.]” (Bratt, 1990, p.11).26 Un-
fortunately, Bratt (1990) does not formalize this idea, nor does she examine the interaction of
case assignment with raising.

Below, we will briefly consider two other HPSG approaches to case assignment which are
similar to ours, i.e., Miiller (1997a, 1998a) and Meurers (1999b).

%5 This is not to claim that the CASE PRINCIPLE (4.11)—(4.12) is generally valid for Icelandic; in fact, Zaenen
and Maling (1983) and Zaenen et al. (1985) argue for an analysis according to which, in our terminology, the
first NP[str| on an ARG-ST is assigned the nominative case, whether this NP is the first element of this ARG-ST,
or whether it is preceded by an NP[lez]; the subsequent NP[str| (if any) should be assigned the accusative
case.

26This unpublished paper was brought to our attention (by Carl Pollard) only after the theory described
above had been formulated and presented as Przepiérkowski (1996b).
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4.4.1 Miiller (1997a, 1998a)

Miiller (1997a), also assuming the by now fairly common divide between structural and lexical
cases, presents what he calls CASE PRINCIPLE—CASE ASSIGNMENT ON ARG-ST:

[SYNSEM|LOO|OAT|HEAD verb '|
(4.32) head-comp-structure —
DTRS
[ H-DTR|SYNSEM|LOC|CAT|ARG-ST (NP|[str])® J

[ H-DTR|SYNSEM|LOC|CAT|ARG-ST (NP[snom])® |

SYNSEM|LOC|CAT|HEAD verbV adj
(433) DTRS head-comp-structure —

H-DTR|SYNSEM|LOC|CAT|ARG-ST [Mnelist® (NP |[str]) @]

[ B-DTR|SYNSEM|LOC|CAT|ARG-ST [[&(NP[sacc])®E |

What this principle says is that the first NP|[str] element on the ARG-ST of a verbal sign
which is projected to a phrase gets the nominative case, and all other such NP|[str|s get the
accusative case.

In a way, Miiller’s (1997a) approach is similar to ours: instead of marking particular argu-
ments as [REALIZED +/—| and resolving case of these arguments only, case is resolved on all
arguments of these verbs, which realize at least some of their arguments (i.e., which project to
a phrase). The important assumption here is that, once a verb projects to a phrase, none of its
arguments can be raised to a higher verb. To see that this assumption is important, consider
a hypothetical subject-to-object raising verb Vi, which, however, raises only the subject of
a lower verb Vy. If Vo has an object, it projects to a VP4 phrase and (4.33) assigns the ac-
cusative case to the object (in case it is NP[str]). But once (4.33) can apply non-vacuously, so
can (4.32), which assigns the nominative case to the subject of VPy. However, this subject is
raised to the object position of Vi, which itself projects to a VP;. This means, that now (4.33)
applies to the higher VP, and assigns the accusative to its object. This, of course, results in
a case assignment clash.

Another assumption which Miiller’s (1997a) approach relies on is that all verbs project to
phrases, unless they are explicitly subcategorized for as lexical items. That this is a non-
trivial assumption can be seen by considering a 1-argument verb whose argument is extracted
by means of a lexical rule. Although on standard (Pollard and Sag, 1994) approach, such a
word still needs to be, vacuously in a sense, projected to phrase, a possible alternative would
be for a higher verb to directly combine with such a saturated word. Such an analysis would be
incompatible with the CASE PRINCIPLE (4.32)-(4.33) because the exctracted argument would
not be assigned case (i.e., it would be free to bear any CASE value). Similar considerations
apply to words whose all arguments are realized as pronominal affixes.

Note also that the CASE PRINCIPLE (4.32)—(4.33) is similar to the case principles of Heinz
and Matiasek (1994) and others in being stated as a constraint on configurational structures,
which is sometimes viewed as a conceptual problem (see §4.1.1 above).

Where Miiller’s (1997a) analysis seems to fare better than ours, though, is case assignment to
controlled subjects.
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On the approach of §4.2, such controlled arguments are marked as [REALIZED —|, just like
raised arguments, by the principle (4.9) (p.79). Unlike in case of raised arguments, though,
their case is not resolved on ARG-ST of a higher predicate: what is structure-shared in case
of control is only the INDEX value of the NP, not the whole synsem. Thus, the CASE value of
such controlled arguments is not resolved anywhere in the grammar, which at best leads to
spurious ambiguities, and at worst is empirically false.

Hohle (1983), cited here after Miiller (1998a), provides interesting arguments that controlled
subjects in German do, in fact, receive the nominative case. The argument is based on the
case agreement between an NP and the adverbial ein- nach d- ander- ‘one after the other, in

turns’:27

(4.34) a. Einer nach dem anderen haben wir  die  Burschen runtergeputzt.
onenem after the other Aux wepom thege ladsg..  scolded
‘We took turns in bringing the lads down a peg or two.’

b. Einen nach dem anderen haben wir  die = Burschen runtergeputzt.
one,.. after the other Aux wepom thege ladsg.e  scolded
‘One after the other, we brought the lads down a peg or two.’

In (4.34a), einer nach dem anderen modified the subject wir, with which it also agrees in
the nominative case (and in gender), while in (4.34b), einen nach dem anderen modifies the
accusative object and must itself bear the accusative case.

On the basis of this observation, we can (after Hohle (1983) and Miiller (1998a)) infer that
controlled subjects in German bear the nominative case:

(4.35)  Ich habe den Burschen geraten, im Abstand von wenigen Tagen einer nach dem
I Aux [the lads]g, advised in interval of several days [one after the
anderen zu kiindigen.
other|pom to give notice

‘T advised the lads to hand in their notice one after the other at intervals of a few
days.’

In (4.35) above, the adverbial einer nach dem anderen bears the nominative case and it
semantically modifies the subject of zu kindigen, controlled by the higher (accusative) object,
den Burschen, so—on the most straightforward analysis—the unrealized subject itself must
bear the nominative case. Our revised NON-CONFIGURATIONAL CASE PRINCIPLE, presented
below in §4.5, will correctly deal with such cases.

4.4.2 Meurers (1999b)

Another approach similar to ours, less so in name, but more so in actual content, is that of
Meurers (1999b).28

*"Translations of all examples come from Miiller (1998a).

28 An earlier version of this study contained a detailed discussion of the analysis of Meurers (1999b), but,
since that analysis has been in flux during writing and revising this thesis, we decided to just briefly discuss it
in general terms instead.
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Meurers (1999b) builds on empirical observations of Haider (1990), Grewendorf (1994) and
Miiller (1997b), and considers fronting of constituents consisting of an infinitival VP and its
subject, cf. (4.1)-(4.2) (Meurers, 1999b, p.7), repeated below.

(4.1) [Ein  Auflenseiter gewinnen| wird hier nie.
allpom outsider Wil s will here never

‘An outsider will never win here.’

(4.2) [Einen Aufenseiter gewinnen| laft Gott hier nie.
alg.. outsider Wil s lets god here never

‘God never lets an outsider win here.’

As discussed in §4.1.1, such examples are problematic for the configurational case assignment
approach such as that of Heinz and Matiasek (1994) because, in both (4.1) and (4.2), the NP
ein(en) Aufenseiter is realized as the subject of the infinitival verb gewinnen, so it shou