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Abstract

Shifting from fossil fuels to renewable energy sources necessitates the development of diverse
electrochemical devices for energy storage and production of fuels, driving the demand for in-
novative materials and interfaces. However, understanding and controlling these interfaces re-
mains challenging due to the lack of suitable in situ and operando characterization techniques.
Due to the sometimes harsh reaction conditions, surfaces can undergo e.g. restructuring and
corrosion only visible during the process. In this case, in situ and operando measurements
can provide the missing link to the full understanding of a system. This thesis explores the
potential of Reflection Anisotropy Spectroscopy (RAS) as an in situ optical probe for study-
ing crystalline solid-liquid interfaces in electrochemical environments. By combining RAS with
electrochemical methods, particularly under external bias (EC-RAS), this research investigates
the dynamic evolution of optical properties at interfaces. Together with complementary com-
putational RAS and other ex situ techniques, EC-RAS provides a comprehensive understand-
ing of the observed phenomena. Through experimental method development, the dissertation
emphasizes the capability of EC-RAS, a rather novel technique, in identifying crucial interface
behaviors such as surface reconstructions, ion adsorption/desorption, and thin film formation.
Time-resolved measurements offer insights into etching processes, interface restructuring, inter-
face degradation, and adsorption kinetics. The first EC-RAS case studies involving III-V hetero-
junction solar cells in etching solution, semiconductor-aqueous electrolytes, and non-aqueous
battery systems demonstrate the versatility of the method across various electrochemical scen-
arios. This research paves the way for routine (photo)electrochemical interface monitoring using
in situ RAS, contributing to the advancement of renewable energy technologies.
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Zusammenfassung

Damit erneuerbare Energiequellen anstelle von fossilen Brennstoffen genutzt werden können,
ist es weiterhin nötig, vielfältige elektrochemische Prozesse zur Energiespeicherung zu entwick-
eln, wodurch die Nachfrage an neuen innovativen Materialien und Grenzflächen groß ist. Es ist
eine herausfordernde Aufgabe, diese neuen Systeme zu verstehen und zu kontrollieren, da es
an passenden in situ und operando Techniken zur Charakterisierung fehlt. Augrund der manch-
mal harschen Reaktionsbedingungen, denen die Materialien ausgesetzt sind, kann es zu z.B.
Korrosion und Restrukturierungen der Oberflächen kommen, die nur während des Experiments
beobachtbar sind. In solchen Fällen können in situ und operando Messungen die Informationen
liefern, welche fehlen, um das System vollständig zu verstehen. Vor diesem Hintergrund wird
in dieser Arbeit das Potenzial von Reflektions-Anisotropie Spektroskopie (RAS) als eine in situ
Methode, um kristalline fest-flüssig-Grenzfläche in einer elektrochemischen Umgebung zu stud-
ieren, erörtert. Indem RAS mit elektrochemischen Methoden, vor allem computergestütztem
RAS (computational RAS) und ex situ Techniken kombiniert wird, ist EC-RAS in der Lage,
ein vollständiges Verständnis von den beobachteten Phänomenen aufzubauen. Durch ex-
perimentelle Methodenentwicklung, diese Dissertation betont insbesondere die Fähigkeit von
EC-RAS, das kritische Grenzflächenverhalten zu identifizieren. Dazu gehört beispielsweise
Oberflächenrestrukturierung, Ionen Adsorptions- und Desorptionsprozesse und die Bildung von
dünnen atomaren Filmen auf der Oberfläche. Zeitabhängige Messungen gehen noch einen
Schritt weiter und können Einsichten in Ätzprozesse, Grenzflächenrestrukturierung, Grenzflächen-
degradierung und der Adsorptionskinetik geben. Anhand der Untersuchung des Ätzverhaltens
von Solarzellen auf Basis von III-V Halbleitern, von Halbleiter-Elektrolyt Wechselwirkungen in
wässrigen Medien und von nicht-wässrigen Batteriesystemen wird die Vielseitigkeit von EC-
RAS in vielen elektrochemischen Szenarien aufgezeigt. Diese Arbeit ebnet den Weg für pho-
toelektrochemsiches Routinemonitoring von Grenzflächen mit Hilfe von in situ RAS, welches
Chancen für entscheidende Fortschritte in erneuerbaren Energietechnologien möglich machen
könnte.
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1 Motivation

Climate change is one of the triggers of the ecological disaster currently unsettling our planet’s

balance. It is important to keep in mind that climate change is only one part of the ecological

disaster, that the root of the latter is rather an antropogenic than a technical issue and it will

therefore not be solved by science alone [1]. Nevertheless, as the topic of my thesis is funda-

mental science, I will here introduce some areas where science can contribute to limit climate

change. The primary contribution to anthropogenic climate change is the exhaustion of green

house gases (GHG) consisting mainly of CO2, CH4 and NO2. According to the 6th IPCC syn-

thesis report, there has been a 0.99°C increase in global surface temperature during the first

two decades of the 21st century compared to the pre-industrial era [2]. The newest numbers

from the world meteorological organization even show that the average temperature over the

last years was 1.45°C higher than expected. This global temperature rise leads to various con-

sequences, such as extreme weather events, water shortages, and the elevation of the global

sea level [3]. Climate models indicate that global warming will keep increasing in the near fu-

ture due to the increasing cumulative CO2 emissions [2]. A recent study demonstrated that the

remaining carbon budget (RCB) for a 50% chance of limiting warming to 1.5°C (corresponding

to the target of the Paris agreement for 2030) is only 250 Gt [4]. It corresponds to 6 years left

before complete exhaustion of the RCB if the current global trend of 40 Gt of CO2 emitted per

year is maintained [4]. Furthermore, a recent report from the UN indicates that with the current

engagements taken by the governments, a decrease of only 2% of GHG emissions will occur

instead of 43% required to respect the Paris agreement. It becomes evident that reaching the

targets from the Paris agreement will only be possible by a drastic cut in CO2 emissions and

their capture from the atmosphere. CO2 emissions are significantly originating from burning

fossil fuels to produce energy for buildings, and power and transport industry [5]. Therefore,

fossil fuels have to be replaced by renewable energies, whose production relies on energy con-

version and storage systems. Among them are electrochemical systems such as batteries [6] ,

supercapacitors [7], electrolyzers [8], photoelectrochemical (PEC) [9] as well as photocatalytic

water splitting [10]. The present thesis focuses on systems for solar water splitting and battery

applications.

Batteries are already well-developed, world-wide used, and are becoming a key technology in
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our societies [11, 12]. The current battery market for car and telephone industries is domin-

ated by lithium ion technology [13]. However, the earth abundance of Li is insufficient to cover

the battery demand in the next decades [14]. Furthermore, its extraction from the earth’s crust

damages and pollutes the environment. Therefore, more earth abundant elements, involving

more eco-friendly refining and mining processes, are being intensively investigated as pos-

sible post-lithium technologies for applications like stationary devices [13]. The specifications

of (post-lithium) batteries include five main criteria: power density, energy density, safety, life

cycle, and low cost. Depending on the application, the priorities between these requirements

and their expected value differ [15]. Although new material and electrolyte development is the

main challenge to reach the targeted performance criteria, the design and the exploration of

metal-electrolyte interfaces remains at the heart of all battery systems. More specifically, the

solid–liquid phase boundary determines many of the relevant properties, as ion transport can

be blocked by a solid electrolyte interphase (SEI) or dendrite formation can induce detrimental

conduction pathways [16, 17].

Figure 1.1: Principle of solar water splitting with a tandem absorber. Hydrogen is produced on
the left side, where light shines on. Oxygen is produced on the other side.

Electrical energy can be stored and used in a sustainable way using batteries but also fuels.

Since, unlike for fossil fuels, the combustion of hydrogen and its derivatives releases harmless

components for the environment, it has been regarded as a suitable fuel for the future. Hydrogen

has a higher gravimetric energy density compared to batteries [18]. However, hydrogen is diffi-

cult to transport and to store, limiting the competitiveness of fuel cells with respect to batteries to

stationary application and heavy-duty vehicles. It can be obtained from a variety of sources, but

remains up to now mainly produced by thermochemical routes, in which CO2 is the by-product.

Only less that 1% of the global hydrogen is currently produced from renewable energy, like with
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electrolyzers [19]. Hence, renewable energy technologies for hydrogen production must become

more attractive and competitive. Direct solar-water-splitting devices represent a promising, but

also challenging approach for green hydrogen production. As illustrated in Figure 1.1, they are

highly integrated systems with a solar cell immersed in aqueous ion-conductive solution. In

other words, they combine an electrolyzer and a photo-voltaic cell in a single device [20]. To

generate both sufficient potential and current to split water into hydrogen and oxygen, the solar

cell must be comprised of ideally two semiconductors of different bandgaps. For high-efficiency

absorbers in operation, the low stability of the top-most semiconductor layer in contact with an

electrolyte and a catalyst is currently the biggest bottleneck to achieve longer lifetime and optim-

ized performance of the device [21]. Therefore, fundamental understanding at an atomistic level

is also required to design the solid-liquid interface in a way that prevents corrosion processes

while absorbing enough light.

Implementing (photo)electrochemical surface conditioning for photoelectrodes could enable novel

process routes at potentially low costs, but the understanding and control of the related interface

(electro)chemistry is so far limited [21]. Nevertheless, such surface functionalization approaches

already demonstrated their use for achieving highest solar-to-hydrogen efficiencies by effective

surface protection against corrosion [21, 22]. The main limitation in the investigation of these

interfaces is the lack of characterization technique that can monitor in real time the solid-liquid

interface while an external potential is applied. In this regard, reflection anisotropy spectroscopy

(RAS), with its straightforward set-up operating at near-normal incidence configuration, repres-

ents a tool for the in situ/operando monitoring of (photo)electrochemical surface passivation with

a sub-nanometer control of surface modifications. Although RAS has the advantage to operate

in electrochemical environments, it is restricted to single crystalline surfaces. Nevertheless, sur-

faces and interfaces play an important role in numerous phenomena like semiconductor/metal

junctions, corrosion, and catalysis. To understand the mechanism of these processes, it is relev-

ant to first study well-defined crystalline plane surfaces with low Miller indexes to determine their

structures and their physical-chemical properties in different environments. This doctoral thesis

demonstrates the potential of application of RAS in electrochemistry with the study of different

single crystalline surfaces in different electrochemical environments. More specifically, RAS on

InP(100) in acidic aqueous solution first serves as a demonstrator system for the development of

the method. Then, RAS on AlInP/GaAs in etching solution and in acidic aqueous electrolyte ex-

tends the applicability of the technique to more advanced solar water splitting systems. Finally,

the interface of Al(110) in ionic liquid is investigated by RAS for post-lithium battery technology.

3





2 Background

2.1 Light Interacting with Crystals

2.1.1 Crystal and Surface Reconstruction

A crystal is a solid whose micro-structure is ordered over its whole volume. Depending on

the crystallization conditions, either a poly-crystal or a single-crystal is formed. A poly-crystal is

composed of ordered little crystallites (or grains) with the same structure but with different orient-

ations, whereas a single crystal is an identically oriented solid over its entire volume, meaning

that no grain boundaries exist in the crystal lattice. The continuous and unbroken crystal lat-

tice of single-crystals confers them unique mechanical and electrical properties. Among these

noteworthy properties is the optical anisotropy, which will be discussed in the following section.

Theoretically, a surface is obtained by sectioning a crystal and is defined as the ensemble of

atomic layers modified by the cut. The unmodified part of the crystal is referred to as the bulk.

In an ideal case, due to the cut, the top-most atoms of the surface loose some of their chemical

bonds and rearrange themselves to reach a new energetical equilibrium position. The obtained

surface is called a reconstructed surface [23]. Since the spontaneous transition into the re-

constructed phase is often kinetically hindered at room temperature, the surface is annealed

in an inert environment at high temperature (usually two third of its melting point) to overcome

the activation barrier [24]. However, in reality, unless if the crystal is in a ultra-high vacuum

(UHV) environment, it is exposed to other atoms from its surrounding. After cleaving or sawing

the crystal, these "ad-atoms" can deposit on the surface and form new chemical bonds while

preserving the 2D-periodicity of the surface. Surfaces can be distinguished by their crystalline

orientation. When a crystal is cut through a given plane (referenced as (hkl) with the Miller in-

dexes notation) and the cut does not change the position of the atoms, it is possible to determine

a surface mesh defined as the section of the volume of a crystal lattice through this plane (hkl).

Figure 2.1a illustrates the most commonly studied surfaces with low Miller indexes from a cubic

crystal. For reconstructed surfaces, the notation (hkl) (pXq) Rα is used, where p and q are the

factors linking the base vectors (a1,b1) from the surface mesh before and after the reconstruction

5





Ey(z, t) = Ey0 cos (wt− kz + α) (2.2)

The response of a solid medium of an incoming EMW is described by the complex refractive

index n according to Equation (2.3). The real and imaginary parts of n represent, respectively,

refraction and attenuation of the wave by the medium. Equation (2.3) shows that n is related to

the extinction coefficient k and is a function of its frequency w.

n(w) = n(w)− ik(w) (2.3)

When a linearly polarized EMW, of which the direction of the electric field’s vector is constant,

is incident on a crystalline surface, the polarization state of the reflected wave is affected by

the different optical properties along the different crystallographic axes of the surface. When

the wave interacts with a surface, the anisotropy of the surface causes a constant phase shift

between Ex(z, t) and Ey(z, t) after being reflected. This phase difference causes a rotation

of the polarization direction of the reflected wave, resulting in an elliptical polarization state.

The degree of ellipticity depends on the anisotropy of the surface and the angle of incidence of

the wave. For near-normal incidence, since the polarization direction of the light is parallel to

the surface, only anisotropies in planes parallel to the surface plane affect the change in light

polarization upon reflection on the surface. Therefore, the Fresnel reflection coefficient r can

then be expressed according to Equation (2.4). Note that for isotropic surfaces, no phase shift

is introduced between Ex(z, t) and Ey(z, t), and the light remains linearly polarized.

|r| = |
Er

Ei

| =
ni − nt

ni + nt

(2.4)

Hence, measuring the polarization of the light along x and y after its reflection on a solid medium

allows determining the Fresnel reflection coefficients rx and ry along x and y. The difference

between rx and ry gives direct information about the surface’s anisotropy. However, it requires

decomposing the polarization of the light to access rx and ry separately. This can be done by

the use of a photo-elastic modulator (PEM) or a rotating analyzer, and will be detailed in the

characterization technique (chapter 3). The anisotropy, and more generally the optical proper-

ties of a crystal and its surface can also be predicted by determining their electronic structures

with numerous theoretical approaches.
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2.2 Physics of Semiconductors

For a more complete understanding of the physical properties of crystals and surfaces, it is very

helpful to look at solids from a quantum mechanical point of view. These properties can be

derived by calculating the band structure of crystalline solids, comprised of the arrangement

and distribution of different energy states that electrons can take. In short, the band structure is

determined with quantum mechanics (QM) by solving the Schrödinger equation assuming single

electron wave functions. Detailed information of the theory of QM can be found elsewhere [27,

28].

2.2.1 Electronic Band-Structure of Solids

The probability f that an electron occupies a state E, depending on the temperature T, is de-

scribed by the Fermi-Dirac-distribution function given in Equation (2.5), where kB is the Boltzmann

constant. At 0 K, all states up to the Fermi level EF are occupied while all states above EF are

unoccupied. Increasing the temperature above 0 K allows electrons to leave states below EF

and to occupy states above EF .

f(E) =
1

exp E−EF

kBT+1

(2.5)

The highest energy band occupied by electrons (valence band level EV B) is separated from the

lowest unoccupied band (conduction band level ECB) by an energy gap Eg. Eg determines the

electric properties between solids and classifies them in 3 different categories: namely metallic

conductors, semiconductors and insulators.

In a metallic conductor, the Fermi level EF , i.e. the electrochemical potential of electrons, lies

within a continuous energy band. Hence, there is no band gap (BG) between the conduction

band (CB) and the valence band (VB), and electrons can transit from a confined state in the VB

to a mobile state in the CB without needing to overcome an energy barrier. This transition of

electrons from the VB to the CB generates electron-hole pairs, which are delocalized within the

VB, i.e. electrons are mobile over the whole CB resulting in metallic conductivity. As described

by the Fermi-Dirac distribution function, this process leads to a high density of intrinsic charge

carriers (electrons in the CB ne and holes in the VB nh) at room temperature, thereby facilitat-

ing favorable electrical conductivity. Unlike metallic conductors, insulators have no significant

electric conductivity at room temperature because Eg is too high to be exclusively overcome by

thermal energy. As a consequence, electrons remain confined in the VB and no mobile electron-

hole-pairs are generated. Semiconductors are between metals and insulators: they have a Eg
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that is too high to spontaneously generate electron-hole pairs, yet it is still sufficiently small to

be overcome by thermal excitation [29].

2.2.2 Optical Transitions

In addition to predicting the electrical conductivity of solids, the BG also determines their pho-

toabsorption characteristics. In a photoabsorption process, electrons are excited from their

ground state to excited CB states via the absorption of photons from a light source, generating

an electron hole in the VB and thus forming a so-called electron-hole pair (e-h pair).

E

k- k

CB

VB

Eg

E

k- k

CB

VB

Eg

ECB

EVB

Photon
ECB

EVB
(1) Radiative band-to-band

(2) Non-radiative Auger

(3) Non-radiative via "trap state"

a) b) c)

CB

VB

Trap

(1) (2) (3)

Photon

Figure 2.2: E-k diagram of a semiconductor with (a) a direct BG and (b) an indirect BG. The blue
and red arrows indicate the absorption and emission of a photon, respectively, while
the purple arrows refer to phonon absorption and emission (c) Different recombina-
tion mechanisms. Adapted from [30].

Measuring the absorption properties of a material allows determining its band structure. The

latter can be represented in an energy-momentum diagram (E-k diagram), where k refers to the

momentum of the electrons in the crystal lattice. One can distinguish between two characteristic

band structure types depending on the position of the VB maximum and the CB minimum with

respect to each other. If the former and the latter are aligned on the E-k diagram, the photo-

absorption process only involves radiative transition of electrons between the ground state and

the excited states (see Figure 2.2a). The semiconductor is then qualified as direct semicon-

ductor. If now the VB maximum and the CB minimum are not aligned in the reciprocal k-space,

the electron has to pick-up momentum from a lattice vibration (phonon) to conserve its mo-

mentum when transiting from CB to VB.

the photo-absorption process is then a three-particle-process (photon-electon-phonon) combin-

ing radiative and non-radiative processes, i.e. the process undergoes thermal losses and the

absorption probability goes down. In this case, illustrated on Figure 2.2b, the semiconductor
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has an indirect BG. In opto-electronic devices, direct semiconductors are preferred over indirect

semiconductors because the probability of absorbing photons is higher. Hence, the penetration

depth of light in the material is small. Consequently, a solar cell made of direct semiconductor

materials does not have to be thicker than a few µm while for indirect semiconductor materials,

the thickness should be typically higher than 100 µm [29].

Unless the generation of an e-h pair is extracted from the photo-absorber and for instance stored

as chemical energy in a battery or directly used in catalysis, its lifetime is very short (<10−3 s)

and the charge carriers recombine [31]. More specifically, after the thermal radiation is con-

verted into chemical energy of e-h pairs (absorption, 10−14 s), the charge-carrier cools down,

hereby heating the crystal during thermalization, i.e. a rapid equilibration with lattice phonons

( 10−12 s). Then, the e-h pairs recombine. In addition to the radiative and non-radiative recom-

bination processes described in Figure 2.2a-b and represented again on Figure 2.2c (1) and

(2); non-radiative recombination via impurities/defects (3) can also occur and is in fact the pre-

dominant recombination process in solar cells. The presence of impurities leads to "impurity

states" lying within the BG. If an electron in the CB is in the proximity of a capture cross section

occupied by a hole in the VB, they can recombine in an impurity state. Alternatively, electrons or

holes can be trapped in impurity states. Electrons trapped in impurity states that are not located

in the vicinity of the CB or the VB but in the middle of the BG are unlikely to be released because

the energy barriers between ECB and Eimp or EV B and Eimp is too high, and the charge carriers

are considered as "lost". Hence, impurities in semiconductors are undesired since they reduce

the concentration of charge carriers available for radiative absorption. Impurities in the bulk can

be minimized by optimizing and controlling the growth process of a semiconductor. However,

after the manufacturing process, its surface gets in contact with impurities and humidity from the

ambient air, e.g. H2O and O2. The latter can be adsorbed at the surface and induce a surface re-

construction and/or corrode/passivate the surface, which can lead to undesirable surface states.

Therefore, recombination induced by impurities is often happening at the surface of the material

and is difficult to prevent. Besides semiconductor-liquid/gaseous contacts, semiconductor/metal

contacts also constitute effective recombination centers since the metal has countless energetic

states between the EV B and ECB of the semiconductors.

2.2.3 Charge Carriers and Doping

Varying the concentration of holes (nh) and the concentration of electrons (ne) in a semicon-

ductor is a way to tune its electrical properties. For intrinsic semiconductors, ne being equal to

nh, EF always lies in the middle or close to the middle of the BG. Intrinsic semiconductors have

a low electrical conductivity at room temperature due to low concentration of free charge carriers
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Figure 2.3: The doping process illustrated using the bonding model for c-Si. (a) No bonds
are broken. (b) A bond between two Si atoms is broken resulting in a free electron
and hole. (c) A phosphorus (P) atom replaces a Si atom in the lattice resulting in
the positively-ionized P atom and a free electron. (d) A boron (B) atom replaces a Si
atom resulting in the negatively ionized B atom and a hole. Taken from [30].

and low carriers mobility. Therefore, as illustrated in Figure 2.3a and b, generating charge car-

riers requires thermal excitation. Nonetheless, it is possible to create donors or acceptor states

within the BG by introducing impurities in the crystal with a process called doping [29]. In this

process, as displayed in Figure 2.3c-d, the introduction of hetero-atoms into the solid that either

have one valence electron more (donors) or less (acceptors) than the semiconductor atoms al-

lows generating free electrons or holes in the lattice that occupy energy states in the CB and

the VB, respectively. A semiconductor doped with donor or acceptor atoms is categorized as

a n-type or p-type conductor, respectively. The doping level plays a major role in the electronic

structure of semiconductors because EF depends on ne and nh (see Equation (2.6) for ne).

EF = ECB − kBT ln(
NCB

ne

) (2.6)

Hence, for a n-type conductor, EF is near the CB while for a p-type conductor, EF is close to the

VB. Note that mid-gap bulk or surface states originating both from defects or doping can have

detrimental effect and act as recombination centers [32].

2.2.4 Solar Cell

In a so-called "pn-junction" solar cell, shown schematically in Figure 2.4, an n-type and a p-type

semiconductor are stacked together. Due to the difference in Fermi levels between the n and

p-type regions, electrons diffuse from the n-doped into the p-doped region to equalize the elec-
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2.2.5 Semiconductor-Metal Contact

When a metal (M) is brought into physical contact with a semiconductor (S), an interface forms

between the two solids [35]. Understanding the mechanism of this interface formation is of great

importance in the field of photo-chemical processes because semiconductor-metal (S-M) junc-

tions are similar to S-L junctions. Schottky and Mott initially introduced the concept of band

bending to elucidate the rectifying behavior observed in S-M contacts [36]. In Figure 2.5a, one

can observe the theoretical energy band diagrams for a n-type semiconductor and a metal junc-

tion before contact. When these materials come into contact, there is a transfer of free electrons

between them due to differences in their work functions (the energy needed to bring an electron

from EF to the vacuum energy level Evac). In the case of a metal’s work function (φm) higher than

the one of the semiconductor (φs), as depicted on Figure 2.5b, electrons migrate from the semi-

conductor to the metal until the Fermi levels of both the metal (EFM ) and the semiconductor

(EFS) align. In an equilibrium state, the charge redistribution that forms at the S-M interface

creates a negative charge on the metal and induces a positive charge on the semiconductor’s

surface through electrostatic effects. Because the semiconductor contains a low concentration

Evac
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ECB

Evac

EVB

EEFM
ET

Evac

�s
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ECB

Evac
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�M < �SC, n-type: Ohmic�M > �SC, n-type: Schottky
�M > �SC  n-type: before contact
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ECB
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�M�M
EFM
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Metal Semiconductor

depletion layer

accumulation layer

a) b) c)

Figure 2.5: Metal-semiconductor a) before contact b) after contact (Schottky type) c) after con-
tact (Ohmic type). Adapted from [36]

of free charge carriers, it cannot effectively screen the electric field between the semiconductor

and the metal interfaces. Consequently, this results in a depletion of free charge carriers near

the semiconductor surface compared to the bulk, forming what’s known as the space-charge

region. For a n-type semiconductor (where electrons are the majority charge carriers), the con-

figuration φm > φs leads to an electrons flow from the semiconductor to the metal. The depletion

of electrons in the space charge region is called depletion layer. Conversely, when φm < φs, as

shown on Figure 2.5c, electrons are transferred from the metal to the semiconductor. Hence,

they accumulate in the space charge region, forming an accumulation layer. In the space charge
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region of the semiconductor, the shifting of the energy band edges due to the electric field ori-

ginating from charge transfer between the semiconductor and the metal is referred to as band

bending. When φm > φs, the energy bands bend upwards towards the interface, whereas when

φm < φs, the edges bend downwards towards the interface. If φm > φs for a n-type conductor,

the energy barrier formed at the S-M interface, called the Schottky barrier (φSB), induces a recti-

fying behavior of the interface. When φm < φs, there is no Schottky barrier and the S-M contact

shows an ohmic behavior, i.e. the current over the interface follows a linear relation upon the

applied voltage. For S-M interfaces, ohmic contacts are preferred because the resistance to

current in both voltage polarities is very low.

Note that in Figure 2.5a, a band bending is already present at the semiconductor-vacuum in-

terface before contact with the metal. This is due to the presence of surface states near EF

(symbolized ET on the Figure) formed by the termination of the periodic crystal, which creates

electron transfer from the bulk to the the surface in order to achieve electronic equilibrium [35].

If the surface states are not entirely filled before the junction of a semiconductor and a metal,

the band bending will remain unaffected upon contact. Consequently, the Schottky barrier re-

mains unchanged if some electrons are transferred from the surface to the metal. The Fermi

level is then "pinned" at the surface state energy, resulting, for most semiconductors, in a large

Schottky barrier height for the majority charge carriers. It is empirically possible to transform a

Schottky contact into an ohmic contact - where the Fermi level is almost unpinned and thus al-

lows easy majority charge carrier transfer across the interface - by surface doping or by inserting

an interlayer at the interface, creating new contact properties

Elucidating the electronic structure of metals and opto-electronic devices is a prerequisite to

study their behavior in an electrochemical environment. As a matter of fact, introducing an

electrochemical environment increases the level of complexity, especially for semiconductors,

as will be discussed in the following section.
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2.3 Physical Chemistry of Electrochemical Solid-Liquid

Interfaces

Electrochemistry is the study of oxidation and reduction reactions involving charge transfer.

Redox reactions are used in electrochemical systems to convert chemical energy in electrical

energy and vice versa. A simple picture of an electrochemical system consists of an electron

conductor called electrode immersed in an ion conductor named electrolyte. Both electrode and

electrolyte can be liquid or solid. Let’s consider two metal electrodes M1 and M2 immersed

in liquid electrolyte solutions and separated by an electrolytic junction, constituting an electro-

chemical cell, as illustrated in Figure 2.6a. The charge transfer through the electrode/electrolyte

interface generates a current I , which is delivered to an external load at a cell voltage E determ-

ined by the redox couples involved. Consequently, the cell supplies electrical power P to the

final recipient. We can picture the electron exchange between the oxidants and the reductants

in the Equations (2.7), (2.8), (2.9). At the anode, the metal My−
1 is oxidized into a metallic cation

M
(y−n)−
1 , while at the cathode, the reverse transformation of Mx+

2 reduced to M
(x−n)+
2 takes

place.

My−
1 →M

(y−n)−
1 + ne− (2.7)

Mx+
2 + ne− →M

(x−n)+
2 (2.8)

My−
1 +Mx+

2 →M
(y−n)−
1 +M

(x−n)+
2 (2.9)

The value of current flowing through the system is in addition determined by the kinetics of the

redox reactions involved.

The reaction free energy delivered by the redox process ∆rG, involving an exchange of n elec-

trons between the two redox couples can be expressed as function of the potential difference

∆E between them, with F being the Faraday constant, i.e. the charge of one mole of electrons

[37].

∆rG = −nF∆E (2.10)

The closest definition of the potential of a single electrode corresponds to the equilibrium dif-

ference of the potential at the electrode/electrolyte interface [37]. However, it has a physical

meaning and can be measured when related to the potential of a second electrode/electrolyte

interface. To accurately measure the potential of an electrode of interest (working electrode,

WE) while a current flows through an electrochemical system, usually a 3 electrodes setup is in-

troduced, as schematized in Figure 2.6b. Here, a third electrode, called counter electrode (CE),

allows that a current flows though the WE without passing through a second electrode, called
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reference electrode (RE). The potential difference between the latter and the WE can then be

precisely controlled and measured. When the potential difference is measured in "standard con-

ditions", e.g. with the standard hydrogen electrode (SHE) as RE and at 25°C, it is called stand-

ard electrode potential. Determining a scale of standard potentials with common redox couples

allows predicting the oxidizing/reducing character between them. The redox couples at higher

potential are able to oxidize those at lower potentials, e.g. in Equation (2.9), My−
1 /M

(y−n)−
1 be-

longs to the couple with the higher potential, while M
(x−n)+
2 /Mx+

2 belongs to the couple with the

lower potential.

S2

CE RE WE

A

V

electrolyte

M1

V

M2

S1

electrolytic 

junction

a) b)

Figure 2.6: a) 2 electrodes system and b) 3 electrodes system. WE, RE, and CE stand for
working, reference, and counter electrode, respectively.

The electrochemical potential µ̄ of a species is defined as its molar free energy (chemical po-

tential, µ), adjusted to include the contribution from electrostatic interactions. Here, z represents

the charge of the species, F is the Faraday constant, and Φ is the electrostatic potential affecting

the species.

µ̄ = µ+ zFφ (2.11)

Let’s consider a generic redox reaction taking place between species at the electrode/electrolyte

interface (Equation (2.12)). n is the number of electrons e− exchanged, and νO and νR are the

stoichiometric coefficient of the oxidant Ox, and the reductant Red, respectively.

νOOx+ ne− ⇋ νRRed (2.12)

When the conditions of the electrode potential or the chemical potential deviate from the stand-

ard conditions, respectively E and µ, and depends on the activity of the redox species at the

interface, they can be expressed as in Equations (2.13) and (2.14), respectively. Equation (2.14)

is the so-called Nernst Equation, where aOx, aRed, R, and T denote the activities of the oxidant

and the reductant, the perfect gas constant, and the temperature, respectively.
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µ = µ◦ +RT ∗ ln
aOx

aRed

(2.13)

E = E◦ +
RT

nF
∗ ln

aOx

aRed

(2.14)

The electrochemical reaction in Equation (2.12) considers an electron transfer at the interface

between an electrode and an electrolyte, leading to a change in the chemical composition of the

latter. In this case, the process is Faradic, meaning that the amount of substance converted by

the electrochemical reaction is proportional to the amount of electricity that has passed through

the interface. However, when the polarisation at the interface involves a charge redistribution

without electron transfer between the electrode and the electrolyte, the process is non-Faradic.

Although non-Faradic processes are not associated with redox reactions, the potential of an

electrode is influenced by the charge distribution at its interface with an electrolyte. To under-

stand this influence, a nano-scale picture of the interface has proven to be very helpful.

2.3.1 Electrochemical Double Layer (EDL)

This subsection is taken from the publication A1 1.

Figure 2.7 shows a schematic structure of a semiconductor surface in contact with an elec-

trolyte solution in the dark, forming so-called "electrochemical double layers" (EDL). Solvent

species (H2O) are represented with blue spheres. The electrolyte solution is composed of

solvent molecules, solvated positive ions (cations, pink spheres) and negative ions (anions,

yellow spheres). When a metal or a semiconductor is brought in contact with an electrolyte,

different processes are taking place, in particular under electrical potential control.

Semiconductor-electrolyte contacts are much more complex than metal-electrolyte contacts.

One factor is certainly the reduced structural stability against electrochemical corrosion of most

semiconductors when compared to many (noble) metals. Furthermore, the interfacial energetics

are altered, as semiconductor-electrolyte interfaces have additional potential drops compared

to metal-electrolyte interfaces, whose potential drop region is limited (mainly) to the Helmholtz

layer (HHL). Like for S-M contact, when a semiconductor is in contact with an electrolyte, the

charges in the solid need to be redistributed to reach an equilibrium due to the Fermi level EF

differences between the solution and the electrode. The EF of the semiconductor aligns with the

EF of the red-ox species resulting in a band bending of the ECB and EV B, forming in this case

with a downward band-bending of a p-type semiconductor, a depletion layer. Therefore, it is not

1see list of publications above
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When studying adsorption and desorption processes of solid-liquid (S-L) system, the ad/de-

sorption kinetics, ad/desorption equilibrium, substrate-adsorbate interactions, and surface diffu-

sion are the most relevant phenomena to take into account. As a refinement, the adsorbate-

adsorbate interactions are also important to be considered since they can modify the free reac-

tion enthalpy of the adsorption process [44].

The chemisorption process of an adsorbate A in solution on the vacant sites S of a surface

in dynamic equilibrium with the product AS, is given in Equation (2.15). ka and kd are the

adsorption and desorption reaction rate constants, respectively.

Asolution + Ssurface
ka←→
kd

AS (2.15)

The simplest description of a chemisorption is the Langmuir model, which considers a uniform

surface where all the adsorption sites are equivalent, and the ability of a species to absorb at a

given site is independent of the occupation of neighboring sites. The rate of a such a reaction

process can be expressed by the rate of change of the surface coverage θ, i.e. the variation

over time of the ratio of the number of occupied adsorption sites M to the number of available

adsorption sites N. Hence, the rate of adsorption ra, proportional to the available sites, and the

rate of desorption rd, proportional to the occupied sites, can be expressed as function of θ and

the concentration CA of the adsorbate in solution, as described in Equation (2.16) and (2.17),

respectively.

ra =
dθ

dt
= kaCA(N −M) = kaCAN(1− θ) (2.16)

rd =
dθ

dt
= −kdM = −kdNθ (2.17)

The chemisorption kinetics can thus be determined by studying the variation of θ with the con-

centration at a chosen temperature, called adsorption isotherm. In this case, the equality of

Equation (2.16) and (2.17) at equilibrium yields the Langmuir adsorption isotherm expressed in

Equation (2.18), where K = ka/kd.

θ

1− θ
= KCA (2.18)

When the adsorbed ions interact oŕ when the adsorption sites are not equivalent, i.e., some sites

are energetically more favorable for the adsorption, the adsorption enthalpy can vary with the

coverage. In this case, the Langmuir model is no longer valid and more complex, often empir-

ical models must be established [44, 45]. Among them, the Temkin isotherm describes a linear
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dependency between the coverage and the adsorption enthalpy (Equation (2.19)), whereas in

the Freundlich isotherm, the adsorption enthalpy varies logarithmically with the coverage (Equa-

tion (2.20)). In both cases, c1 and c2 are specific empirical constants related to the adsorption

system.

θ = c1 ln c2CA (2.19)

θ = c1C
1

c2

A (2.20)

2.3.3 Electro-adsorption Isotherm under Cyclic Potential

If the applied potential is swept at the electrode with a very low speed in a given potential range,

it can be assumed that the system reaches an equilibrium at each potential of the scan. Using

thermodynamic and statistic principles, the electrochemical potential of the adsorbate µ̃ad can be

expressed as function of the coverage and the adsorption energy per adsorbate ǫads (Equation

(2.21)) [43]. The electrochemical potential of the adsorbate species in solution µ̃sol is given in

Equation (2.22). φads and φsol are the local electrostatic potentials.

µ̃ad = Naǫads +RT ln (
θ

1− θ
) + zFφads (2.21)

µ̃sol = µ◦

sol +RT ln
CA

C0

+ zFφsol (2.22)

At equilibrium, µ̃sol and µ̃ad are equal. Using this equality, it is then possible to establish the po-

tential (∆φ) dependent Langmuir isotherms, given in Equation (2.23). The term ǫads contains the

formation energy of the adsorption of an isolated ion. However, this model neglects interactions

between the adsorbates. The latter can be taken into account by adding latter interaction para-

meter g to Equation (2.23) (positive if the adsorbed particles repel, and negative if they attract

each other), leading to the Frumkin isotherm (2.24) [43, 46]. When the values of θ are in the

intermediate range 0.2 to 0.8, the term θ
1−θ

varies little with θ in comparison to the exponential

term exp (gθ) with θ. In this case, the Frumkin isotherm can be simplified to the Temkin isotherm

shown in Equation (2.25).

θ

1− θ
= exp (zF

φsol − φads

RT
) exp (

µ◦

sol −Na ∗ ǫads
RT

) (2.23)

θ

1− θ
= exp (zF

φsol − φads

RT
) exp (

µ◦

sol −Na ∗ ǫads
RT

) exp (−gθ) (2.24)

exp (gθ) = exp (zF
φsol − φads

RT
) exp (

µ◦

sol −Na ∗ ǫads
RT

) (2.25)
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3 Characterization Techniques

The basic principles of X-ray photoelectron spectroscopy (XPS) and scanning electron micro-

scopy (SEM) can be found in the Appendix, sections 7.1 and 7.2, respectively.

3.1 Electrochemical (EC) Measurements

3.1.1 Cylcic Voltammetry

Cyclic voltammetry (CV) is an EC technique used to investigate the current generated within

an EC cell when a potential ramp at a scanning speed v is applied to the electrode of interest

(the working electrode). The process can be understood as follows: in a 3-electrodes setup,

the potential of the working electrode is measured in relation to a reference electrode, which

maintains a constant potential. This setup results in an excitation signal vs. time, as depicted in

Figure 3.1a.
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Figure 3.1: a) Applied voltage extracted from the voltammogram. b) Voltammogram of a revers-
ible single electron oxidation-reduction. Adapted from [47] and [48].
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In the forward phase (oxidation), the scan starts at a potential where no reaction occurs (point A),

goes through the redox potential of the redox couple present in solution, and ends at a potential

that exceeds this redox potential (point D) [47]. In the backward scan (reduction), the reverse

process occurs from D to G, where the potential goes from higher potential to lower potentials. A

cyclic voltammogram is obtained by measuring the current flow between the working electrode

and the counter electrode (the third electrode of the setup) during the potential scans. Figure

3.1b shows a cyclic voltammogram representing the reversible redox reaction from the generic

Equation (2.12). It also illustrates a typical oxidation process taking place from A to D and a

reduction process from D to G. This cyclic process can be repeated, and the speed at which

the potential is scanned can be adjusted. The slope of the excitation signal indicates the scan

rate employed during the experiment. Note that the CV does not have to start with the oxidation

process followed by the reverse reduction process but can also be the other way around.

At the beginning of the oxidation process, the concentration of the reactant (the reductant) is suf-

ficiently high so that the Faradic current is limited by the kinetics of the electrode and increases

as the potential increases. Then, as the solution in the vicinity of the electrode is progressively

depleted in reductant, the Faradic current grows much more slowly than electrode kinetics alone

would allow. At point C, it becomes limited by mass transport phenomena (diffusion, in most of

the cases) and it starts to decrease. The current that emerges from this oxidation process is

called the anodic current. The coordinate of point C are referred as anodic peak potential (Ep,a)

and the anodic peak current (ip,a). At the switching potential D, the solution in the vicinity of the

electrode is now more rich in oxidant. The potential is subsequently scanned in the cathodic

direction, moving from D to G. This results in a cathodic current corresponding to a reduction

process. At position F, one encounters the cathodic peak potential (Ep,c). C and F are shifted

with respect to each other on the potential scale due to the diffusion of the oxidant/reductant

to and from the electrode. Note that in addition to Faradic current (involving electrons transfer

from redox reactions), non-Faradic current can also contribute to the overall current of the cyc-

lic voltammogram. Non-Faradic processes involve charge redistribution at the interface without

electron transfer and depend on the scan speed.

3.1.2 Chronoamperometry

Chronoamperometry (CA) is a simpler technique that consists of imposing a potential step at

time t=0 s between two potentials framing the redox potential of the system under consideration

[49]. Here again, the final potential is often chosen to be sufficiently far from the initial potential

to generate a total reaction at the electrode, but this is not obligatory. Figure 3.2b shows the

current plotted as a function of time in the case of a diffusion-controlled current. After taking a
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very high value at the start of the reaction, it decreases in t−1/2 throughout the experiment.
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Figure 3.2: a) Potential step from a potential V1, where no reaction occurs, to a potential V2, at
which a redox reaction begin. b) Chronoamperogram showing the resulting diffusion-
limited current. Taken from [49].
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3.2 Reflection Anisotropy Spectroscopy (RAS)

this section contains several parts of the publication A1 1.

3.2.1 Principle

RAS is a linear, differential optic probe that measures the difference in reflectivity of near-normal

incident light between two orthogonal directions of the surface normalized by the overall re-

flectivity. The definition of the RAS signal is given in equation (3.26). rx and ry are the Fresnel

reflection coefficients along the two axes x and y in the surface plane. In case of an anisotropic

surface, rx and ry have different values and their difference normalized by the average reflectiv-

ity represents the optical anisotropy of the sample [50]. While both real and imaginary part are

measured, experimental literature typically refers to the real part, a convention that we will also

employ for the spectra displayed in the following sections.

RAS =
∆r

r
= 2 ·

rx − ry
rx + ry

(3.26)

It is noteworthy to mention that one can also probe the anisotropy of the reflectance, i.e. the

(real) square of the Fresnel reflection amplitude, R = |r|2. This case is then referred to as

reflectance anisotropy spectroscopy, where the relation Re(∆r
r
) ≈ 1

2
∆R
R

holds true for ∆r ≪

r [51, 52]. The basic working principle of RAS and the configuration used in this study are

illustrated in Figure 3.3. A more detailed description of the working principle of RAS can be

found elsewhere [53].

When linearly polarized light in the UV-visible range is reflected by an anisotropic crystalline

surface, the polarization becomes elliptic and reaches the photo-elastic modulator (PEM) of the

spectrometer. Due to its birefringent property, the PEM induces a retardation between the two

components of the elliptic polarization along the x and y surface crystal direction. By periodically

switching the PEM off and on at its resonance frequency, it acts as a switchable λ/2 plate [55].

It means that the component of the elliptic polarization that is aligned with the direction to be

transmitted by the analyzer varies periodically. Hence, the ellipticity of the polarization, which is

related to the difference in reflectance rx - ry, can be determined. After the modulated polarized

light has passed through an analyzer, its intensity (I) now depends on the polarization state

of the light, the retardation, and the modulation frequency ω of the PEM. This signal is then

detected by a photomultiplier and demodulated by a lock-in amplifier. The intensity ratio between

1see list of publications above
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structed Au(100)-(5× 20) surface which breaks the symmetry between the bulk and the surface

and gives a RAS signal exclusively from the surface. For alloys like InP, their surface typically

reconstruct in dimer rich surfaces which present some anisotropy. For cubic systems with (110)

surfaces, the RAS signal is more complex because the signal is also arising from the bulk. How-

ever, a break in the symmetry between the bulk and the surface gives different contribution to

the RAS signal and surface evolution can be monitored. For instance, it is possible to distinguish

a (1× 2) from a (1× 1) or (1× 3) reconstruction of Au(110). Yet for example in the case of cubic

(100) surfaces, whose bulk is isotropic, it is possible to exclusively get information about the

surface. Two other factors can contribute to anisotropy of the signal. First, the environment with

which the surface is in contact with dictates preferential orientations of bonds at the interface,

which can result in a RAS signal (Figure 3.3b 3) ). When a relatively thick surface film forms or

in case of heteroepitaxial sample, interface anisotropies can only contribute to the RAS signal if

the layers above the interface are transparent enough to allow that a sufficient amount of light

reaches it [51]. Second, anisotropy can also be the result of an electric field or an internal strain

that cause differences in the bond lengths, resulting in bulk anisotropy (Figure 3.3b 4) ). A strain,

for example, can be caused by changes in the lattice constant in the case of a heteroepitaxial

sample, while field effects can be the result of high doping [56]. In solutions, layers of electrolyte

or water can also generate an electric field at the surface resulting in surface anisotropy [57].

Since, in general, several effects can contribute to a RAS signal, RAS can only be used as a

surface-sensitive technique when the contributions of the interfaces or the bulk are significantly

smaller than the sample’s surface contribution. This is usually true for homoepitaxial samples

with an isotropic bulk. On the contrary, the RAS signals of heteroepitaxial samples, like InP, can

be rather complex, even if the bulk crystal structure is isotropic.

3.2.2 Computational RAS

Computational modelling enables interpreting and having an atomistic understanding of the ex-

perimental RA-spectra. It involves the determination of ground state electronic structure via

density functional theory (DFT) calculation as a starting point, followed by computational spec-

troscopy [58]. To consider possible surface reconstructions observed experimentally, a slab of a

couple of atomic layers is constructed with vacuum on top [59]. The number of atomic layers to

be used and the amount of vacuum above and below the slab is decided based on the results

obtained by convergence calculations. Since a single-crystalline electrode surface is periodic, it

is sufficient to simulate a surface cell. The calculations are carried out under periodic boundary

conditions, which reduces the computational costs while providing a good approximation of the

structure. The cell size must be carefully chosen to allow enough degree of freedom of the

atoms at the surface. To model the surface reconstruction, the desired atoms are positioned

28



or removed from the top and bottom-most layers of the slab. Then, geometry optimization is

performed to minimize the total energy. With the obtained different surface reconstructions, a

phase diagram is determined to know which surfaces are the most stable ones. The suitable

surfaces can then be used for further investigations involving for instance adsorbed hydrogen,

oxygen, or water, to mimic an electrode surface in contact with an aqueous electrolyte solution.

Ultimately, the obtained stable surfaces can be used as input for the computation RA-spectra.

From a computational approach, the RAS signal can be computed with the dielectric function,

according to Equation (3.28) [50, 52].

∆R

R
=

4πd

λ
Im

[

∆εs
εb − 1

]

(3.28)

Here, εs and εb represent the complex dielectric functions (ε = ε′ + iε′′) of the surface and

the bulk, respectively, and λ is the wavelength of the light. The dielectric tensor, which is the

crucial component of this Equation, can be computed via the random phase approximation-

independent particle approach (RPA-IP approach). The latter is a coarse approximation used to

compute excited states. Details of this approach can be found elsewhere [60].

3.2.3 History and Development

Established in the 1980s by Aspnes et al., RAS was first developed as an in situ optical probe to

achieve a layer-by-layer surface control in III–V semiconductor growth systems as for example

molecular beam epitaxy (MBE) [61, 62] or metal-organic vapor phase epitaxy (MOVPE) [63].

Since then, the technique has been widely used for the study of semiconductor surfaces and

interfaces in growth environments. In particular, RAS studies on GaAs have not only demon-

strated how the spectroscopy can be used to control epitaxial growth and the preparation of

specific surface reconstructions, but also the possibility to investigate layer-by-layer removal of

GaAs as a protective cap layer for the preparation of fresh surfaces was shown [64–66]. More

recently, Sombiro et al. have pointed out the utilization of RAS to extract etching rate and etch-

depth resolution from the analysis of Fabry-Pérot oscillations generated by reactive ion etching

(RIE) of GaAs/AlGaAs multi-layer structures [67]. Figure 3.4 illustrates the RAS measurements

that can be obtained during such an experiment [67]: Figure 3.4a corresponds to a continuous

spectra measurement, denoted as colourplot (CP), recorded during the etching of the multi-

layer structure. The CP presents oscillations that partly depend on the wavelength and the

refractive indexes of the layers. They originate, upon etching, from interference phenomenon

between the ever-shrinking topmost layer surface and the underlying interfaces of the structure.
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Time-resolved measurements, also named transients, allow a better visualization of Fabry-Pérot

oscillations at a specific energy, as depicted in Figure 3.4c. Note that here the reflectivity signal

is shown and not the anisotropy. To observe differences in the spectral fingerprints of the layer

stack, single spectra taken are extracted from the CP at different time of the etching process and

plotted on Figure 3.4b, thus corresponding to the anisotropy of different layers. Along with the

a) b)

c)

Figure 3.4: a) CP acquired during RIE of a GaAs/AlGaAs multi-layer structure. b) RAS spectra
extracted from CP at t = 1007 s (GaAs) and t = 1243 (AlGaAs). c) Reflectively signals
acquired at 1.8 and 2.5 eV during the same process than a). The signals would
correspond to the reflectivity of transients extracted on the CP (marked by red and
blue vertical dotted lines). Taken from [67].

work from Sombiro et al., dry etching in hydrogen ambient was studied by Brückner et al.[68],

who have reported that RAS reveals a layer-by-layer removal from Si(100) single-crystals in H2

atmosphere at elevated temperatures. The etching of single Si layers is identified in transients

that oscillate between one dimer orientation to another, which would correspond to switching

between spectra (i) and (ii) in Figure 3.3a. These studies demonstrate that RAS is a relevant

tool for the development of direct growth processes of III-V/Si solar cells, since well-defined

monolayer etching allows single domain preparation. In principle, the fitting methods used to

determine growth rate, etching rate, and etch-depth resolution from transients in dry processes

can be adapted for transients measured during chemical and EC processes.

In addition to growth process monitoring, RAS is sensitive to the surface coverage and provides

a surface fingerprint for instance caused by molecular adsorption. Thus, RAS can be used to

characterize adsorption processes in a quantitative manner. In vacuum, studies have already
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established a linear dependency between the RAS signal of Si(100) at around 3.5 eV and the

amount of dangling bonds/hydrogen coverage at the surface [68, 69]. In particular, Witkowski

and al. have demonstrated that the adsorption of different molecules on a chosen surface can

give a similar RA-spectral signature, such as benzene and hydrogen adsorbed on Si(100) [69].

In this case, unsaturated and saturated hydrogen spectra can constitute a reference to determ-

ine the coverage of benzene on Si(100) depending on the ratio of the measured spectrum over

the reference spectrum. Investigations on the adsorption of constituents of an electrolyte – typ-

ically water – with RAS can serve as an intermediate step between UHV and gas-phase studies

on the one side and the full EC environment with the solid/liquid phase boundary on the other

side [54, 69–72]. The great advantage of such a type of study is that the surface stays in inert

gas or vacuum conditions prior to and after water adsorption, which allows to precisely charac-

terise and control the initial surface configuration by standard surface science tools. This can

help to understand, for instance, the impact of step edges on the reactivity of a given surface [72]

or derive activation energies [69]. The downside of such a type of experiment is that the com-

parability with the realistic EC environment is limited at best. Low-temperature water adsorption

from the gas phase [71] allows to adsorb multi-layer water (ice) on a surface, but reactivity of the

interface might be qualitatively different from the ambient temperatures of a typical EC experi-

ment. Adsorption at ambient temperatures, on the other hand, limits the maximum water layer

thickness typically to a sub-monolayer [54, 70].

A solution to bridge the knowledge gap between gas-phase studies and EC S-L interfaces is

to use the established RAS technique to directly probe real S-L interfaces. In this regard, with

its straightforward set-up operating at near-normal incidence configuration (Figure 3.3), RAS

represents a potential tool for the in situ/operando monitoring of EC S-L interfaces with a sub-

nano- meter control of surface modifications.

3.2.4 Important Aspects of the EDL

As a proof of principle that RAS can be developed to probe the EDL, the different contributions

to the electric field described in section 2.3.1 are investigated by RAS. Figure 3.5 compares their

different impacts on the EDL and on the optical properties of semiconductors. The orange and

red spectra, respectively corresponding to n-type with and without additionnal illumination, are

almost identical. It indicates that additional illumination, in the considered situation, has hardly

any influence on the optical properties of the interface. In this case, n-type InP is acting as a

photo-cathode for the reduction of protons. Hence, as showed on Figure 2.8(a), the redox po-

tential aligns with the the quasi-fermi level of the electrons (*EFn), resulting in a minor increase

of the photo-voltage. Similarly to the spectra with and without additional illumination, the spectra
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plications of EC-RAS were dedicated to the study of different gold single-crystalline surfaces in

aqueous electrolytes. These studies have outlined the relationship between surface charge and

surface reconstruction and steps by measuring RA spectra for interfaces between Au(110) and

aqueous electrolytes while potentials were applied to Au(110) [74–76]. Furthermore, RAS has

allowed elucidating the impact of surface phases transition and surface roughening of Au(110)

in sulfuric acid under applied voltage on the electronic structure [77]. In addition to the determin-

ation of surface states, surface roughness and surface phase transitions, it is possible to deeply

investigate surface transformations, ion adsorption, and SEI formation processes by evaluat-

ing the spectral features during the transition from clean to adsorbate-covered surfaces in both

liquid and non-liquid environments.

3.2.6 RAS and Adsorption Coverage

As shown in section 3.2.4, RAS probes the fingerprint of a S-L interface, for instance caused

by the adsorption of anions from the electrolyte. Thus, the adsorption studies in a vacuum

described in section 3.2.3 can be transferred to EC systems, e.g. electro-adsorption kinetics can

be determined by fitting RA-transients measured at suitable energies with adsorption isotherm

models. Under the assumption of a Langmuir-type adsorption process, the time-dependent

adsorption coverage is proportional to the time-dependent RAS signal, following Equation (3.29)

[72].

θ(t) ∝
RASinitial −RAS(t)

RASinitial −RASsat

∝ 1− exp(
−t

τ
) (3.29)

The evolution of the literature on adsorption kinetics from gas-phase systems to EC systems

studied by RAS is best illustrated by the case of copper. Extensive research on the Cu(110)

surface has shown the sensitivity of RAS to molecular adsorbates orientation [78, 79], and its

potential as a surface analytic tool for kinetic studies of molecule adsorption and desorption,

as well as their memory effect on the surface [80–82]. Later on, the study of ad/desorption

of molecules in the gas phase on Cu(110) has been extended to EC environments [83–85].

All studies have mainly investigated chlorine ions adsorption on Cu(110) in hydrochloric acid.

Goletti et al. used EC-RAS together with EC-scanning tunneling microscopy (STM) and ex situ

low energy electron diffraction (LEED) to identify the two-step process in the anodic and cathodic

region of the CV [84]. They have ruled out the adsorption (desorption) of two different anions

and have demonstrated that chlorine anions are involved in one adsorption (desorption) process

followed by a surface reconstruction (deconstruction). The latter study on copper has performed

EC-RAS on the same system with slightly different potential range and also shows together with
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different refractive indices, as opposed to two for a vacuum or gas-phase setup. If a quartz

window is present in the PEC cell, as indicated in Figure 3.6a, it affects the refraction angle of

the light at the air-quartz and quartz-electrolyte interfaces due the different refractive indexes of

the media. Hence, the optical path between the spectrometer and the sample has to be care-

fully adjusted. Furthermore, if non-homogeneous mechanical stress is applied to the window, its

dielectric tensor is no longer scalar, leading to a stress-induced contribution of the window to the

signal. In principle, the PEC cell can also be used without a quartz window. The air-electrolyte

interface, however, still changes the refraction angle of the light and hence modifies the light

focal point. Also vibration damping might be needed in this case, as vibrations disturb the elec-

trolyte interface and hence the optical path. Baseline effects can be largely compensated by

adequate baseline correction using an optically isotropic standard such as an oxidised Si(100)

sample, a reference of well-defined anisotropy such as Si(110), or the sum of two spectra where

the sample has been rotated by 90° in between. Figure 3.6b shows a slightly different setup

compared to the one of Figure 3.6a. Here, the sample is mounted vertically in a glass Schlenk

cell. The advantage of the vertical setup over the horizontal setup is the possibility to work in

clean condition and under inert gas circulation, and the ability to remove the electrolyte while

a potential is applied to the electrode. Hence, electrochemically prepared surfaces whose life-

time in aqueous solution is very short can be stabilized in the photoelectrochemical Schlenk-cell

setup (PS-cell setup), and be reliably transferred for further surface characterization in an inert

glovebox(GB) atmosphere or a UHV chamber. To perform RAS measurement, a mirror is placed

below the spectrometer at an angle of 45°and in front of the sample. The incoming linearly po-

larized light is reflected on the mirror and reaches the sample (green light path). After the first

reflection on the surface, the light reaches the anti-wobble mirror (AWM) (pink light path) for

correction of an eventual imperfect vertical position of the sample. After the second reflection

on the electrode, the light is reflected again on the 45°angle mirror and reaches the detector of

the spectrometer (orange light path).
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4 Objectives

Reference Systems for Method Development

The first objective of this thesis is to develop EC-RAS as a reliable probe of the EDL, unravelling

processes occurring at the very solid–liquid interface. The method will first be demonstrated

on noble metal-aqueous electrolyte interfaces (see publication A1), and then be extended to

semiconductor-electrolyte interfaces. For the former, gold-acidic electrolyte interfaces are in-

vestigated to reproduce previous studies and to establish the experimental setup (see publica-

tion A1). Concerning the latter, well-defined surfaces of wafer-based semiconductors in aqueous

electrolytes are used as a starting point. To establish the experimental setup and a reference

basis for further more complex systems, the semiconductors InP(100) is first investigated in

acidic aqueous electrolytes. The adequate parameters of the system required to prove that

surface ordering can be conserved during electrochemical etching/deposition are determined.

To find out the configuration of a semiconductor surface in contact with electrolyte under applied

potential, the experimental spectra are correlated with computational spectra for an atomistic

view. Additionally, XPS is used as an ex situ characterization techniques to verify the surface

composition. This constitutes a basis to understand the origin of the anisotropy oscillation of

InP in contact with an electrolyte [86] . Time-resolved measurement under different applied

potential are deeply analyzed to disentangle the different processes occurring at the EDL such

as ion adsorption, LEO, and surface reconstruction with a sub-nanometer spatial resolution and

time resolution of about 10 ms. Ultimately, to show that RAS, as a linear optical technique, can

quantify processes at the semiconductor-electrolyte interfaces, time-resolved measurements

under applied potential are fitted with adsorption isotherm models.

Hence this section shows that EC-RAS can monitor in situ surface corrosion processes and

electrochemical surface passivation processes, also called “surface functionalization”.
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Application for more Complex III-V Semiconductor

Compounds

To transfer the applicability of RAS to more complex semiconductor-liquid systems used for

solar-water-splitting applications, the wet etching of a protective GaAs layer on top of an AlInP

layer is controlled with in situ RAS in a well-ordered, precise and reproducible manner. Oscil-

lations of the time-resolved RAS during wet etching are used as an etch depth and etch rate

indicator. Furthermore, the presence of the oscillation emphasizes the possibility for a layer-by-

layer etching/deposition control during (photo)-electrochemical conditioning of the solid-liquid

interface with in situ RAS.

With the reference system established in the previous section, EC-RAS is used to study the initial

corrosion and interaction with ions of more advanced material systems, i.e. AlInP in HCl and

in aqueous RhCl3. Especially, elucidating the nature of the III-V oscillations during open circuit

measurements in acidic electrolyte and under external illumination is expected to help improving

the surface design of solar cells for solar water splitting, and to promote the understanding of

corrosion processes [21].

Thus, thanks to RAS, an approach for the first steps of the in situ preparation of ordered surfaces

in aqueous electrolyte is provided. These ordered surfaces are required for RAS studies, ease

the comparability with the model, and serve as a starting point for further surface modifications.

Potential Tool for Battery

in situ EC-RAS combined with non-aqueous systems is more challenging than for semiconductor-

aqueous electrolytes because the interface is very often not well-defined, inhomogeneous, and

extended to a solid electrolyte interphase (SEI). Furthermore, the chemical nature and the elec-

tric double layers of the electrolytes used in batteries are more complex than the aqueous elec-

trolytes used in the previous sections. Nevertheless, the solid–liquid phase boundary also de-

termines many of the relevant properties. For instance, ion adsorption can be blocked by SEI or

dendrite (undesired extra growth) formation can induce detrimental conduction pathways. In the

case of non-aqueous Al batteries, the presence of the native oxide layer on top of the Al anode

currently limits the choice of electrolytes to highly corrosive ionic liquids, mainly [EMImCl]:AlCl3.

To develop and understand, respectively, the design and the properties of the Al-[EMImCl]:AlCl3
interface with and without applied potentials, the latter is studied by in situ EC-RAS.
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5 Results and Discussion

5.1 EC-RAS Method Development

The results from this section are partially taken from the publication B1 and the manuscript in

preparation B4.

RAS has already proven to be an essential instrument for the preparation of well-defined sur-

faces in epitaxial growth chambers and the study of water adsorption in UHV experiments [54].

Currently, its application is being extended to the scrutinizing of electrochemical processes in

realistic environments. Since only few studies have reported RAS fingerprints of metals in

acidic aqueous electrolytes, an adequate reference system must first be chosen to establish

the method for semiconductor-aqueous electrolyte systems. InP is an important material for op-

toelectronic devices, and a major component of III-V semiconductor absorbers in multi-junction

solar cells used for solar water splitting [88, 89]. While its high electron velocity renders it

attractive over other III-V semiconductors, InP is also subject to corrosion, which hinders its

performance as a photo-cathode for photoelectrochemical applications. Therefore, prior to its

use in solar water-splitting devices, its surface must be protected against corrosion, a current

challenge that is being addressed e.g. by electrochemical surface designs [88]. Regarding the

implementation of EC-RAS, the reactivity of InP in electrochemical environments and its avail-

ability in wafer quantities makes it a suitable candidate. A previous study on in situ electronical

and electrochemical passivation of InP surfaces and derived compounds for water splitting elec-

trodes have shown that the interfaces formed are usually amorphous and present a thickness of

about 10 nm [21]. Nevertheless, the limit in time resolution and the lack of structural information

leaves room of improvement in precise control and comprehension of the electrochemical inter-

face in real-time with EC-RAS. For this purpose, the potential-dependent structural changes of

the InP–HCl and InP–H2SO4 interfaces are monitored in situ with RAS.

Figure 5.1 displays the fingerprints of InP(100) immersed in low concentration of HCl and H2SO4.

The red spectra correspond to the epi-ready InP(100) surfaces, i.e. the surfaces before elec-

trochemical treatment that are terminated with an epitaxially grown oxide. Two characteristic

peaks at 3.25 eV and 4.55 eV can be observed, originating from surface-modified bulk trans-
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Table 5.1: Relative peak areas of the XPS peaks normalized to the peaks of In3d
InP-ref InP -1.5 V InP 0 V

O1s 1.20 0.66 1.41
In3d 1 1 1
P2p 0.98 1 1.17
Cl2p 0.05 0.13 0.19

In addition, the peak ratio is exactly P2p/In3d=1 for sample (b), and 1.17 for sample (c). It

suggests, that applying a potential either at -1.5 V or at 0 V right after performing CV partially

preserves the surface (InClx ) created during the CV, but not to the same degree depending on

the condition of the CA. At 0 V, not only an InClx phase is present, but eventually also a P-Cl or

a P-O-Cl phase, whereas at 1.5 V, only a InClx phase may be formed. Translated to the RAS

spectra, the occurrence of the anisotropic peak at 2.5 eV in the cathodic region that could be

conserved after transfer to the GB may originate from the formation of an ordered and stabilized

phase of adsorbed chloride ions. In the anodic region, the surface does not recover back to

its initial phase InPO4, but the disintegration of the anisotropic peak at 2.5 eV implies a partial

dissolution of the InClx phase, associated with the occurrence of a P-Cl or a P-O-Cl phase which

is either amorphous or isotropic.

The XPS results confirm that RAS probes the fingerprint of an electrochemical S-L interface, for

instance caused by the chemisorption of electrolyte species. Thus, under equilibrium conditions

at for instance certain applied potentials/concentrations, the anisotropy profile can be fitted with

the adsorption isotherm models presented in section 2.3.2. This can provide information about

the adsorption energy of an isolated ion and the character of the lateral interactions between

the adsorbed ions. Once the adequate adsorption model is found, process lifetimes at the

interface can also be assessed by fitting time-resolved RAS measurements with kinetic models.

The latter are derived from adsorption isotherm models, allowing the determination of kinetic

parameters, as shown in section 3.2.6. Since sweep rates between 5 mV/s and 20 mV/s give

qualitatively similar current and transient profiles (see appendix, Figure 7.3), no processes are

completely kinetically hindered at a scan rate of 20 mV/s. Hence, the data fitting is applied to a

transient recorded upon CV measured at a scan rate of 20 mV/s. 2.25 eV is selected because

at this energy, the anisotropy is the highest when a cathodic potential is applied to the InP

sample. Furthermore, according to the RAS calculation, the chlorinated In-rich InP(100) and

P-H-terminated In-rich InP (100) surfaces develop a peak anisotropy around 2.1 eV and around

2.6 eV, respectively (Figure 5.3). Besides, previous studies have claimed that surface-related

features are observed in the lower energy region of the RAS spectra [90–92].

As previously demonstrated, when the potential is swept from OCP towards a more negative

46



potential ( -0.553 V vs Ag/AgCl) at low HCl concentration (0.01 M HCl), InP is reduced to Indium

metal, which then reacts with chloride to form InClx . However, in the cathodic potential range of

the CV shown in figure 5.7a, chloride adsorption is expected to compete with hydrogen adsorp-

tion. The theoretical phase diagram of an InP(100) surface in HCl at pH=2, displayed in Figure

7.4 in the Appendix, provides which phase is the most stable at a certain applied potential. It

attests that InClx is present at the surface from 1 V to about -0.55 V vs. Ag/AgCl. Around this

potential, a clear transition between chloride and hydrogen covered surface occurs. When in-

creasing the potential from -0.55 V further in the cathodic direction, hydrogen adsorption starts.

The fact that the anisotropy increases at 2.5 eV when the applied voltage is more negative sug-

gests an incremental LEO from the charging of the EDL. This LEO can arise from the electric

field generated by the potential itself in the material (bulk LEO) and the ion adsorption resulting

from this potential. Consequently, it is assumed that surface coverage θ increases as cathodic

potentials increase. HCl is a strong acid that dissociates almost completely in water. Therefore,

at the surface, HCl does not undergo a dissociative adsorption but hydrogen and chloride are

adsorbed as single entities on the surface. Given that InClx forms experimentally on InP(100),

chloride is expected to adsorb preferentially on In sites [97], whereas the stable hydrogenated

phase in the theoretical phase diagram (Figure 7.4, Appendix) shows that hydrogen prefer-

ably adsorbs on P sites. Therefore, in this case study, and according to the theoretical phase

diagram, protons and chloride are considered to adsorb on the P and In sites of the surface,

respectively. Furthermore, to simplify the the adsorption isotherm models, the concentrations of

the bulk is regarded as constant, and the presence of the solvent is not considered.
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Figure 5.7: (a) CV of InP(100) in 0.01 M HCl. The potential is plotted against Ag/AgCl, and
scanned from OCP towards -1 V, then to 0.5 V and back to OCP, for 10 cycles, with a
scan rate of 20 mV/s. (b) Cyclic transient and (c) cyclic transient derivative measured
at 2.6 eV in parallel to the CV. The anisotropic values are filtered with a Savitzky-
golay filter to increase the signal-to-noise ratio. The blue arrows indicate the scan
direction while the black arrows indicate the increasing cycle number.

A recent study showed that to decouple the different Faradic processes involved during a CV

measurement, the derivative of the transient with respect to the potential (cyclic transient de-
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rivative) should be considered rather than the cyclic transient (transient measured during CV),

because the RAS an the RAS derivative are directly proportional to the charge and the current

delivered during the CV, respectively [85]. The cyclic transient and its derivative measured dur-

ing the CV shown in Figure 5.7a are displayed in Figure 5.7b and c, respectively. The processes

occurring during the reduction scan are associated with only one strong anisotropy peak (peak

A, Figure 5.7a) on the transient derivative and one reduction peak on the CV, while during the

back scan, the CV shows one peak with a small shoulder at around -0.55 V and 2 noticeable

peaks (B and C, Figure 5.7c-d) are present on the cyclic transient derivative. The fact that peaks

are present on the RAS derivative and not clearly visible on the CV indicates that some Faradic

processes are better observed on the transient derivative. The characteristics of the transient

derivative can be associated with the one of the phase diagram: the onset of peak A ( 0.4 V)

should correspond to chloride desorption, peak A to hydrogen adsorption, peak B to hydrogen

desorption and peak C to chloride adsorption. ad-/desorption occurring in the cathodic direction

appear as a one-step process whereas ad-/desorption in the reverse cathodic direction involves

a two-step process. Thus, the RAS-potential region of each peak are fitted separately with the

Langmuir, Frumkin, and Temkin electro-adsorption isotherms presented in section 2.3.2.

Table 5.2: Resulting values from the fit of the last cycle from the cyclic transient shown in Figure
5.8

restricted
peak A (Frumkin) peak A (Temkin) peak B (Temkin) peak C (Temkin)

ǫads(meV) -303 -387 -317 -329
error ǫads (meV) 0.8 0.8 2 1
g (meV) 262 437 354 354
error g (meV) 25 1 1 2

The fits of the adsorption process, depicted in Figure 5.8a yield to a Frumkin type behavior over

the all cathodic curve (between -1 and -0.2 V). Assuming that mid-values of θ are obtained for

a restricted cathodic potential range, the transient data should follow a Temkin isotherm is in

this range. This is confirmed in Figure 5.8b, where the Temkin model fits closer to the transient

data than the Frumkin one between -1 and -0.55 V. The two-step desorption processes (peaks

B and C), shown in Figure 5.8c-d, clearly correspond to Temkin isotherms. Hence, the data

fitting shows that all processes are more complex than a simple Langmuir process, and involves

adsorbate interactions. For each process, the energy of adsorption of an ion lies between -400

and -300 eV, and the lateral interactions are repulsive. Interestingly, the energy of the lateral

interactions for the Temkin fits is stronger than ǫads, meaning that the former interactions are

stronger than the interaction of the ions with the surface. This could potentially limit the applic-
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and then decrease slowly until reaching a plateau. This exponential decay of the anisotropy

corresponds to the adsorption process. When the potential is switched off, the transient values

first drop steeply before decreasing slowly until reaching a second plateau, which corresponds

to the desorption process. By measuring transients under short potential-pulses (see Figure

7.5 in the Appendix), it is possible to de-convolute the anisotropy originating from the bulk LEO

and the anisotropy originating from the adsorption/desorption process. This shows how soon

the adsorption/desorption process actually begins after the potential is switched on/off. The

transient-potential pulses measurement indicates that the first 1.5 seconds of applied voltage

lead to a rather symmetric spike on the transient, attributed to a charging of the electrode (bulk

LEO). The adsorption process, identifiable when the spike gets asymmetric, starts about 2 s

after the potential was switched on. The zone from the beginning of the adsorption to the RAS

value where the derivation of the transient is zero, is defined as ∆RASads, and the time in

between is denoted as tads.

For the desorption, disentangling applied potential and the actual start of the desorption is more

complex. Nevertheless, it is understandable as followed: the steep anisotropy fall occurring

when the potential is switched off is associated with a discharging of the electrode (bulk LEO).

Then, the adsorbates start to desorb and the transient values decrease more slowly. The first

steep fall will therefore not be taken into account for the determination of the desorption. To

determine the actual onset of the desorption, the values are fitted with a linear function. The be-

ginning of the desorption is determined when the linear regression coefficient of the fit becomes

lower than 0.995. With the ongoing desorption, the transient values decrease slowly until the

final RAS value is reached. The period between the beginning of the desorption and the RAS

value where the derivation of the transient is zero is defined as tdes, and the corresponding zone

on the y-axis is defined as ∆RASdes.

Concerning the adsorption part, the higher the potential, the higher the RAS jump, and the

higher ∆RASads. For the desorption, similar to the adsorption, the higher the potential differ-

ence between applied potential and OCP, the higher the RAS drop, and the higher ∆RASdes.

Interestingly, the shape of the transient closely resembles the shape of the current, but the ap-

plied potentials of -1 and -0.75 V lead to different anisotropy plateaus, while the current densities

converge to the same value. As an example, transient data corresponding to the adsorption and

desorption parts are fitted with pseudo-first order kinetic model derived from a Langmuir iso-

therm (3.2.6). The adsorption fits yield rate constants of 0.013 s−1 for -0.75 V and 0.016 s−1 for

-1 V, whereas the desorption fits yield rate constant of 0.088 s−1 for -0.75 V and 0.075 s−1 for

-1 V. Hence, the desorption rates are higher than the adsorption one, which can be explained by

the adsorbate-adsorbate interaction strength: in the potential region between -1 and -0.55 V, the

fit of the desorption process leads to weaker adsorbate-adsorbate interactions than the one of

the adsorption process (see Table 5.2). Thus, the desorption is expected to be faster than the
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adsorption. Furthermore, the potential-steps of -0.75 and -1 V result in slightly different values of

the desorption and the adsorption lifetimes. It indicates that a more cathodic potential leads to

a faster adsorption process and a slower desorption process. In conclusion, while the Langmuir

model shows promise in evaluating kinetic parameters, there is a need for further refinement

through the exploration of alternative models such as Freundlich and Temkin.

In summary, this section demonstrates that EC-RAS detects in situ changes in the surface

structure and surface chemistry of electrochemical systems. The interfacial re-structuring of

p-type InP(100) in contact with HCl and H2SO4 demonstrates that at low concentration, it is

possible to maintain highly ordered interfaces in an aqueous electrolyte in a reversible man-

ner. The interfacial film formed at cathodic potential shows short life-time in the electrolyte in

absence of potential, which renders its stabilization and characterization challenging. Due to

the implementation of a PS cell, the surface film can be partially stabilized to perform ex situ

XPS measurements. Computational RAS and ex situ XPS indicate that the potential-induced

formation of well-ordered InP–electrolyte interface in the cathodic region is associated with a

well-ordered InClx phase and hydrogen adsorption. Hence, probing surface fingerprints with

RAS allows in situ monitoring of electrochemical interface design, which can contribute the

performance improvement of solar-water splitting and battery devices. Furthermore, informa-

tion about ad-/desorption kinetics can be extracted by fitting time-resolved measurements with

electroadsorption isotherms. It evidences that adsorption processes at the InP(100)-0.01M HCl

interface in a low cathodic potential range follow a non-Langmuir behavior with highly repulsive

adsorbate-adsorbate interactions. The latter may impact the adsorption and desorption kinetics

and explain why the desorption process is faster than the adsorption process.
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5.2 EC-RAS for more Complex III-V Semiconductor

Compounds

The results from this section are partially taken from the publication B2. All the results have

been obtained in close collaboration with Erica A. Schmitt.

As already mentioned in Chapter 1, developing a photoelectrochemical cell that converts solar

energy into chemical energy, specifically by producing hydrogen, represents a promising strategy

for advanced photoelectrochemical water splitting devices. These integrated systems, utiliz-

ing III-V photoelectrodes, offer the potential for reduced overall costs compared to traditional

PV-electrolysis setups, while also demonstrating high efficiency [20, 21]. A dual-junction pho-

toabsorber made of GaInP/GaAs is a suitable candidate to generate both sufficient potential

and optimized current output to split water into hydrogen and oxygen from absorption of the

sunlight. Recently, attempts to use materials that are more abundant than III-V elements are

implemented by integrating Silicon as a bottom substrate for III-V/Si tandem cells [99]. Figure

5.10a and d present drawings of the above mentioned cells. The cell in Figure 5.10a (sample

A) is provided by the company Azur Space and the one in Figure 5.10d (sample B) is provided

by Jonas Grutke from Fraunhofer ISE, Freiburg. For matter of confidentiality, details of the cell

designs are omitted.

The solar cells are initially terminated with an AlInP window layer and a GaAs or a GaAsP cap

layer on top. The purpose of the cap layer is to protect the solar absorber from damage due to

moisture or mechanical influence prior to processing, Therefore, it needs to be removed before

operating the PEC cell. In the case of a photovoltaic solar cell, the cap layer additionally forms

a barrier between the electronic front contact and the AlInP window layer, preventing metal

diffusion towards the bulk, forming undesired alloys. The thickness of the cap layer differs from

20 nm as a protection layer to 250 nm in a photovoltaic solar cell. The most common way to

achieve the removal of this cap layer is wet-chemical etching. After the etching process, to turn

the dual-junction photoabsorber with an AlInP window layer into an efficient photoelectrode,

two other process steps must follow: the passivation of the window layer, and the decoration

of the surface with a co-catalyst. To allow a control and homogeneous photoelectrochemical

deposition of the catalyst on the surface of the photoabsorber, the protective cap layer must be

removed in a manner that leaves a well-defined and homogeneous surface [21]. This implies

firstly a careful choice of the etching solution to realise an isotropic and a highly selective etching,

i.e. the etching rate ratio of the topmost layer to the layer below must typically be greater than

five, which minimises etching into the underlying window layer [100]. Secondly, this implies the

need of real-time in situ monitoring of the etching process. For a well-defined control of the S-L

interface evolution, the characterisation technique considered should be surface-sensitive, non-
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destructive and offer a reasonable time resolution to observe the transition from one material

layer to another. Reflection anisotropy spectroscopy falls within the available techniques that

fulfill these requirements [101, 102].

The present work focuses on the first process step, more specifically on the etching process

optimisation via real-time in situ RAS monitoring. To combine wet-chemical etching with optical

in situ control, PEC functionalization, and PEC characterization, the PS-cell setup combined with

the RAS setup presented in section 3.2.7 is employed. Etching solutions composed of H2O2,

NH4OH and H2O are widely used for a selective removal of GaAs [100]. In a previous related

work, a 1:1:10 (H2O2: NH4OH:H2O) volume ration was used to etch the GaAs cap layer within

5 s [21]. For the preparation of the etching solution, aqueous solutions of H2O2 and NH3 are

used and the stated concentration of NH4OH refers to the initial concentration of NH3 before any

protonation has occurred. The etching process is believed to consist of two steps: the oxidation

of GaAs by the oxidising agent H2O2 and the dissolution of the oxides by the dissolving agent

NH4OH [103]. Therefore, the etching solution must have a pH value between 10.1 and 12 to

ensure that no residual Ga oxides are present on the surface after etching (pH < 10.1) and to

prevent H2O2 dissociation (pH > 12). Furthermore, the time of etching should be long enough

to be resolved by the optical in situ probe. Hence, the volume ratio of the etching solution of

1:1:200 (H2O2:NH4OH:H2O) was chosen to fulfill these two conditions.

First, the etching process is performed with sample A, whose cap layer thickness is very low

(<50 nm). The RAS spectra of the solar absorber in water, prior to and after the etching process,

are shown in Figure 5.10b. The orange and green spectra correspond to GaAs and AlInP,

respectively. The GaAs spectrum resembles an n-type, oxidised GaAs(100) surface [64, 104].

The main features of the GaAs RA-spectrum are found at the E1 and E1 + δ E1 critical points

at around 2.6 and 3.2 eV, respectively. The AlInP spectrum resembles a 2D-2H terminated

AlInP surface with a Cu Pt-B type ordering [105]. The peak at 2.6 eV is attributed to intradimer

electronic transitions, localized at the P dimers. The AlInP spectrum is well-distinguishable from

the one of GaAs, especially around 2.6 and 3.7 eV, where it shows two main characteristic

peaks. For this reason, to control the etching process, a transient is measured at 2.6 eV, where

the anisotropy is expected to significantly drop. The etch monitoring is illustrated in Figure 5.10c.

The high signal-to-noise ratio of the time-resolved anisotropy and the large anisotropy drop

between 20 and 35 s allow for a well-defined etching process monitoring with RAS. The artefact

present at around 15 s corresponds to the addition of etching solution from the bottom to the top

of the sample. To facilitate fitting of the transient with a higher precision, the latter is smoothed

with a Savitzky-Golay filter.

The transient is then fitted with a sigmoid function given in Equation (5.30), adapted from

Ref.[106], and the etching time is determined with Equation (5.31). τ is a time constant and
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a sufficiently thick cap layer and an adequate refractive index, measuring the anisotropy at

the cap layer-etching media interface produces a Fabry-Pérot oscillation for sufficiently long

wavelengths [106]. This oscillations result from an interference phenomenon, and are building

up on a RAS-transient from etching of the cap layer and hence, its ever-shrinking thickness.

While Fabry-Pérot oscillations have been observed on RAS with dry etching process (reactive-

ion etching) [106, 107], it has not yet been demonstrated with wet etching. Here, anisotropy

oscillation during chemical etching is shown with sample B, whose cap layer is about 250 nm

thick. A similar etching procedure than for sample A is followed and illustrated on the RAS

spectra and the RAS-transient in Figure 5.10e and f, respectively.

The significant differences in spectral fingerprints between sample A and B, before and after

etching may originate form various factors: the layer composition (e.g. GaAsP for sample B

vs. GaAs for sample A), the layer compound ratio (i.e. the Al content in AlxIn1−xP), the surface

termination, and the different interfaces of the underlying layers that can also contribute to the

RAS spectra. On this last point, it implied that if interference phenomena are observed on RAS

spectra or on transients, they do not necessarily originate from the very first interfaces, but can

also be an overlap of interference between more than 2 interfaces. The transient in Figure 5.10f

displays 3 oscillations followed by a anisotropic plateau. The transition between the oscillations

and the plateau indicates a passage from the cap layer and the AlInP layer. The etching time

can therefore be determined in the same way as for sample A, and is estimated to be about

398 seconds. From the number of oscillations k observed during etching, knowing the refractive

index n of the top-most layer and the wavelength λ, it is possible to deduce the etch depth using

Equation (5.32).

d =
kλ

2n
(5.32)

Hence, for a transient including 3 oscillations and measured at 2.0 eV on a GaAsP surface with a

refractive index of 3.88, the etch depth is 240 nm. This result is close to the expected thickness

of the cap layer (about 250 nm). Improvement on the etch depth precision can be done by

analysing oscillations at several energies [106]. Finally, knowing the etch depth and the etching

time, the etching rate is estimated to amount to 0.6 nm/s, which is in the order of magnitude of a

layer-by-layer etching.

In summary, this section shows that RAS provides a surface fingerprint upon wet-etching that

varies depending on the structure, the composition, and the quality of the surface. To precisely

control the etching process and the resulting interfacial properties, evaluating both, spectra and

time resolved signals, is desirable. Here, the measured transients upon etching attest for a

well-defined etching process and allow determining the etching time. Furthermore, the case
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study presents the first application of Fabry-Pérot oscillations during wet-etching with in situ

RAS. If oscillations are building-up on time-resolved RAS measurement from a layer-by-layer

wet-etching, it suggests that the method could also be instrumental for a (photo)electrochemical

layer-by-layer deposition/etching control.

57









6 Conclusion

This thesis endeavors to delve into the properties of solid-liquid electrolyte interfaces at an

atomistic level. Due to the presence of the electrolyte and the need for an applied potential

at the electrode, the number of in situ and operando techniques and studies reported in the

literature is currently insufficient to bridge the gap between the performance limitation of a device

and the physico-chemical processes occurring at its interfaces. To address this gap, this study

employs reflection anisotropy spectroscopy (RAS), a highly surface-sensitive optical method, in

an electrochemical environment (EC-RAS).

In the investigation of noble metal (Au)-aqueous electrolyte interfaces, RAS successfully distin-

guishes anisotropy features arising from potential-induced surface reconstruction and ion ad-

sorption, complementing traditional techniques like cyclic voltammetry (CV). The restructuring

and adsorption processes identified with RAS could be further complemented with EC-STM to

gain further insights into surface morphological changes (stripes/grooves, faceting). This ap-

proach holds promise for advancing battery research, particularly for metal-anode batteries.

The study extends to non-aqueous battery interfaces, exemplified by examining the Al(110) sur-

face evolution during treatment and electroplating/stripping in [EMImCl]:AlCl3 (1:1.5). Despite

the complexity of the interphases formed, RAS, coupled with computational techniques and

SEM/EDX analysis, enables the tracking of surface roughness, homogeneity, and oxide layer

evolution. Additionally, transient measurements reveal the initial evidence of Al plating and strip-

ping, crucial for SEI and dendrite formation monitoring. This study emphasizes that RAS is

a potential tool to follow the build-up of a conductive and protective film which is required for

the implementation of non-acidic, non-aqueous electrolytes. Since SEI and dendrite formation

produce inhomogeneous interphases, it suggests future integration with Reflection Anisotropy

Microscopy (RAM) for enhanced spatial resolution (up to few µm). Additionally, the use of more

advanced light sources with higher luminosity would allow a temporal resolution to the µs scale.

For well-ordered III-V semiconductors systems, the origin of potential-induced anisotropy oscil-

lations of InP(100) in a 0.01M HCl system is now clarified. The reversible build-up of anisotropy

in the cathodic region is partly originating from a restructuring of the interface with the form-

ation of a thin, well-ordered InClx surface film, evidenced by computational RAS and ex situ
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XPS. Potential pulse measurements combined with a computational study revealed that the

anisotropy is in fact an overlap of the applied potential-induced LEO, and adsorbed hydrogen/-

chloride. Kinetic parameters such as ionic adsorption formation energy, adsorption lifetime and

adsorbate-adsorbate interaction type are determined by fitting time-resolved measurements with

adsorption isotherm models. In this case study, non-Langmuir-like behavior and strongly repuls-

ive adsorbate-adsorbate interactions are demonstrated for the ad-/desorption process in the

cathodic region. Overall, this work establishes EC-RAS as a reliable technique in situ technique

for the structure-potential relationship of semiconductor-aqueous electrolyte interfaces. As a

continuation of this work, the kinetic studies of InP in HCl combined with noble metal-aqueous

electrolyte investigation would allow fundamental studies with an easier study case, and would

increase the robustness of time-resolved RAS measurements fitting with adsorption isotherm

models. Along with these kinetic studies, in-depth investigation of the LEO through the analysis

of potential-pulse measurements could be done. A progression of this work is comparing the

experimental spectra of the InP(100)-HCl system under applied potential with the computational

spectra of the stable phases observed in the theoretical phase diagram obtained in similar con-

ditions (same pH and applied potentials). Ultimately, coupling EC-RAS with ambient-pressure

XPS could provide a direct structural and compositional picture of the formed interfaces.

Expanding to more complex III-V semiconductor systems, RAS facilitates improvements in the

first step of the surface preparation of III-V photocathodes. The association of RAS with a photo-

electrochemical cell avoids the use of glovebox or clean room facilities, enables well-controlled

conditions and further improves repeatability and quantification of sample to sample variation.

More specifically, real-time monitoring of the chemical etching process of GaAs semiconductor

cap layers on solar cells makes it possible to determine the adequate etching solution ratio and

the required etching time. The appearance of Fabry-Pérot oscillations on time-resolved meas-

urements during etching indicates a well-ordered process and provides information on etch

depth and etch rate. AFM measurements confirm the RAS results, showing that the surface

obtained after etching is very smooth (<20 nm roughness). The control of the electrochemical

passivation of the InP(100) surface and Fabry-Pérot oscillations during GaAs wet etching sug-

gest that layer-by-layer electrochemical etching/deposition processes can be implemented with

the help of in situ EC-RAS. This would allow the preparation of more robust passivation layers

on III-V photo-electrodes.

In conclusion, this study underscores the versatility and potential of RAS in elucidating complex

interfacial processes across various material systems. Future endeavours should focus on ex-

panding the application of RAS in advancing electrochemical and semiconductor technologies.
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7 Appendix

7.1 Basic Principles of X-ray Photoelectron Spectroscopy

(XPS)

XPS is a surface sensitive analytical technique that probes the core electrons of the sample

atoms. It allows not only accessing the elementary composition at the sample surface (all ele-

ments are detectable expect H and He), but also the chemical environment of the elements

(their oxidation state) [108]. Additionally, by analysing XPS spectra, mixed compounds of sur-

face layers can be quantified with a detection limit of ∼0.3 to 0.03 at.-%., and the thickness of

surface film in the nm range can be determined.

XPS is based on the photoelectric effect illustrated in Figure 7.1, in which short-wavelength

light can lead to the emission of photo-electrons from metal or semiconductor surfaces. The

property of the photoelectrons measured by the detector is the kinetic energy Ekin, related to

the binding energy of the electron EB, the photon energy hν, and the spectrometer work function

φ (Equation 7.33).
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Figure 7.1: Energy scheme illustrating the principle of photoemission for a solid metal. Adapted
from [108]
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Ekin = hν − EB − φ (7.33)

Since a set of core levels with characteristic binding energies exists for every element, a spec-

trum of the intensity of each element as function of EB of its core electrons is obtained upon XPS

measurements. The surface sensitivity is determined by the short inelastic mean free path of the

photoelectrons in solids (95% of the intensity comes from the first 5 nm of the surface sample).

However, for quantitative analysis, the surface sensitivity can be increased by increasing the

angle of detection relative to the sample surface normal.

An example of XPS spectra is shown in Figure 7.2 for Cu. In characteristic peak pattern, the

peak nomenclature nlj is used, where n is the principal quantum number (QN), l the angular QN,

and j the total angular momentum QN. The peak (core levels) with l>=1 are split into doublets

due to spin-orbit coupling, i.e. p, d, and f states are split. A background is present in the

peak pattern due to inelatstically scattered electrons. Additionally, Auger electrons may lead to

features, like the LMM peak in Figure 7.2. Depending on the bonding environment around the

atom, small chemical shifts (∆EB = 5 eV) occur as a function of the charge state (oxidation

state) of an atom.

Figure 7.2: XPS spectrum of Copper. Taken from [109]

XPS measurements have to be conducted in a UHV chamber at a pressure of 10−8 mbar or

better. This enables undisturbed travel of the photoelectrons. It also ensures to keep the sample

64



surface clean, and to protect the X-ray source and the analyser. The standard X-ray source

usually contains Al and Mg anode. To generate X-rays, electrons are accelerated from a filament

to the anode. Usually, a monochromator is placed on the electron path between the source

and the sample to remove satellites/background, and to improve peak resolution. Then, the

impact of the high energy electrons on the sample causes X-ray emission. In order to replace

the photoelectrons that left the sample, a flood of low-energy electrons is directed to the latter

thanks to an electron flood gun. Before reaching the detector, the electrons passes through

a concentric hemispherical analyser. The analyser separates the photoelectrons according to

their kinetic energy and their angle of incidence. Analogue to an optical lens system, it acts as

an electron lens systems.

7.2 Basic Principles of Scanning Electron Microscopy (SEM)

SEM is an electron microscopy technique for obtaining topographic images of surfaces. Just

as lenses and a camera are used in optical microscopy to focus light and generate an image

of a sample, SEM uses electromagnetic fields to focus electrons and specific detectors to col-

lect electrons emitted from a sample, thus forming an image [110]. Electron scanning enables

features to be observed down to a few nm in size, while light detection enables features to be

observed down to only a few hundred nm in size.

For similar reasons to XPS, SEM measurements are carried out in a vacuum. The pressure

in the chamber is generally between 10−7 and 10−8 mbar. To produce a beam of electrons,

called primary electrons, a high voltage is applied to a filament. Since electrons are charged

particles, the electron beam can be directed and focused by the application of electromagnetic

fields, acting as electromagnetic lenses. In the electromagnetic field, electrons are subject to

the Lorentz force ~F given in equation 7.34, which depends on the electromagnetic field ( ~B, ~E),

the velocity ~v and the charge e of the electrons. The electron beam is accelerated by applying

an acceleration voltage (EHT), leading to wavelengths of the electrons of about 10−11 m, thus

allowing for nm spatial resolution.

~F = e.( ~E + ~v ∗ ~B) (7.34)

Among the charged particles/radiations that are generated from the interactions of the electron

beam with atoms at various depths within the sample’s surface, secondary electrons (SE) are

of main interest in SEM because the low mean free path of SE in solid limits their escape from

the top few nanometers of the surface. SE are ejected from conduction or valence bands of
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the specimen atoms by inelastic scattering interactions with beam electrons. The probability p

of an excited electron to be emitted from the sample can be approximated by Equation 7.35,

where z represents the depth of the sample where the electron was excited and λ represents

the mean free path of the excited electron. The value of the mean free path is generally between

1 nm (metals) and 20 nm (insulators). The emission rate of SE is also determined by the speci-

men’s surface composition and topography allowing for imaging a surface by varying SE signal

intensities.

p ≈ exp
−z

λ
(7.35)

Inelastic scattering interactions between the primary electrons and the sample also leads, from

the relaxation of an electron to replace an ejected orbital electron, to the generation of X-rays.

When the SEM setup is equipped with a X-ray detector, the determination of the chemical com-

position of a material is possible. This characterization is commonly called EDX. Like XPS, EDX

provides the elementary composition at sample surface. However, in contrast to XPS, in EDX

the incident probes are electrons and X-ray radiations are emitted. It is less surface sensitive

than XPS (0.1 mm depth) but has a higher spatial resolution (10 nm). It provides elemental

analysis but no information about the chemical environment.
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Table 7.1: Table of the atomic weight percent of the elements at different points of the SEM
picture from Figure 7.7.

Atomic %

Element Point 1 Point 2 Point 3 Point 4 Point 6
C 13.3 1.6 13.9 2.3 11.6
N 4.2 0.1 4.1 0.3 3.8
O 5.7 0.9 4.7 1.2 8.3
Al 73.5 97.0 74.1 95.8 70.3
Si 0.0 0.0 0.0 0.0 1.0
Cl 3.3 0.4 3.1 0.4 5.1
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Electrode/electrolyte interfaces play a crucial role in many
electrochemical energy conversion and storage technologies.
Hence, a deep understanding of the interfacial structure,
energetic alignment and processes is of high relevance and has
triggered the development of a number of in situ and operando
techniques. One approach for gaining information about the
change in surface chemistry and structure on an atomic scale is
reflection anisotropy spectroscopy (RAS). This review presents
and discusses the continuing effort to develop RAS as an in situ

optical probe for solid-liquid interfaces under applied poten-
tials. Experimental and computational basic principles are
presented and key challenges of electrochemical RAS are
highlighted. Furthermore, we exemplarily demonstrate the
potential of the method for spectroelectrochemistry, focusing
on indium phosphide- and gold-aqueous electrolyte interfaces
as exemplary case studies, and outline research directions for
battery systems.

1. Introduction

Electrochemical energy conversion and storage is expected to
play a crucial role in a global sustainable energy system based
on renewable energy. Potential applications are for example
electrolyzers,[1] photoelectrochemical (PEC)[2] as well as photo-
catalytic water splitting,[3] batteries[4], supercapacitors,[5] and
carbon dioxide removal.[6] At the heart of any of such electro-
chemical energy conversion and storage systems is the
electrode/electrolyte interface. Even though this interface is an
essential aspect of improving these devices, the physical and
chemical processes occurring at electrochemical interfaces still
lack fundamental understanding for most systems.[7] Changes in
the chemistry, morphology and homogeneity of the surface
structure of electrodes caused by corrosion, oxidation, and ion
ad-/desorption processes can hinder the efficiency and the
durability of electrochemical devices.[8] A microscopic under-
standing and ultimately controlling and designing the relevant
interfaces of (photo)electrodes are hence of particular impor-
tance.

Interface and surface phenomena have been widely inves-
tigated in ultra-high vacuum (UHV), with techniques such as ex
situ X-ray photoelectron spectroscopy (XPS)[9] and ex situ
secondary ion mass spectrometry (SIMS).[10] However, these
methods fail to account for the electrochemical environment
and the applied potential at the electrode. An intermediate
approach towards a realistic electrochemical environment are
emersion-type experiments, where electrodes are exposed to
an electrolyte or water film under inert gas conditions, which
has to be removed before transfer to an adjacent analysis
chamber.[11] Although recent efforts are focused to further close
these gaps by developing techniques such as near-ambient
pressure XPS and in situ SIMS,[12,13] significant challenges remain.
Specifically, the short inelastic path of photoelectrons in the
electrolyte limits studies to thin film of electrolyte in the case of

ambient pressure XPS, while the utilization of a traditional time-
of-flight mass analyzer in SIMS limits the mass resolution.[14] A
deep understanding of the interfacial structure, energetics and
processes, however, requires analysis with (close-to) atomic
resolution in realistic environments, i. e. with the presence of a
thick electrolyte allowing sufficient mass transport for the
(photo)currents of a working device.[15]

The electrochemical double layer (EDL), i. e. the charge
distribution at the electrode/electrolyte interface, plays a key
role in designing efficient electrodes for electrochemical energy
conversion devices. Gaining insight into the EDL requires
electrochemical characterization methods with both high time
(100 ms or better) and spatial (Å-nm) resolution. The limitation
of several techniques with respect to their resolution and the
type of information they can provide is described by Esposito
et al. in detail.[8] In short, most experimental methods fall into
the two categories of scanning probe measurements (SPM) and
pump-probe techniques. The former allow high spatial resolu-
tion, but are restricted in temporal resolution. Scanning photo-
current microscopy[16] and optical spectroscopies (Raman,[17]

Infrared,[18] UV-visible) are hindered by their optical diffraction
resolution ranges and their long acquisition time. The techni-
ques with a higher spatial resolution, i. e. with atomic resolution,
are also limited by long acquisition times and by the nature of
the interaction, physical by the contact of a tip for atomic force
miscroscopy (AFM)[19–21] and electrical by the applied voltages
for electrochemical scanning tunneling microscopy (ECSTM).[22]

These interactions can alter the surface and hence decrease the
reliability of the obtained data. Nevertheless, the time acquis-
ition of scanning probe microscopy techniques can be
extended to the millisecond range with video-rate
measurements.[23] Pump-probe techniques consist of ultrafast
spectroscopic techniques with a fs-ns time scale for the
investigation of electronic processes such as interfacial transfer
of charge carriers and lifetimes of electronic and vibrational
states.[24,25] Such techniques show high temporal resolution, but
the information is typically non-local.

Another category of techniques that is worth to be
mentioned are synchrotron-based X-ray techniques, where the
in situ evolution of structural changes of electrodes can be
monitored.[26–28] In addition to be non-destructive, and to have
high penetration depth of hard X-rays into liquid electrolytes,
surface resonant X-ray diffraction (SRXRD) has the advantage to
access the atomic structure of both the electrode and the
adsorbate adlayers with a reasonable temporal resolution.
Combining these diffraction techniques with additional spec-

[a] M. Guidat, Dr. M. Kölbach, J. Kim, Dr. M. M. May

Institute of Physical and Theoretical Chemistry, Tübingen D-72076,

Germany

E-mail: matthias.may@uni-tuebingen.de

[b] M. Guidat, M. Löw, J. Kim, Dr. M. M. May

Universität Ulm, Institute of Theoretical Chemistry, Ulm D-89081, Germany

An invited contribution to the Electrochemical Nibbles for Computational

Chemists Special Collection

© 2023 The Authors. ChemElectroChem published by Wiley-VCH GmbH. This

is an open access article under the terms of the Creative Commons

Attribution License, which permits use, distribution and reproduction in any

medium, provided the original work is properly cited.

ChemElectroChem

Review

doi.org/10.1002/celc.202300027

ChemElectroChem 2023, e202300027 (2 of 17) © 2023 The Authors. ChemElectroChem published by Wiley-VCH GmbH

 21960216, 0, D
ow

nloaded from
 https://chem

istry-europe.onlinelibrary.w
iley.com

/doi/10.1002/celc.202300027 by E
berhard K

arls U
niversität T

übingen, W
iley O

nline L
ibrary on [23/03/2023]. S

ee the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



troscopies can give further insight into chemical composition
and charge distribution at the electrochemical interface.
However, the need to set wavelength and/or polarization state
of the X-rays at sufficiently high intensities requires a synchro-
tron facility. In this review, however, we will focus on lab-based
techniques that at least have the potential for a higher sample-
throughput and refer the reader to the extensive literature in
this field.[26,27]

In addition to the methods mentioned above, reflection
anisotropy spectroscopy (RAS) is a surface-sensitive method
that has the potential to help understanding the structure and
the fundamental properties of electrochemical interfaces at an
atomistic level with an adequate time resolution (down to a few
milliseconds).[29] In short, RAS probes the difference in reflectiv-
ity of broad band light at near-normal incidence between two
orthogonal directions of a single-crystal surface plane, scaled
with the overall reflectivity. An adequate interpretation of
experimental RAS data does, however, require both experimen-
tal and theoretical considerations to derive a comprehensive
understanding of the structure-property relationship of solid-
liquid interfaces. To compute the surface optical properties, the
surface dielectric function determined from density-functional
theory (DFT) is considered.[30] Some previous studies[31–33] have
already determined the surface optical properties from first
principles for the study of surface structure and surface
reconstruction in vacuum. In particular, Schmidt et al. have
performed many RAS investigations on III�V(100) surfaces in
vacuum with quantitative and qualitative analysis.[34–38] From an
electrochemical perspective, however, this approach neglects

effects from the solid surfaces in contact with molecules from a
realistic bulk electrolyte.[39] It is challenging to accurately
calculate theoretically derived RAS, since DFT for the underlying
ground-state does, in a purely surface-science approach involv-
ing vacuum, not necessarily describe the electrode-electrolyte
interaction comprehensively. One fundamental challenge con-
sists in including the polarization generated by mobile ions to
preserve electric boundary condition from the supercell to the
ionic solution.[40] The main constraints are the simulation of
applied electric field and the simulation of realistic electrolyte,
limited at best to a mono-layer for large supercells. Model
systems with simplified, few-monolayer approximations for
electrolytes can, however, be a bridge towards more realistic
electrochemical systems.[39]

In this review, we present and discuss the technique of RAS,
with a focus on its development towards an in situ/operando
spectroscopy in electrochemical environments. In this regard,
the need of method development from an experimental and a
computational point of view using well-defined reference
systems is highlighted. As case studies, we demonstrate the
application of electrochemical RAS for aqueous electrolyte
systems with the interfacial structures of indium phosphide and
gold in contact with acidic electrolytes. Moreover, we discuss
potential applications of RAS to investigate the solid-electrolyte
interphase in battery systems.

Margot Guidat is currently a PhD student in
physical chemistry at Tübingen University. She
received her M.Sc. in chemical engineering
from ENSCR at Rennes university in 2020. Her
research interests include in situ/operando
spectroscopic techniques for elucidating elec-
trochemical processes at solid-liquid interfaces
of both solar-water-splitting and aluminum
battery systems.

Mario Löw is currently a PhD student at Ulm
University. He received his M.Sc. in chemistry
from Ulm University in 2021. His research
interests include the operando investigation
of the interface in rechargeable magnesium
batteries.

Jongmin Kim did his PhD studies Humboldt-
University of Berlin. He currently holds a
postdoctoral position at Tübingen University,
where his research focuses on computational
investigation of electrochemical interfaces in
water–splitting devices as well as further
method development within density-function-
al theory.

Matthias M. May studied physics in Stuttgart,
Grenoble, and Berlin, with a focus on con-
densed matter and computational physics. His
PhD studies (2011–2015) at Humboldt-Univer-
sität zu Berlin and Helmholtz-Zentrum Berlin
targeted III–V semiconductors for solar water
splitting. He spent two years as postdoctoral
fellow at the Chemistry Department of the
University of Cambridge, funded by the Ger-
man Academy of Sciences Leopoldina. He
leads an Emmy-Noether group at the Institute
of Physical and Theoretical Chemistry at
Tübingen University. His scientific interests lie
in the area of photoelectrochemical energy
conversion and solid-liquid interfaces.

ChemElectroChem

Review

doi.org/10.1002/celc.202300027

ChemElectroChem 2023, e202300027 (3 of 17) © 2023 The Authors. ChemElectroChem published by Wiley-VCH GmbH

 21960216, 0, D
ow

nloaded from
 https://chem

istry-europe.onlinelibrary.w
iley.com

/doi/10.1002/celc.202300027 by E
berhard K

arls U
niversität T

übingen, W
iley O

nline L
ibrary on [23/03/2023]. S

ee the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



2. From epitaxial growth to electrochemical

interface monitoring

RAS is a linear, differential optic probe that measures the
difference in reflectivity of normal incident light between two
orthogonal directions of the surface normalized by the overall
reflectivity. The definition of the RAS signal is given in
equation 1. rx and ry are the complex eigenvalues of the Fresnel
reflection coefficient tensor along the two axes x and y in the
surface plane. In case of an anisotropic surface, rx and ry have
different values and their difference normalized by the average
reflectivity represents the optical anisotropy of the sample.[41]

While both real and imaginary parts are measured, experimen-
tal literature typically refers to the real part, a convention that
we will also employ for the spectra displayed in the following
sections.

RAS ¼ Dr

r
¼ 2 � rx � ry

rx þ ry
(1)

It is noteworthy to mention that one can also probe the
anisotropy of the reflectance, i. e. the (real) square of the Fresnel
reflection amplitude, R ¼ jrj2. This case is then referred to as
reflectance anisotropy spectroscopy, where the relation

Re Dr

r

� �

� 1
2
DR

R holds true for Dr � r.[42,43]

2.1. Experimental realization

The basic working principle of RAS and the configuration used
in this study are illustrated in Figure 1. For a more detailed
description of the working principle of RAS, we refer the reader
to the work of Haberland et al.[45] When linearly polarized light
in the UV-visible range is reflected by an anisotropic crystalline
surface, the polarization becomes elliptic and reaches the
photoelastic modulator (PEM) of the spectrometer. Due to its
birefringent property, the PEM induces a retardation between
the two components of the elliptic polarization along the x and
y surface crystal direction, resulting in an oscillating signal. After
the modulated polarized light has passed through an analyzer,
its intensity (I) now depends on the polarization state of the
light, the retardation, and the modulation frequency ? of the
PEM. This is then detected by a photomultiplier and demodu-
lated by a lock-in amplifier. The intensity, given in equation 2, is
thus proportional to the optical ratio shown in the
equation 1.[41]

Re
Dr

r

� �

¼
ffiffiffi

2
p

I2w
I0

(2)

To allow sufficiently high reflectivity and to limit the
complexity of the anisotropic signal, RAS is restricted to single
crystals with very low surface roughness (<10 nm). The
anisotropy of the signal can arise from both the surface and the
bulk of the sample due to the relatively large penetration depth

of light. To get a signal exclusively from the surface, the
symmetry of the bulk in the plane of the surface must be
isotropic whereas the symmetry of the surface must be
anisotropic. Cubic systems with (100) and (111) surfaces
orientation have isotropic symmetry and in principle should
give a zero RAS signal. However, they can undergo a surface
reconstruction. For example, annealing Au(100) allows obtain-
ing a pseudo hexagonal reconstructed Au(100)-(5� 20) surface
which breaks the symmetry between the bulk and the surface
and gives a RAS signal exclusively from the surface. For alloys
like InP, their surface typically reconstruct in dimer-rich surfaces
which present some anisotropy. For cubic systems with (110)
surfaces, the RAS signal is more complex because the signal is
also arising from the bulk. However, a break in the symmetry
between the bulk and the surface gives different contribution
to the RAS signal and surface evolution can be monitored. For
instance, it is possible to distinguish a (1� 2) from a (1� 1) or (
1� 3) reconstruction of Au(110). Yet for example in the case of
cubic (100) surfaces, whose bulk is isotropic, it is possible to
exclusively get information about the surface.

Several related optical methods currently exist for the study
of surface structure and chemistry with a sub-nanometer
surface sensitivity. Table 1 shows a summary of the most
common of these techniques to distinguish and clarify their
differences and similarities with RAS. Surface differential
reflectivity (SDR) is very similar, also by name to RAS because
the information extracted from both measurements are very
similar. However, SDR is applicable for both isotropic and
anisotropic surfaces. Since the technique consists of measuring
the reflectivity of a sample’s surface before and after exposure

Figure 1. General principle of RAS for the case of a dimerized, cubic (100)
surface. The rotation of the dimers by 90° (case a, green vs. case b, red)
switches the sign of their contribution to the spectrum. Adapted from Ref.
[44] with permission from the ACS. Further re-use subject to permission by
ACS.
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(E) to an external gas (here oxygen as an example in Table 1),
the acquisition of one spectrum requires two different exper-
imental conditions. The variation in reflectivity between clean
surface and surface after exposure can arise from surface
electronic states, electric fields, or optical properties of the
growing oxide layer.[46] Note that although SDR resembles RAS,
the type of provided information is different, i. e. SDR allows
learning about molecular adsorption, but not about surface
ordering and reconstructions.

Spectroscopic ellipsometry (SE) is based on the same
principle as RAS. It measures the change of polarization state
between the incident and reflected light on a surface. However,
while RAS is operating at near-normal incidence, SE is measured
at oblique incidence. Therefore, the polarized light is composed
of components parallel (rp) and perpendicular (rs) to the plane
of incidence. Since the set-up is commonly oriented at 45° from
the incidence plane, a signal is emerging from measurements
also for isotropic surfaces.[47,48] This technique is mainly used to
determine the dielectric function and the thickness of thin
films.[49]

First introduced by Seraphin,[50] electroreflectance (ER) is
used for the determination of internal parameters of thin-film
solar cells such as the internal electric field and the band gaps
of the different junctions.[51] RAS, on the other hand, is a “static”
reflection technique which allows accessing the real part of the
optical response. While in ER spectroscopy, in addition to the
set-up illustrated in Figure 1, an external AC voltage is applied
between the backside and the front side of the p-n junction.
This applied AC voltage allows accessing both real and
imaginary parts of the optical response of the interface,
respectively, represented by the real and imaginary part e0 and
e0 0 of the dielectric function in Table 1. Thus, the AC voltage
“modulates” the reflection, amplifying the response generated
by the electric field and suppressing the constant background
of reflection.

Finally, reflection-absorption infrared spectroscopy (RAIRS)
measures the difference in reflectivity of the surface with
(Radsorbates) and without (R0) adsorbed molecules.[52,53] Studying
adsorbed monolayer and submonolayer on metal surfaces by
RAIRS allows accessing information about their molecular
structure, their chemical identity and adsorption site.

2.2. Computational aspects

The great challenge for RAS is that, without correlation to other
complementary experimental methods, it is not a straightfor-
ward quantitative technique. Yet this correlation with other
techniques is certainly time-consuming, but sometimes not
possible at all. For this reason, complimentary computational
efforts are a viable alternative. The following section is not an
in-depth picture as can be found in references [41] and [43], but
gives a first overview of computational RAS.

Reflection anisotropy is associated with the dielectric
response function of a semi-infinite system. According to the
three-phase model devised by McIntyre and Aspnes,[54] the
dielectric response function can be described by dielectric
functions of bulk and vacuum layers and a surface layer with
thickness d.

Equation 1 can be rewritten in the following manner.[41,43]

DR

R
¼ 4pd

l
Im½ Des

eb � 1
�; (3)

where cs and cb represent complex dielectric functions (
e ¼ e0 þ ie0 0) of the surface and bulk, respectively, and 4 is the
wavelength of the light. When the first energy derivative of cb is
employed in this model, it yields to the subsequent equations:

DR

R
¼ 4pd

l
ADes

0 0 � BDes
0½ �; (4)

where

A ¼ eb
0 � 1

ð1� eb
0Þ2 þ ðeb 0 0Þ2

; (5)

and

B ¼ eb
0 0

ð1� eb
0Þ2 þ ðeb 0 0Þ2

: (6)

By using the half-slab polarizability ahs, equation 3 trans-
forms into[55,56]

Table 1. Main differences between RAS and other related spectroscopic techniques.

Method RAS SE[a] SDR[b] ER[c] RAIRS[d]

Principle 2 � rx�ryrxþry
rp
rs

Rclean Eð Þ�Rox Eð Þ
Rox Eð Þ aDe0 þ bDe0 0

R

n ln
R0

Radsorbates

� �

dn
Time resolution few ms few fs few ms few ms <1 s
sample type single-crystal with thin film single-crystal thin film single-crystal

anisotropic surface
typical energy 1.5–5 1–6 0.5–5 0.5–5 0.05–0.5
range (eV)
1 or 2 step 1 step 1 step 2 steps 2 steps 2 steps
measurement ?

[a] spectroscopic ellipsometry. [b] surface differential reflectivity. [c] electroreflectance. [d] reflection-absorption infrared spectroscopy.
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DR

R
ðwÞ ¼ 4w

c
Im½

4pðahs
xxðwÞ � ahs

yyðwÞÞ
ebðwÞ � 1

�: (7)

Likewise, the half-slab polarizability can be applied to
equation 4.

For a symmetric slab, ahs can be calculated within the
independent-particle random phase approximation (IP-RPA)
that neglects the local field effect:[31]

Im 4pahs
xx wð Þ

� �

¼ 4p2e2

m2w2A

P

k

P

v;c

jPxvk;ckj2

�d Eck � Evk � �hwð Þ:
(8)

In equation 8, Pv,c is the transition matrix element of the
momentum operator, and A is the surface area. Calculating this
polarizability requires the Kohn-Sham (KS) single-particle eigen-
values and wave-functions. The eigenvalues and wave-functions
need to be calculated from DFT or other quantum chemistry
methods to be used as an input in the IP-RPA scheme.
Unfortunately, this IP-RPA scheme underestimates excitation
energies due to the underestimated KS eigenvalues, since the
unphysical self-interaction and the derivative discontinuity in
the exchange-correlation functional result in an incorrect band
gap for semiconductors or insulators. A simple way for
correcting this limitation is to consider a scissors shift
operator.[31] This technique is useful for semiconductors or
insulators. However, it does not apply to materials where many-
body effects are crucial, such as metallic and low-dimensional
systems or oxides.

If the slab is nonsymmetric, a real-space cutoff approach to
capture the actual surface response is needed. By considering
the cutoff 1, modified matrix elements are constructed as
follows[31]

~Pxvk;ck ¼ �i
Z

dry�
vkðrÞqðzÞ

@

@rx
yckðrÞ; (9)

and the corresponding polarizability becomes

Im 4pahs
xx wð Þ

� �

¼ 8p2e2

m2w2A

X

k

X

v;c

Pxvk;ck

h i

*~Pxvk;ck

�d Eck � Evk � �hwð Þ :
(10)

A typical computational workflow to compute equation 7
using equations 9 and 10, which was for instance employed in
Refs. [39] and [57], is to start with the structural optimizations of
slabs on a DFT level, for instance with the CP2K code,[58] using
the generalized gradient approximation as parameterized by
Perdew-Burke-Ernzerhof for the exchange-correlation
functional.[59] The Yambo code[60,61] readily provides a module
for computational RAS in the IP-RPA approach, providing the
reflectance, i. e. DR=R. Underestimated bandgaps for semi-
conductors can be corrected by a scissor operator. Using Yambo
does, however, require a ground-state calculation in QUANTUM

ESPRESSO[62] as an intermediate step. For the bulk dielectric
function, either experimental or computational input can be
employed.

2.3. Application of RAS in surface science

RAS was first developed by Aspnes et al. in the 1980s[63] to
establish an in situ optical probe to achieve a layer-by-layer
surface control in III�V semiconductor growth systems as for
example molecular beam epitaxy (MBE)[64] or metal-organic
vapor phase epitaxy (MOVPE).[65] Since then, the technique has
been widely used for the study of semiconductor surfaces and
interfaces in growth environments. In particular, RAS studies on
GaAs have not only demonstrated how the spectroscopy can
be used to control epitaxial growth and the preparation of
specific surface reconstructions, but also the possibility to
investigate layer-by-layer removal of GaAs as a protective cap
layer for the preparation of fresh surfaces was shown.[66–68] More
recently, Sombiro et al. have pointed out the utilization of RAS
to extract etching rate and etch-depth resolution from the
analysis of Fabry-Pérot oscillations generated by reactive ion
etching of GaAs/AlGaAs multi-layer structures.[69] Also dry
etching in hydrogen ambient was studied by Brückner et al.,[70]

who report that RAS reveals a layer-by-layer removal from
Si(100) single-crystals in H2 atmosphere at elevated temper-
atures. This study suggests that RAS is a relevant tool for the
development of direct growth processes of III�V/Si solar cells,
since well-defined monolayer etching allows single domain
preparation. In principle, the fitting methods used to determine
growth rate, etching rate, and etch-depth resolution from
transients in dry processes can be adapted for transients
measured during electrochemical processes.

Investigations on the adsorption of constituents of an
electrolyte – typically water – can serve as an intermediate step
between UHV and gas-phase studies on the one side and the
full electrochemical environment with the solid/liquid phase
boundary on the other side.[44,71–74] The great advantage of such
a type of study is that the surface stays in inert gas or vacuum
conditions prior to and after water adsorption, which allows to
precisely characterize and control the initial surface configura-
tion by standard surface science tools. This can help to
understand, for instance, the impact of step edges on the
reactivity of a given surface[74] or derive activation energies.[71]

The downside of such a type of experiment is that the
comparability with the realistic electrochemical environment is
limited at best. Low-temperature water adsorption from the gas
phase[73] allows to adsorb multi-layer water (ice) on a surface,
but reactivity of the interface might be qualitatively different
from the ambient temperatures of a typical electrochemical
experiment. Adsorption at ambient temperatures, on the other
hand, limits the maximum water layer thickness typically to a
sub-monolayer.[44,72] For comprehensive overviews about the
application of RAS in a number of fields during the past
decades, we refer the reader to the reviews by Weigthman
et al.[41] and Supplie et al.[42] which focus mainly on applications
in surface science.
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3. Emergence, principles, and application of

electrochemical RAS

Implementing (photo)electrochemical surface conditioning for
photoelectrodes could enable novel process routes at poten-
tially low costs, but the understanding and control of the
related interface (electro)chemistry is so far limited.[75] Never-
theless, such surface functionalization approaches already
demonstrated their use for achieving highest solar-to-hydrogen
efficiencies by effective surface protection against corrosion.[75,76]

In this regard, with its straightforward set-up operating at near-
normal incidence configuration (Figure 2), RAS represents a

potential tool for the in situ/operando monitoring of
(photo)electrochemical surface passivation with a sub-nano-
meter control of surface modifications.

More generally, RAS can be developed as probe of the
electrochemical double layer and can easily be coupled with
intrinsically electrochemical characterization methods such as
chronoamperometry (CA) or cyclic voltammetry (CV). The
correlation between RA spectra and cyclic voltammogramms
can complement the understanding of electrochemical proc-
esses from CV by providing access to charge, potentials, and
chemical species with a sub-nanometer spatial resolution in the
surface normal. For instance, some surface reconstructions are
not distinguishable on the cyclic voltammogramm, because
they involve non-Faradic processes with very small change in
capacitance of the EDL (see Figure 3) and therefore very small
charging currents. Thanks to RAS, the different surface
reconstructions and surface steps are observable and
distinguishable.[77] In this regard, since the first RAS implementa-
tion, there has been a rapid growth of the field and RAS was
used on metallic systems in electrochemical environments or
molecular films on metals.

3.1. Application of RAS in electrochemistry

Here, we now follow the literature on first “electrochemical
RAS” (EC-RAS) applications, i. e. RAS applied in electrochemical
environments. First applications of EC-RAS were dedicated to
the study of different gold single-crystalline surfaces in aqueous
electrolytes. These studies have outlined the relationship
between surface charge and reconstruction by measuring RA
spectra for interfaces between Au(110) and aqueous electro-
lytes while potentials were applied to Au(110).[79,80] Yet, their
investigation focused exclusively on experimental EC-RAS and
were corroborating previous findings evidenced by STM.
Similarly, Sheridan et al. have combined experimental RAS with
the modelling of the surface optical response – not full ab initio
computational spectroscopy – to investigate the impact of
surface phases transition and surface roughening of Au(110) in
sulfuric acid under applied voltage on the electronic
structure.[81] Again, to support their findings, the authors refer
to results from other studies on the same system, for instance
with EC-STM and ex situ low-energy electron diffraction
(LEED).[82,83] This emphasizes that RAS, at least in the initial phase
of system exploration, is not a high-throughput technique and
that it in principle needs to be supplemented by other surface-
sensitive techniques. In such an exploratory phase, it is typically
not possible to identify chemical species directly from the
spectra. After correlation with complementary experimental
techniques or computational spectroscopy, however, an assign-
ment of spectral features to chemical species is often possible.

Mazine et al. combined experimental and computational
RAS – the latter for a slab in vacuum – with EC-STM in their
study on interfaces of gold with aqueous electrolytes.[84,85]

Correlating STM images and RA spectra show the relationship
between surface charge and surface reconstruction and steps,
while attempts on including local field effects on theoretical

Figure 2. Cross-section of a typical cell setup for electrochemical RAS. CE
and RE refer to counter and reference electrode, respectively. Adapted from
Ref. [57] with permission from the Royal Society of Chemistry.

Figure 3. Electrochemical interface of a p-type semiconductor with an
electrolyte forming a depletion layer in the dark after equilibrium. The
positive and negative charge on the electrolyte side account for solvated
ions. Inspired by Gerischer.[78]
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RAS are made to enlighten the origin of the transitions
obtained for the different reconstructions.

In addition to the determination of surface states, surface
roughness and surface phase transitions, it is possible to deeply
investigate surface transformations, ion adsorption, and solid
electrolyte interphase formation processes by evaluating the
spectral features during the transition from clean to adsorbate-
covered cubic surfaces in both liquid and non-liquid environ-
ments. Extensive research on the Cu(110) surface has shown the
sensitivity of RAS to molecular adsorbate orientation,[86,87] and
its potential as a surface analytic tool for kinetic studies of
molecule adsorption and desorption, as well as their memory
effect on the surface.[88�90] Later on, the study of ad/desorption
of molecules in the gas phase on Cu(110) has been extended to
electrochemical environments.[91�93] All studies have mainly
investigated chlorine ion adsorption on Cu(110) in hydrochloric
acid. Goletti et al. used EC-RAS together with EC-STM and ex
situ LEED to identify the two-step process in the anodic and
cathodic region of the CV.[92] They have ruled out the adsorption
(desorption) of two different anions and have demonstrated
that chlorine anions are involved in one adsorption (desorption)
process followed by a surface reconstruction (deconstruction).
The latter study on copper has performed EC-RAS on the same
system with slightly different potential range and also show
together with EC-STM the reversible formation of stripes and
channels induced by chlorine ad/desorption.[93] Very often,
specific spectral features of RAS are directly correlated with the
surface coverage. By fitting transient measurements with
adsorption isotherm models, it is then possible to access some
kinetic and thermodynamic quantities.[74,93] Vazquez-Miranda
et al. have particularly demonstrated the extraction of the
formation energy of adsorption of chlorine ions and lateral
interaction parameter from a transient by fitting it with
Frumkin-type isotherms.[93,94] Furthermore, by correlating the
current peaks measured in CV with the derivative of the RAS-
transients, they could derive the dependency between applied
potential duration and copper/chlorine chemical reactions.

Recently, the use of RAS in combination with AFM and CV
has unraveled the mechanism responsible for porphyrin
dissolution in acidic media,[95] a more complex system involving
organic molecules. In their approach, several types of porphyrin
nanocrystals were vacuum-deposited on graphite substrates
and cycled in sulfuric acid. The correlation of RAS with the
current density revealed that the single electron transfer
involved in the oxidation of porphyrin in a more cationic form
is the precursor of its dissolution. The study of porphyrin-liquid
interfaces is relevant for energy-storage systems such as post-
lithium batteries, where battery based on an alkyne-substi-
tuted-porphyrin complex are under development.[96]

3.2. EC-RAS setup

Figure 2 shows a typical electrochemical RAS setup, where the
single-crystal is in contact with the liquid electrolyte. The
sample of interest (working electrode) is mounted together
with a counter electrode and an optional reference electrode in

a photoelectrochemical cell filled with an electrolyte. Compared
to conventional RAS setups, additional potential measurement
artefacts in the RA spectrum have to be carefully considered in
this configuration, e.g. artefacts from the liquid medium, as the
setup now comprises media of at least three different refractive
indices, as opposed to two for a vacuum or gas-phase setup. If
a quartz window is present in the photoelectrochemical cell, as
indicated in Figure 2, it affects the refraction angle of the light
at the air-quartz and quartz-electrolyte interfaces due the
different refractive indexes of the media. Hence, the optical
path between the spectrometer and the sample has to be
carefully adjusted. Furthermore, if non-homogeneous mechan-
ical stress is applied to the window, its dielectric tensor is no
longer scalar, leading to a stress-induced contribution of the
window to the signal. In principle, the photoelectrochemical
cell can also be used without a quartz window. The air-
electrolyte interface, however, still changes the refraction angle
of the light and hence modifies the light focal point. Also
vibration damping might be needed in this case, as vibrations
disturb the electrolyte surface and hence the optical path.
Baseline effects can be largely compensated by adequate
baseline correction using an optically isotropic standard such as
an oxidized Si(100) sample, a reference of well-defined aniso-
tropy such as Si(110), or the sum of two spectra where the
sample has been rotated by 90° in between.

3.3. Important aspects of the EDL

Literature on electrochemical RAS has so far mainly been
limited to metallic systems. This is most likely due to the
additional complexity introduced by semiconductor-electrolyte
contacts. One factor is almost certainly the reduced structural
stability against electrochemical corrosion of most semiconduc-
tors when compared to many (noble) metals. Furthermore, the
interfacial energetics are altered, as semiconductor-electrolyte
interfaces have additional potential drops compared to metal-
electrolyte interfaces whose potential drop region is limited
(mainly) to the Helmholtz layer (HHL). Figure 3 illustrates a
simple case of the electrochemical double layer of solid-liquid
interfaces for a semiconductor electrode in the dark. When the
semiconductor is in contact with an electrolyte, the charges in
the solid need to be redistributed to reach equilibrium due to
the Fermi level EF differences between solution and electrode.
The EF of the semiconductor aligns with the EF of the red-ox
species resulting in a band bending of the conduction and
valence band energies (respectively denoted ECB and EVB)
forming in this case with a downward band-bending of a p-
type semiconductor a depletion layer. Therefore, it is not
possible to neglect the tunneling process as for metal
electrodes.[98,99] As sketched in Figure 4, the band bending,
which depends on the externally applied voltage/irradiation,
the red-ox potential from the electrolyte, and the doping level
of the substrate, can shift electronic states of the surface across
EF. Thus, charge transfer between the electrode and the ions
adsorbed at the surface can occur via conduction/valence band
and via surface states.[97]
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Band bending arises from an electric charge exchange
between the bulk and the surface (states) of the semiconductor.
The resulting electric field modifies the dielectric function of
such a material and therefore contributes to the anisotropy of
the associated RA spectrum, making it an indirect probe of
interfacial electric fields.[100] This effect, called the linear electro-
optic effect, may have different origins. On the electrode side,
the electric field is influenced by the doping level of the
substrate, while in the space-charge layer on the electrolyte
side, it depends on molecular dipoles and their orientation with
respect to the surface, but also on the ion distribution. An
electric dipole within an adsorbed molecular film can also affect
the integrated electric field. External parameters that impact
the electric field are certainly the applied voltage, but also the
irradiation of the system. The development of an illumination-
induced photovoltage adds another layer of complexity. At a
given light intensity, the photovoltage also depends on the
charge-carrier recombination, which can, and in most cases will,
change upon corrosion or potential-induced restructuring of
the interface.[97] Yet as RAS is an optical technique, a minimum
level of illumination by the measurement spot cannot be
avoided.

Investigating these different contributions of the electric
field by RAS can help elucidate surface reconstructions during
molecular chemisorption processes and study preferential
adsorption sites from the evidence of adsorbed molecular
films.[101] Taken together, these specifics of the EDL of the
semiconductor-electrolyte system show that these interfaces
can be more complex than for metals, which also impacts
spectroelectrochemistry. Figure 5 compares their different im-
pact on the EDL and on the optical properties of semi-
conductors. The orange and red spectra, respectively corre-
sponding to n-type with and without additionnal illumination,
are almost identical. It indicates that additional illumination, in
the considered situation, has hardly no influence on the optical
properties of the interface. In this case, n-type InP is acting as a
photo-cathode for the reduction of protons. Hence, as showed
on Figure 4 (a), the redox potential aligns with the the quasi-
Fermi level of the electrons (*EFn), resulting in a minor increase

of the photovoltage. Similarly to the spectra with and without
additional illumination, the spectra associated to p-InP-HCl and
p-InP-H2SO4 interfaces (purple and green spectra, respectively)
resemble each other. The electrolytes have the same concen-
tration, but different pH, which influence the redox potential of
Hþ=H2 and therefore modify the position of the Fermi level and
the band bending (see Figure 4 (b)). For this reason, the type of
electrolyte has a minor effect on the related RA spectra. The
most noticeable changes between the RA spectra provided by
Figure 5 are in fact due to a difference in doping levels. Since
ECB, EVB and EF depend on the charge carriers concentrations,
the doping level strongly impacts the electronic structure and
therefore the optical properties at the interface.

3.4. Aqueous electrolyte systems I: InP(100)

As a first example for the application of electrochemical RAS,
we present an investigation of the interfacial structure of
InP(100) in contact with 0.01 M hydrochloric acid (HCl). Such

Figure 4. Energetic band diagrams showing the influence of the irradiance, the doping type, and the electrolyte on the EDL and the optical properties of an
idealized semiconductor-liquid interface (no surface passivation/corrosion). The electrode is considered as photo-cathode for solar water splitting, and H+/H2

is the most active redox couple. Interfacial layers and charge-carrier recombination[97] are ignored for the sake of simplicity. a) dark and illuminated (dotted
line) EDL of n-type semiconductor. b) EDL of p-type semiconductor influenced by the charging effect of H2SO4 (dotted lines) and HCl electrolytes (0.01 M). c)
EDL for n and p-type semiconductors.

Figure 5. RA spectra of InP(100) for the different conditions a), b) and, c)
illustrated on Figure 4. Here, the doping shows a major effect, the electrolyte
a minor effect, and the bias illumination essentially none.
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III�V semiconductor/electrolyte interfaces play a crucial role in
high-efficiency direct PEC solar water-splitting devices. These
systems produce hydrogen via combining water electrolysis
and solar energy harvesting in a single process and have been
shown to achieve highest solar-to-hydrogen efficiencies.[75]

However, even though significant progress has been made in
improving the stability of III�V semiconductors in aqueous
electrolytes, corrosion is still preventing practical applications.[76]

Hence, a detailed understanding of the processes at the solid/
electrolyte interface is crucial for the realization of a viable
solar-water splitting technology based on III�V semiconductors.
Therefore, we have chosen InP(100) as a first case study for an
electrochemical RAS analysis, as it is available in high single-
crystalline quality, but also subject to rapid electrochemical
corrosion. A more detailed investigation with experimental
details can be found in our recent publication.[57]

Figure 6 (a) presents a 2D color-coded graphic (colorplot)
showing continuously acquired RA spectra in situ under CV
conditions. The starting point were samples prepared from epi-

ready InP(100) wafers, but without pre-treatment of the surface
prior to immersion into the electrolyte. The corresponding
applied potential as a function of time, and the cyclic
voltammogramm are shown on the right-hand side of Figure 6

(a) and in Figure 6 (b), respectively. Note that a baseline
correction is applied to all the spectra using the signal of an
optically isotropic Si(100) crystal in water. Such a continuous
type of measurement is helpful for the exploration of a novel
system, giving a broad spectral overview at the expense of
temporal resolution.

In Figure (b), the cathodic current for the corresponding CV
in the voltage range between �0.4 V to �1.3 V can be ascribed
to the reduction of InP into phosphine and metallic In. The
latter can then further react with HCl to form an InCl interfacial
film starting from potentials lower than �0.4 V vs. (Ag/AgCl).[57]

The cathodic current density starting from around �0.4 V and
reaching a plateau at �1.3 V is associated with the hydrogen
evolution reaction. Here, the current density is limited in rate by
the low overall photocurrent from the incident light of the
spectrometer, while below �1.7 V, the hydrogen production is
no longer photo-current limited.[57] This highlights again the
challenge that for a semiconductor, the optical probe can
impact the photoelectrochemical response of the system under
investigation.

The formation and disintegration of the InCl film strongly
depends on the electrolyte concentration. The literature shows
that for high HCl concentration (0.5 M), in the anodic region,

Figure 6. P-type InP(100) in contact with 0.01 M HCl. Left: Colorplot (a) of the InP(100) surface in contact with the electrolyte under cyclic voltammetry
conditions (b), scan from open-circuit potential (OCP) towards �2 V and then to 1.5 V for 3 cycles, with a scan rate of 50 mVs�1. Right: RA spectra in the
electrolyte (c) at OCP and during chronoamperometry, and transient at 2.25 eV (d) acquired while potential steps are applied.
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InCl then only partially dissolves into In3þ and Cl� at �0.3 V vs.
(Ag/AgCl). Therefore, the formation of InCl is non-reversible,
and a several nm-thick passivation layer builds up over the
cycles.[102–104]

In the case of 0.01 M HCl, however, the CV shows, in terms
of the interfacial structure, fully reversible cathodic and anodic
processes. The reversibility of the processes is also observed on
the colorplot (CP) by a reversible build-up of characteristic
anisotropies in the cathodic and anodic potential ranges. The
strong anisotropic features shown in Figure 6 (c) indicate well-
ordered interfacial structures. A reference spectrum acquired at
OCP (around 0.2 V vs. Ag/AgCl) in the electrolyte is plotted
together with three spectra measured in 0.01 M HCl at different
constant applied potentials. The spectral signature of the
reference spectrum exhibits two peaks at around 3.25 and
4.55 eV, respectively, due to surface-modified bulk transitions.[44]

The strong features at about 2.25 and 4.5 eV at �2 V indicate
that when scanning to negative potentials, the epi-ready oxide
layer present on the epi-ready InP(100) wafer dissolves in the
acidic electrolyte, leading to a well-ordered, oxide-free layer. At
0 V and anodic potentials, the spectra are again very similar to
the one at OCP, suggesting the re-formation of an oxide layer
very similar to the initial epi-ready oxide, accompanied by
chlorine-InP interactions.[103,104] To better understand the in-
volved interfacial structure and chemistry, computational RAS is
performed.

Computational RA spectroscopy first requires setting up an
adequate selection of structural models for the system under
investigation. In this case, the ingredients In, P, O, Cl, and H
span a large parameter space of potential structures. Our
starting point here was guided by the findings discussed above.
For a comparison of computed RA spectra with the experimen-
tal spectrum of InP(100) in 0.01 M HCl under the applied
potential of �2 V, we consider three structures: the fully Cl�

covered InP(100) surface in which an InCl layer is formed (2Cl),
and one and three hydrogen atoms adsorbed on the InP(100)
surface (2P-1H and 2P-3H, respectively). Furthermore, we
investigate how sensitive the calculated spectrum is to the

adsorption of one and two water molecules on the 2Cl and 2P-
1H surfaces. Figure 7 displays the computed spectra of all
investigated systems as well as the experimental spectrum. Our
calculations reveal that the theoretically derived RA spectra of
the 2Cl, 2P-1H, and 2P-3H surfaces are similar to the
experimental spectrum. In the 2Cl case, two main negative
peaks around 2.2 and 3.8 eV are revealed. The positions of these
peaks are slightly changed when the additional one water
molecule is adsorbed. The spectral shape, however, remains
conserved. The spectrum for two water adsorbed 2Cl surface is
considerably up-shifted compared to that of one water
adsorbed surface. Interestingly, a positive anisotropy at 4.5 eV,
which is observed in the experiment, is not shown. This
suggests that the real interface is more complex than a
simplified model with a highly ordered supercell and in the
absence of oxygen molecules. Similar to the 2Cl structure, we
can find the two notable negative anisotropies around 2.5 eV
and 3.3 eV in the calculated spectrum of 2P-1H. In contrast to
2Cl, the 2P-1H surface exhibits a strong positive feature at
4.0 eV. This shows a redshift of around 0.55 eV compared to the
main positive peak shown in the experiment. The adsorption of
water molecules results in a slight blueshift and an increase in
the minimum peak. Our calculation of the 2P-3H surface
displays a constantly positive feature until 3 eV, a negative
anisotropy, and a pronounced positive anisotropy at 3.4 and
4.4 eV, respectively. The corresponding maximum anisotropy in
the computed spectrum is similar to that in the experiment.
Based on these results, we can anticipate that H-terminated and
Cl-terminated surfaces coexist. This hypothesis will have to be
tested in future work where applied potentials and more
structures are be considered.

While the results from computational RAS already help to
form a first atomistic picture of the studied electrochemical
system, they do not yet show the high degree of quantitative
agreement with experiment as often established for many
vacuum-based systems. This demonstrates the above-men-
tioned challenges of the large chemical parameter space
resulting in many structures to be considered as well as the

Figure 7. (a) Calculated and experimental (yellow) RA spectra of the InP(100) surface covered with Cl atoms and adsorbed with one and three H atoms. The
injects are the top view of corresponding structures. Green-, blue-, orange-, and white-colored balls represent Cl, P, In, and H atoms, respectively. (b)
Computed RA spectra of one water molecule adsorbed on 2Cl and 2P-1H.
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methodological uncertainty on how to best treat applied
potentials in a bulk electrolyte.

Further testing of the validity of the structural model
derived from the data above should, in principle, be enabled by
complementary XPS, probing the chemical composition of the
surface. Yet such an analysis requires the transfer to ultra-high
vacuum, where the electrolyte layer has to be removed before
the measurement. Yet here, the question arises, if the interfacial
layer persists under this change of external conditions. Time-
resolved measurements that assess the kinetic stability of a
given interface can help to estimate the experimentally
available time-window between breaking of the potential
control and establishing a dry surface in UHV. Figure 6 (d)
shows a transient, where the optical anisotropy is acquired at a
fixed photon energy of 2.25 eV, while potential steps at �1 V
and �2 V are applied. The fast and reversible change in the
anisotropy suggests that if a thin InCl layer builds up in the
cathodic region, it immediately dissolves when setting the
potential back to OCP. Therefore, at low HCl concentration, the
hypothetically formed InCl is unstable and unlikely to be
accessible for further analysis by other techniques, where no
potential can be applied in an electrolyte, such as XPS in
vacuum.

To summarize, in situ electrochemical RAS enabled to
identify electrochemical conditions with respect to potentials
and electrolyte concentration, under which highly ordered InP-
electrolyte interfaces can be prepared. Alas, the observed
surface layer generated is not stable when the applied voltage
is set back to OCP, which renders complementary analysis for
the identification of the exact chemical composition by XPS
challenging. The results clearly demonstrate the potential of
electrochemical RAS for the monitoring of well-defined
(photo)electrochemical etching or layer deposition for III�V
semiconductors, especially relevant for solar water splitting
applications. In order to computationally identify the real
surface structure formed by different potentials, complex sur-
face phase diagram of various surface structures have to be
investigated. To do so, molecular dynamics and calculations
with applied potentials, followed by excited state calculations
can be performed, but the computational effort is significant.

3.5. Aqueous systems II: Au(110)

Understanding electrochemical interfaces implies the ability to
distinguish between chemical and physical processes occurring
between the electrode surface and the electrolyte. Noble metals
such as gold, inert in most acidic and alkaline media, allow
focusing on the physical and chemical adsorption of molecules
from the electrolyte on the metal surface by preventing or at
least – compared to semiconductors – reducing chemical side
reactions. Changes in the interaction between the electrolyte’s
dipoles and electrode surface under applied potentials can also
lead to surface structural changes. Insights from these processes
on gold can then be ideally transferred to more complex
electrochemical systems.

The interfacial structure of gold single-crystals in contact
with electrolytes has been experimentally widely investigated
by STM, CV, and RAS.[105,106] Additionally, ex-situ RHEED and
LEED have been used in UHV to verify the surface reconstruc-
tion after annealing prior to electrochemical cycling.[107] In
particular, Mazine et al. have reported on the reconstruction of
Au(110) in sulfuric acid under different applied potentials
observed by RAS.[84] Initially possessing a reconstructed
annealed Au(110)(1� 2) surface, the crystal adopts an unrecon-
structed (1� 1) surface upon immersion in H2SO4. Starting from
an Au(110)(1� 1) surface in H2SO4 at OCP, RAS measurements
trace the electrochemically induced surface reconstruction
below 0.05 V vs. SCE (0.018 V vs. Ag/AgCl) reference
corresponding to a (1� 2) missing row. The charge-distribution
organization at the electrode surface depends on the applied
potential. Hence, tuning the applied potential modifies surface-
ion interactions, which play an essential role in the reconstruc-
tion/deconstruction.

At room temperature, the unreconstructed Au surface is in a
metastable state. Applying a negative electrode potential with
respect to the potential of zero charge (pzc) reduces the
activation barrier for the reconstruction,[108] and therefore allows
the transition from the (1� 1) to the (1� 2) surface. When
applying potentials above 0.25 V vs. SCE (0.218 V vs. Ag/AgCl),
the electrode is charged positively. Adsorption of the anions of
the electrolyte (sulfate ions) on the Au surface lifts the
reconstruction and the unreconstructed (1� 1) surface is
restored.

Here, we show typical electrochemical RAS experiments
with Au(110) in low concentrations of both sulfuric and
hydrochloric acid. Prior to the electrochemical RAS experiment,
the crystal is flame-annealed to prepare a reconstructed (1� 2)
surface.[79,81,84,108] A baseline correction is applied to all the
spectra using the spectrum of Au(110) in the electrolyte at OCP
and its inverted spectrum, which was obtained by rotating the
sample by 90°. The RA spectra obtained in H2SO4 and HCl are
presented in Figure 8 (a) and (b), respectively. After annealing,
Au(110) RA spectra exhibit a “W”- like shape. Contributions to
the complex dieletric function arise both from the bulk and the
surface. The slight differences between the spectra are due to
different interband transitions from different Fermi level
positions.[80] In general, the results in sulfuric acid (H2SO4) agree
with those of Mazine et al.[84] The blue curve was recorded
under open-circuit potential and shows a characteristic RA
spectrum of well-ordered unreconstructed (1� 1) Au(110) in an
acidic environment.[84] The spectra obtained under applied
potentials exhibit similar features as the spectrum measured in
H2SO4. Below OCP, an Au(110) (1� 2) reconstruction (�0.15 V,
orange spectra) is observed with a pronounced shoulder at
about 2 eV. In the range from OCP to 0.6 V, an Au(110) (1� 1)
unreconstructed (0.3 V, green spectra) surface is existent. This
shows that the different surface reconstructions are associated
with distinct optical signatures, hence at this stage providing a
similar type of information as the diffraction patterns from
LEED, which is limited to UHV.

Interestingly, when increasing the potential to values higher
than 0.6 V, a positive anisotropic peak develops around 2.3 eV
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in HCl (0.65 V, red spectrum). This peak was not observed in the
spectrum measured in H2SO4 (see Figure 8 a) and, to the best of
our knowledge, has not been reported in the literature. With no
computational spectroscopy available at this point, the inter-
pretation of this spectral feature has to rely on literature data.
Yet for a metal, this task should be, due to the absence of a
photovoltage adding uncertainty to actual potential at the
surface as discussed above, a more reliable undertaking.

Some previous studies of gold/acidic electrolyte interfaces
have shown that the screening of anions depends on the
charge of the surface.[77,109�111] In particular, Shi et al. have
reported that applying a potential above 0.7 V vs. SCE (0.668 V
vs. Ag/AgCl) to the Au(111)/HCl interface leads to a change in
the polarity of the chemisorption bond between gold and
chloride, forming an ordered (p�

ffiffiffi

3
p

) overlayer of adsorbed
chloride.[111] A polarity drop between Cl-anions and the gold
surface could generate a linear electro-optic effect at the
Au(110)/HCl interface and could explain the presence of the
shoulder on the RA spectrum at 2.3 eV. Furthermore, the
formation of an ordered overlayer could explain why the optical
anisotropy of the interface is significantly increased. The
observed optical anisotropy could therefore be the signature of
an ordered Cl� overlayer, formed in the anodic region above
0.7 V vs. SCE (0.668 V vs. Ag/AgCl).

The distinction between anisotropic features responsible for
surface reconstructions and electrode/electrolyte electrostatic
interactions and the reversibility of these processes can be
readily observed in the transient illustrated in Figure 9 (a). The
transient corresponds to Au(110) in 0.1 M HCl under CV
conditions. Here, the transient was recorded at 2.3 eV because
at this energy both features responsible for surface reconstruc-
tion/deconstruction and adsorbed anions overlayer are present.
The CV, illustrated in Figure 9 (c), was performed between
�0.25 V and +0.6 V (vs. Ag/AgCl) with a scan rate of 20 mV/s,
starting from �0.25 V for 4 cycles. The current density and the
potential from the CV are plotted separately as function of the

time on Figure 9 (b) and (c), respectively. Such a plot type
allows easier correlation between faradaic processes and
changes in optical properties at the interface. The small time
shift between the maxima of the current density and the
transient is, in this case, an artifact from imperfect temporal
alignment of CV and RAS measurements.

Figure 9 (a) shows the first maximum anisotropic peak
corresponding to a voltage of 0.6 V and is a signature of the
change in chloride adsorption. The second maximum aniso-
tropic peak corresponds to a voltage of �0.25 V and indicates
the reconstruction. On the CV, the reconstruction is associated
with a progressive decline of the current density from 0.6 to
�0.25 V marked by a shoulder at around 0.018 V (vs. Ag/AgCl).
Whereas in the same potential range, the anisotropy first
decreases until it reaches a minimum at around 0.2 V (begin-
ning of the anion adsorption) and then rises again. The reverse

Figure 8. RA spectra of annealed Au(110) in different electrolytes under applied potentials. (a) in 0.1 M HCl and (b) in 0.1 M H2SO4 under different applied
potentials vs. Ag/AgCl and at OCP. At the beginning of the experiments, the OCP values of Au(110) in 0.1 M HCl in 0.1 M H2SO4 were 164 mV and 367 mV,
respectively. The orange spectra correspond to the Au(110) (1×2) reconstruction while the green spectra correspond to the unreconstructed Au(110) (1×1)
surface.

Figure 9. Time-resolved correlation between RAS and CV for Au(110). (a)
Transient of Au(110) in 0.1 M HCl at 2.3 eV after annealing, during cycling
voltammetry conditions (�0.25 to 0.6 V vs. Ag/AgCl reference electrode for 4
cycles with 20 mV/s scan rate.) (b) and (c) respectively correspond to the
current and the voltage as function of the time from the CV.
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trend is observed during the deconstruction. Yet, while the
transient peaks are almost symmetric around the extrema of
the applied potential, the current cycles from the CV show a
pronounced asymmetry around the cathodic extremum. After
the formation of the reconstruction (below 0.018 V), the slope
of the current decrease is reduced towards �0.2 V. This could
be attributed either to the onset of a (1� 3) surface
reconstruction[112] or a change of the charging current of the
EDL. A more detailed analysis of transients during potential
steps, also including isotherms[94] would be needed to clarify
this.

In summary, we showed that the well-known, potential-
dependent re-ordering of the Au-electrolyte interface is
associated with distinct optical anisotropies and can therefore
be monitored in a time-resolved manner by electrochemical
RAS. This demonstrates how RAS can complement CV, in which
the distinction between surface reconstruction and chemical
processes is not straightforward. Although electrochemical RAS
is more developed for metallic systems than for III�V semi-
conductors systems – or semiconductors in general – men-
tioned in the previous section, it still needs significant input to
become a well-establish method. In this regard, RAS represents
an excellent complementary method to scanning tunneling
measurements (STM) when investigating single-crystalline met-
als at different potentials.[107] It could also be used in the
currently field of battery research, especially for metal-anode
batteries, as we will briefly discuss in the following.

3.6. Outlook for battery systems

Metal electrodes like magnesium or aluminium are expected to
play an essential role in next-generation battery
technologies.[113] Especially for novel material combinations and
novel electrolytes, often very little is known about the
electrode-electrolyte interface’s atomistic structure at operation
conditions. Nevertheless, this knowledge is crucial for develop-
ing and benchmarking new and sustainable batteries. From
this, RAS can potentially be used for battery research on the
anode and the cathode, as outlined in the following.

Two aspects are crucial for the investigation of the anode:
the solid-electrolyte interphase (SEI) and stripping and plating.
For alkali and alkaline earth metals anode batteries, an SEI is
formed on the battery’s anode in contact with the liquid
electrolyte’s salts, solvents, additives, or impurities, consisting of
different components in either a mosaic, homogeneous or even
artificially created form.[4,114] In addition to the already existing
ex situ and in situ/operando techniques for interfaces in
batteries,[115] RAS could be highly beneficial when creating an
artificial SEI because it allows controlling the growth process in
the same way it monitors the growth process of
semiconductors.[48] The other point worth considering on the
anode side is stripping and plating. Here RAS can investigate
changes in the surface anisotropy during metal deposition in
analogy to epitaxial growth studies in gas-phase ambient.[48]

The technique should also allow the detection of nuclei that
lead to dendrite formation. Such investigations are especially

relevant for lithium metal batteries. However, they should also
be addressed for multivalent metal batteries (e.g. Al and Mg
batteries).[116]

For the cathode, RAS also promises to benefit battery
research: despite a large number of cathode materials for
rechargeable magnesium batteries being investigated,[117] only
little is known about the cathode-electrolyte interface (CEI). This
is because mostly the intercalation into the cathode is
investigated rather than the interphase.[118] RAS could close the
knowledge gap and help develop high-performance batteries
by highlighting an often overlooked topic.

However, there are also some challenges when investigating
metal electrodes for batteries with RAS, both from an exper-
imental and computational perspective. The first challenge
comes with the electrolyte used in batteries, which might be, as
in the case of Grignard, optically active.[119] The consequence is
that the probing light is absorbed, which leads to a low signal-
to-noise ratio in the RA spectra. Furthermore the surface
preparation is quite challenging as alkali and earth-alkaline
metals are highly reactive with oxygen and water. Therefore
polishing and annealing must be done in a glove box.[120] This,
however, allows for the direct observation of the crystal surface
quality without transfer to UHV.

For theoretical investigations, battery electrolytes are also
challenging because the number of atoms increases compared
to aqueous electrolytes by a factor of ten when using highly
advanced electrolytes like Mg[B(hfip)4]2 for magnesium
batteries.[121] Furthermore, for metallic systems, a higher number
of k-points are generally demanded to describe partially
occupied bands of the systems. These combined effects lead to
high computational costs.

As we have outlined, electrochemical RAS for battery
applications will be a significant challenge; however, it can
open up a new way to investigate the anode and cathode
surface operando with a reduced or even without the require-
ment of correlation with other experimental techniques.

4. Conclusion and Outlook

The present review outlined the potential and current state of
RAS as an emerging optical technique for exploring electro-
chemical interfaces. Probing the polarization state of light
reflected at crystalline surfaces, EC-RAS detects changes in the
surface structure and surface chemistry of electrochemical
systems in situ/operando with a sub-monolayer resolution and
on a reasonably fast time scale with standard light sources. The
use of more advanced light sources with higher luminosity,
hitherto barely explored, could further improve time resolution
to the #s range.

Outlining the theory behind computational RAS, we briefly
showed that standard DFT on a PBE level together with IP-RPA
for the excited states can already provide reasonable, quantita-
tive results for some systems. While in general, the computa-
tional method is relatively well-established for semiconductors,
it remains challenging for metallic systems, whereas for electro-
chemical experiments, the study of metals dominates. Further-
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more, the exploration of best practices for computational RAS
of electrochemical systems has just begun. This explains why
most EC-RAS applications on metallic systems in the literature
combined their studies with other experimental techniques
such as STM, but none used computational RAS.

We presented typical experimental approaches and results
for the metallic system Au(110) and the semiconductor
InP(100). For the former, RA spectra under applied potentials
show that RAS is a powerful tool to visualize changes in surface
reconstruction and in ions adsorption at the interface. For the
latter, we also show first steps for the interpretation of
experimental signatures aided by computational spectra de-
rived from a DFT ground-state structure. This already allowed to
determine experimental parameters with respect to applied
potential and electrolyte composition, at which ordered
surfaces of InP can be stabilized in the electrolyte, providing a
starting position for further (photo)electrochemical surface
processing. Yet the many constituents of the interface in
addition to the requirement to apply an electrode potential in a
realistic manner renders the configuration space to be probed
by DFT large and the overall computational effort significant.

Time-resolved potential steps measurements allow to
quantify the time-window available between breaking of the
potential control and complete removal of the electrolyte for
transfer to complementary UHV-based analysis. This is highly
relevant to assess the transferability decoupled electrochemical
experiments followed by surface science analysis in vacuum.
Furthermore, fitting time-resolved measurements with adsorp-
tion isotherm models gives more quantitative insights into
interfacial processes by the determination of kinetic and
thermodynamic parameters. Also quantitative measures for the
surface quality prior to or during an electrochemical experiment
can be derived. When comparing a specific spectrum with a
reference spectrum for the same surface, it is possible to
quantitatively assess the quality of a given surface, i. e. which
fraction of the surface actually shows a given reconstruction.
Similarly, the quantity of a specific chemical species or ion on a
well-ordered interface can be assessed, as soon as the
corresponding spectral signature has been identified from
complementary experiments or computational spectroscopy.
Finally, RAS also has the potential to make an impact in battery
research, giving insides into SEI formation, metal stripping and
plating, as well as ion transport processes.

Experimental Section

InP samples were prepared from p-doped InP(100) (Zn-doping of
4 � 1018 cm�3), single-crystalline wafers with an offcut of (0�0.5)°
from CrysTec. The wafers with an epi-ready surface were cleaved
and used without further pre-treatment. For the RAS measurement,
the InP samples were mounted into a photoelectrochemical cell
(PECC) from Zahner without an optical window. The back-side of
the samples were contacted with a copper wire, fixed with a silver
paste (Ferro GmbH), and with GaIn eutectic (Sigma Aldrich). Pt and
Ag/AgCl electrodes were used as counter and reference electrodes,
respectively.

A gold single crystal was purchased from Mateck (purity 99,999%),
polished on one side to a roughness below 0.01 #m and an
orientation accuracy better than 0.1°. Before electrochemical RAS
measurements, the crystal was flame-annealed with the following
procedure. The crystal was placed on a ceramic plate and flamed
annealed with a bunsen burner gun to about 100°C below the
melting temperature for about 5 minutes until the edge of the
crystal turned red. The crystal was cooled down under Argon flow
for about 10 min.[122] The annealed crystal was then transferred to
the PECC equiped with an optical window. Pt and Ag/AgCl
electrodes were used as counter and reference electrodes,
respectively.

The PECC was filled with the HCl and H2SO4 electrolytes (VWR
Chemicals, reagent grade). The RA spectra were measured with an
RA-Spectrometer (EpiRAS from Laytec) equipped with a Xenon light
source. The electrochemical measurements were done with a
potentiostat (Versa STAT 3F from AMETEK). Further details of the
experimental procedure can be found elsewhere.[57]

For structural optimizations of slabs of the electronic structure
model, DFT calculations were performed using the CP2K code.[58]

The code employs the gaussian and plane waves scheme. The
generalized gradient approximation (GGA) as parameterized by
Perdew-Burke-Ernzerhof (PBE) for the exchange-correlation func-
tional was used.[59] A plane-wave cutoff of 800 Ry was set. We
adopted Goedecker-Teter-Hutter (GTH) pseudopotentials. Ground-
state properties were computed with QUANTUM ESPRESSO.[62] Here,
we employed optimized norm-conserving vanderbilt
pseudopotentials.[123] The sampling of Brillouin zone (BZ) was
carried out with a 10×10×1 k-grid, and an energy cutoff was set to
60 Ry. For computational RAS, we used the IP-RPA approach
implemented in Yambo.[60,61] We applied a scissor operator to
correct the underestimated band gap.
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The interfacial structure of InP(100) in contact with
HCl and H2SO4 studied by reflection anisotropy
spectroscopy

Mario Löw, †a Margot Guidat, †ab Jongmin Kim ab and Matthias M. May *ab

Indium phosphide and derived compound semiconductors are materials often involved in high-efficiency

solar water splitting due to their versatile opto-electronic properties. Surface corrosion, however, typically

deteriorates the performance of photoelectrochemical solar cells based on this material class. It has been

reported that (photo)electrochemical surface functionalisation protects the surface by combining etching

and controlled corrosion. Nevertheless, the overall involved process is not fully understood. Therefore,

access to the electrochemical interface structure under operando conditions is crucial for a more

detailed understanding. One approach for gaining structural insight is the use of operando reflection

anisotropy spectroscopy. This technique allows the time-resolved investigation of the interfacial

structure while applying potentials in the electrolyte. In this study, p-doped InP(100) surfaces are cycled

between anodic and cathodic potentials in two different electrolytes, hydrochloric acid and sulphuric

acid. For low, 10 mM electrolyte concentrations, we observe a reversible processes related to the

reduction of a surface oxide phase in the cathodic potential range which is reformed near open-circuit

potentials. Higher concentrations of 0.5 N, however, already lead to initial surface corrosion.

1 Introduction

Renewable energies will have to play a signicant role in the

future energy system. Due to the intermittency of wind or solar

power, however, large-scale storage of harvested energy has to

be realised, for instance, by electrochemical approaches.1,2 One

of the most signicant scientic challenges here is under-

standing and controlling the electrochemical interface, where

charge transfer and chemical reactions occur. The electro-

chemical interface of semiconductors, which are used in solar

water splitting and battery applications, is a topic of intense

research.3–7 Yet while the surface structure under operando

conditions is decisive for the performance, an atomistic picture

of the interface is oen not established. The last few years saw

an increased effort of the community in the development and

use of in situ and operando techniques to investigate these solid–

liquid interfaces. Here, a common theme is that a complemen-

tary set of methods is typically required for the desired level of

insight.8–12

The semiconductor indium phosphide (InP) has been

studied intensively for use as a photocathode for solar water

splitting,13,14 but is also involved as a major ingredient in effi-

cient photoelectrochemical multi-junction cells, where the top

layer is oen formed by an InP-based ternary compound

semiconductor.15,16 One of the main advantages of InP is the

possibility to prepare surfaces with surface recombination

velocities as low as 170 cm s−1, which leads to an efficient

carrier transport across the semiconductor–electrolyte interface

and reduces photovoltage losses.17,18 The versatile opto-

electronic properties of InP-based semiconductors also render

them platforms for other applications, for instance photonic

devices.19 In photoelectrochemical applications, however, the

major challenge for InP is its surface corrosion and instability in

aqueous solutions,17 which then again increases surface charge-

carrier recombination.12 Approaches for surface passivation

can, once identied, oen be transferred to the more complex

ternary compounds.15,20

This surface corrosion is best understood by investigating

the system under operating conditions in the electrolyte.

Ideally, it is then possible to design surface passivation

approaches for InP.14,21–24 Such a passivation layer should block

(electro)chemical corrosion and ion transport over the solid–

liquid interface while enabling efficient electron transfer.

Previous investigations of InP in acidic electrolytes can be

summarised as follows:14,21–23,25 in the cathodic potential range

in 0.5 N HCl and H2SO4, respectively, InP is reduced towards

metallic indium at−0.553 V vs. (Ag/AgCl). In the case of HCl, the

metallic In reacts further with adsorbed Cl-ions to InCl. An

intermediate step that involves InCl3 is also possible, yet

unlikely due to its water-solubility. Simultaneously, the phos-

phorous is reduced to phosphine. In the anodic regions, parts of
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the InCl are oxidised. However, a signicant fraction remains

on the surface, which results in the formation of a stable

passivation layer aer several electrochemical cycles that

contains InCl (70 at%), In(PO3)3 (30 at%) and a layer of adsor-

bed Cl− on the surface. In H2SO4, on the other hand, InP reacts

to metallic indium and phosphine. However, the former is

oxidised completely, and no stable passivation layer is observed.

A possible way to obtain a stable passivation layer is by inter-

mediate resting periods between the electrochemical cycles.25

For the passivation layer formed in hydrochloric acid, subse-

quent Rhodium deposition leads to an efficient photo-

cathode.14,21 The treatment in an aqueous sodium sulphide

solution, on the other hand, results in the removal of the native

oxide and the formation of a passivation layer containing In–S

and In–OH on the surface aer one minute in the solution.24

Computational studies have reported on the structure and

electronic properties of the pristine and oxidised InP surface

using density-functional theory as well as molecular

dynamics.18,26,27 Wood et al.18 investigated the interaction of gas-

phase and liquid water with the pristine and oxygen-rich

surfaces. Alvarado et al.26,27 changed water coverage adsorbed

on InP from single molecules to water lm, and they found the

OER and HER energetics to be modied due to the adsorption.

Methods used to experimentally study the formation of

passivation layers on InP in different electrolytes comprise

cyclic voltammetry, X-ray photoelectron spectroscopy (XPS), and

on-line electrochemical mass spectrometry (OLEMS).14,21–23,25

Depending on the conditions, under which surfaces are exposed

to water or oxygen, the dominant pathways for surface (oxide)

formation can become thermodynamically or kinetically

driven.28 Yet the question of whether these layers are well-

ordered and to what extent their formation can be precisely

controlled is still open. This knowledge could become instru-

mental for creating efficient solar water splitting cells.15,29

In this work, we study the interface of InP(100) with hydro-

chloric acid (HCl) and sulphuric acid (H2SO4) as electrolytes.

Thereby we combine cyclic voltammetry, the standard tool of

electrochemistry employed in the studies discussed

above,14,21–23,25 with reection anisotropy spectroscopy (RAS).

The latter is an optical technique sensitive to changes in surface

chemistry, surface states, or surface reconstruction.20,30 RAS

enabled the investigation of adsorbates on InP,20 but also

metallic systems were already investigated in electrolytes.31–33

We hereby show an electrolyte concentration-dependent

reversibility of the cycling behaviour in HCl and H2SO4.

2 Experimental

Samples were prepared from p-doped InP(100) (Zn-doping of 4

× 1018 cm−3), single-crystalline wafers with an offcut of (0 ±

0.5)° from CrysTec. The wafers with an epi-ready surface were

cleaved and used without further pre-treatment. The samples

were then mounted to a photoelectrochemical cell (PECC) from

Zahner for the RAS measurement. For the electric contact,

samples were back-contacted with a copper wire, xed with

silver resin (Ferro GmbH), and with some drops of GaIn eutectic

(Sigma Aldrich). Pt and Ag/AgCl electrodes from Zahner were

used as counter and reference electrodes, respectively. The cell

was then lled with the desired electrolyte (HCl from VWR

Chemicals and H2SO4 from Supelco). During measurements,

the cell was degassed with argon. For the RA spectroscopy, an

EpiRAS from Laytec was employed. The electrochemical

measurements were controlled with a Princeton Applied

Research VersaSTAT 3F potentiostat. Fig. 1 shows a schematic

drawing of the cell.

Reection anisotropy spectroscopy was used here as a spec-

troelectrochemical method. RAS is a highly surface-sensitive

tool that can investigate changes in surface chemistry, surface

states, and surface reconstruction with a near-normal-incidence

reection set-up.34 RAS is also used for controlling the growth

during metal–organic chemical vapour deposition (MOCVD).

The combination of the two methods allows to create highly

ordered surfaces and interfaces with quantitative sub-

monolayer control.4,34–36 Furthermore, RAS is also employed to

control layer-by-layer etching of multilayered semiconductors.37

For RAS, linearly polarised light impinges at near-normal

incidence on the surface. The difference in the reectivity, Dr,

with respect to two orthogonal directions in the surface plane

(x, y) is detected by analysis of the polarisation as a function of

the photon energy, scaled with the overall reectivity, r:

RAS :¼
Dr

r
¼

2
�

rx � ry

�

rx þ ry

; r˛ℂ (1)

In the case of a crystal, where the bulk is optically isotropic –

as for the (100) surfaces of zinc blende lattices here – there is no

contribution to the signal from the bulk, but only from the

(near) surface. Then, RAS becomes highly surface sensitive. This

is a signicant advantage to most other spectroscopies working

with photons as those typically also probe a signicant depth of

the bulkmaterial.20,38,39 A baseline correction is applied to all the

spectra using the signal of an optically isotropic Si(100) crystal

Fig. 1 Cross-section of the photoelectrochemical cell set-up for

electrochemical RAS measurement. Here, WE is the InP working

electrode, CE is the Pt-wire counter electrode, and RE is the Ag/AgCl

reference electrode.

© 2022 The Author(s). Published by the Royal Society of Chemistry RSC Adv., 2022, 12, 32756–32764 | 32757
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in water. This approach for baseline correction allows us to

eliminate signals, that do not arise from the sample itself, but

from optical components in the light-path that change the

polarisation state. Additionally, we have calibrated the signal

amplitude of our spectrometer with a Si(110) crystal following

the standard procedure for the EpiRAS in a way that the peak at

3.46 eV exhibits an amplitude of 4 RAS units. We obtained

a correction factor from this measurement, which we applied to

all further measured spectra. No further numerical treatment of

the data, such as peak tting, was employed, we simply took the

location of the extrema of the peaks. Cyclic voltammetry

measurements were performed between−2 V and +1.5 V (vs. Ag/

AgCl) with a scan rate of 0.05 V s−1, starting from open circuit

potential (OCP) towards the negative terminus for three cycles

for low concentration (0.01 M) electrolyte, respectively. For

higher-concentration electrolytes (0.5 N), the cyclic voltammo-

gram (CV) was performed between −0.75 V and +0.45 V (vs. Ag/

AgCl) with a scan rate of 0.05 V s−1, starting from the OCP

towards the negative terminus for ten cycles, respectively.

Further on, potentiostatic measurements were performed at

the potentials of −2 V, −1 V, 0 V, and +1.5 V vs. Ag/AgCl,

respectively. Potential step experiments were performed to

investigate the stability of the surface at cathodic potentials. In

this case, the potential was set to OCP for 10 s, then to −1 V for

30 s, then to OCP for 30 s, to−2 V for 30 s, and nally to OCP for

20 s. This cycle was then repeated two more times. During the

electrochemical experiments, RA spectra were recorded

continuously, or the anisotropy was measured time-resolved at

xed photon energy (transient mode).

For the computational spectroscopy, density-functional

theory (DFT) calculations using the CP2K code40 were rst per-

formed to obtain the relaxed structure of the slabs. The slab

consists of 17 layers. To avoid spurious interactions between

replica of the slab under 3D-periodic boundary conditions, we

set a vacuum spacing of 20 Å between the slabs. Exchange and

correlation effects were described by means of the generalised

gradient approximation (GGA) using Perdew–Burke–Ernzerhof

(PBE) parameterisation.41 The plane-wave cutoff was set to 800

Ry. We used Goedecker–Teter–Hutter (GTH) pseudopotentials

to represent core electrons and valence electrons. Aer the

structural optimisation, the atomic coordinates were trans-

ferred to the plane wave/pseudopotential code QUANTUM

ESPRESSO.42 For these calculations, optimised norm-

conserving Vanderbilt pseudopotentials were adopted.43 The

Brillouin zone (BZ) was sampled on a 10 × 10 × 1 k-grid with an

energy cutoff of 60 Ry. The RAS calculations were performed

using the Yambo code.44,45 We employed the RPA-IP approach

for the microscopic dielectric function. To correct the under-

estimated bandgap calculated by PBE, a scissor shi was

adopted. In the RAS calculations, we used an experimental bulk

dielectric function.46

3 Results & discussion

Fig. 2(a) shows the InP(100) spectra in 0.01 M hydrochloric and

0.01 M sulphuric acid, respectively, at OCP (around 0.2 V vs. Ag/

AgCl) as well as the epi-ready crystal in air under ambient

conditions without any pre-treatment. All three spectra show

two positive peaks at 3.25 eV and 4.55 eV due to surface-

modied bulk transitions.20 The presence of electrolytes only

slightly inuences the RA spectra with an upwards shi in the

RAS baseline, which can also arise from imperfect baseline

correction. The noise in the high-energy region of the spectra is

due to a reduced overall reectivity from absorption and

reection losses in the electrolyte and at the air–electrolyte

interface, respectively.

In the next step, different potentials were applied to inves-

tigate their effect on the optical anisotropy and hence the

interfacial structure. To this end, we performed potentiostatic

measurements at 0 V, −1 V, and −2 V in the cathodic range and

+1.5 V in the anodic potential range vs. Ag/AgCl, respectively,

during the acquisition of RA spectra. The RA spectra in Fig. 2(b)

at anodic potentials shi towards more positive anisotropies. In

contrast, RA spectra taken at cathodic potentials develop

a negative peak for photon energies below 3 eV and the rest of

the spectrum shis to slightly more negative anisotropies.

Additionally, the peak at 4.55 eV is much more intensive than at

0 V or OCP. These spectra suggest an ordered surface structure

Fig. 2 (a) RA spectra of epi-ready InP(100) in air and immersed in 0.01MHCl andH2SO4 at open-circuit potential. (b) RA spectra at−2 V,−1 V, 0 V

and 1.5 V of the InP(100) surface in 0.01 M HCl (solid line) and 0.01 M H2SO4 (dashed line) solution.

32758 | RSC Adv., 2022, 12, 32756–32764 © 2022 The Author(s). Published by the Royal Society of Chemistry
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in the cathodic and anodic potential ranges, but with different

surface structure or composition. The similarity of the spectra

at OCP or 0 V vs. Ag/AgCl with the epi-ready oxide indicate

a similarity of the interface structure under these conditions.

To investigate the dynamic behaviour of the interface

between these states during the cycling in the electrolyte, we

changed the potential continuously between two terminals. The

CV in 0.01 M HCl is shown in Fig. 3(a). In the cathodic region,

the cathodic current density increases from around −0.4 V,

reaches a plateau at −1.3 V, and increases further aer −1.7 V.

This current plateau, observed also for H2SO4, corresponds to

the photocurrent from the white-light RAS measurement spot.

Notable is a small deection around −0.85 V that occurs only in

the forward scan from OCP towards cathodic potentials. In the

anodic region, there is an increase in the current density at

potentials greater than 1 V. The rst cycle shows the highest

current density.

During this CV measurement, we continuously recorded RA

spectra in the form of a ‘colour plot’. The colour-coded signal

amplitude during the CV is depicted in Fig. 3(b), showing

reversible changes in the RA signal. The comparison with the

applied potential in Fig. 3(c) shows that for cathodic potentials,

there is a negative anisotropy at around 2.25 eV. In addition,

there are signicant changes of the optical anisotropy during

the potential sweep at the photon energies 3.25 eV and around 4

eV, yet with qualitatively different behaviour. Yet as full spectra

are recorded during a colour plot, the time resolution to track

one specic spectral feature is relatively low. This can be alle-

viated by xing the photon energy and tracking the signal over

time with increased time-resolution in the transient mode. Yet

before going into detail here, we rst discuss the behaviour of

InP in H2SO4.

The CV for 0.01 M H2SO4 in Fig. 4(b) shows that the cathodic

current density increases beyond −0.5 V, reaches a plateau at

−1.1 V and increases further beyond −1.4 V. In this case,

however, the second step aer −1.4 V is steeper than for HCl

and simultaneously leads to a higher current density value at

the potential terminus, where the current is dominated by the

hydrogen evolution reaction.25 For the rst forward scan

towards cathodic potentials, the cathodic current onset starts at

−0.7 V, but at −0.8 V for the subsequent scans. Also here,

a small deection of the cathodic current is observed around

−0.6 V. This is in the potential region where, albeit at higher

electrolyte concentrations, the reduction of InP towards

metallic indium and phosphine was reported at around−0.55 V

vs. Ag/AgCl.14,21–23 The cathodic current density at the potential

terminus decreases from the rst cycle on. Above +1 V, we

observe an anodic current, which decreases over the three

cycles. In the rst cycle, a small oxidation wave can be observed

at around +0.3 V, which is absent for the CV taken with HCl.

According to the literature, this anodic peak could be due to the

formation of indium phosphate.47

For higher time-resolution during the CV measurements,

transients were recorded operando at the energies 2.25 eV, 3.25

eV, and 4.00 eV during a potential sweep with the same settings

as for Fig. 3. The photon energies were chosen since changes in

the spectra at different potentials in Fig. 2(b) and 3(b) are most

pronounced here. These transient measurements enabled us to

observe the potential-induced changes on the surface during

cycling at higher time-resolution and evaluate the reversibility

with respect to the interfacial structure. Fig. 4 shows the peri-

odic changes of the anisotropy in these transients. The

minimum of the optical anisotropy occurs under the applica-

tion of a cathodic potential. In contrast, the maximum is

associated with the anodic region. Shape and amplitude of the

transients remain virtually constant for HCl, with the exception

of the transients at 3.25 and 4 eV, which become more negative

from the rst cathodic half-scan to the subsequent ones. The

case of H2SO4 shows distinct differences. Here, the negative

extremum of the RA amplitude at 2.25 eV increases from cycle to

cycle, yet not for the higher photon energies, which, similar to

HCl, only show a slightly less negative amplitude in the rst

cathodic scan. From these different signal shapes at different

potentials and electrolytes, we can try to deduce the reactions

on the interface of InP with the respective electrolyte.

At the beginning of the experiment, the epi-ready InP(100)

wafer is covered by a thin, well-dened oxide layer. In the

presence of an acidic electrolyte, the oxide layer is expected to

Fig. 3 Cyclic voltammograms of InP in 0.01 M HCl (a) with associated colour plot (b), where the RAS amplitude is colour-coded during

continuous acquisition of spectra over time. The evolution of the applied potential over timewith aligned y-axis is shown in (c). The potential scan

from OCP was performed first towards −2 V and then to 1.5 V for 3 cycles, with a scan rate of 0.05 V s−1.

© 2022 The Author(s). Published by the Royal Society of Chemistry RSC Adv., 2022, 12, 32756–32764 | 32759
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dissolve when scanning the potential from OCP towards the

cathodic region.14,21–23,25 The well-dened, reproducible RA

spectrum that we observe at cathodic potentials indicates that

this oxide-free layer is well-ordered. Yet the spectral shape does

not clearly correspond to one of the main characteristic surface

reconstructions of InP(100), the ‘P-rich’ p(2 × 2)/c(4 × 2)

reconstruction or the mixed-dimer ‘In-rich’ (2 × 4) reconstruc-

tion. Both these surfaces exhibit a pronounced negative

anisotropy around 1.8–2 eV, associated with surface dimers,20

while here, the peak observed here is located at 2.5 eV. The

strong positive anisotropy around 4.5 eV, however, is a common

feature with the In-rich surface.20,30 Scanning back to OCP or 0 V

vs. Ag/AgCl, the spectrum is again similar to the epi-ready oxide.

This suggests a re-formation of the oxide phase in this potential

region for both electrolytes. In both electrolytes, the negative

anisotropies are slightly reduced for the rst cycle, which could

suggest that the re-formed oxide layer is of slightly different

nature, possibly with a higher degree of ordering as indicated by

the higher transient amplitudes. The observation that both CV

and RAS transients remain then constant for HCl indicates

a highly reversible process. This would be compatible with the

adsorption of chloride on an In-terminated surface, leading to

the formation of an InCl surface lm starting from −0.55 V (Ag/

AgCl),22 which would also explain the differences at lower

photon energies to H2SO4. The further change of the anisotropy

at cathodic potentials beyond −1.5 V could then be related to

the reordering of the (near-)interface water26 or the adsorption

of protons/hydrogen on the surface.

In H2SO4, only a fraction of the indium is expected to react

with the sulphate ions because of sulphate's weaker interaction

with InP compared to the chloride–InP interaction in HCl.21,23,48

Therefore, metallic indium and Inx(SO4)y species would be

present at the interface. According to the literature, the metallic

Indium and InCl compounds are partially oxidised to In3+ in the

anodic potential range, forming Indium oxide, and Indium

phosphate at high electrolyte concentrations.22,23 Interestingly,

the increasing amplitude of the negative anisotropy with

ongoing cycling in the H2SO4 electrolyte is associated with

a higher overpotential for the hydrogen evolution reaction.

In the literature, conditioning of InP for use as a photo-

cathode was performed typically at higher electrolyte concen-

trations of 0.5 or 1 N, and these were also the concentrations

used to study the resulting surface composition by photoelec-

tron spectroscopy.22,23 We therefore also applied the same

approach to these higher electrolyte concentrations. Fig. 5(a)

and (b) show the resulting cyclic voltammograms for both HCl

and H2SO4. The CV changes its shape from cycle to cycle,

effectively reducing the overpotential for the hydrogen evolu-

tion reaction, as observed similarly in the literature.23

Unlike for the lower concentrations, the amplitudes of the

transients at 2.25 eV decrease over the cycles in the cathodic

potential region. This occurs continuously for HCl, less so for

Fig. 4 Cyclic voltammograms of InP in 0.01 M (a) HCl with associated transients (c), and in 0.01 M (b) H2SO4 with associated transients (d). (e)

Potential plotted against Ag/AgCl. Scan from OCP towards −2 V and than to 1.5 V for 3 cycles, with a scan rate of 0.05 V s−1.

32760 | RSC Adv., 2022, 12, 32756–32764 © 2022 The Author(s). Published by the Royal Society of Chemistry
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H2SO4. This hints towards a decreased interface ordering with

ongoing cycles, consistent with inline XPS studies suggesting

the formation of a layer of mixed oxides with a thickness in the

order of a single or few nanometres.21–23 Consequently, cycling

in higher electrolyte concentrations induces slightly different

surface reactions reducing the degree of ordering of the inter-

face. A comparison with the literature on InP(100) in 0.5 M

HCl22,23 shows that the build-up of a passivation layer progres-

sively transforms the surface into a relatively thick, amorphous

layer. This lack of reversibility is observed through the evolution

of the negative anisotropy in Fig. 5(c) and (d), decreasing from

cycle to cycle. In HCl, the passivation layer is composed of InCl,

indium phosphate and indium oxide.22,23 In contrast, the

passivation layer from cycling in H2SO4 consists of metallic In,

Inx(SO4)y, indium phosphate and indium oxide.

For a more detailed insight, information on the exact surface

composition would be instrumental, especially for the struc-

turally well-ordered interface in lower electrolyte concentra-

tions. Alas, in virtually all cases, RAS does not allow to directly

derive composition and exact structure from experimental

spectra alone, requiring either correlation with other tech-

niques or computational spectroscopy.49 A straightforward

choice for probing the surface/interface composition is X-ray

photoelectron spectroscopy. While XPS is almost as surface-

sensitive as RAS, it does not probe the surface real-space

structure, but rather the electronic structure. Furthermore,

the sensitivity of XPS for light elements is strongly reduced,

a limitation not found for RAS. With respect to information on

the surface structure, the classical surface science method low-

energy Electron Diffraction (LEED) could be considered related

to RAS, yet the use of LEED is limited to ultra-high vacuum

(UHV).

The application of standard XPS for electrochemical systems

also requires samples prepared at the desired potential to be

transferred from the electrolyte to UHV, which is experimentally

challenging. Especially for ultra-thin interface layers, it is

important to understand to what extent the surface created at

a certain potential will be stable in the absence of applied

potential and/or electrolyte. Therefore, we tested the stability of

the newly formed interface at cathodic potentials through

potential-step experiments during which transients were

recorded. This experiment aims to assess the kinetics of

formation and disintegration of the interface formed at −2 V

and −1 V, respectively. Depending on how fast these changes

occur, one can try to assess whether the stability window of the

cathodically formed interface is large enough for transfer to

UHV. Fig. 6 shows the resulting transients in both electrolytes at

2.25 eV.

Fig. 5 Cyclic voltammograms of InP (a) HCl (0.5 M) and (b) H2SO4 (0.25 M) with corresponding transients at 2.25 eV for cycles 20–30 (c and d)

and the applied potentials (e). Potential plotted against Ag/AgCl. Scan from open-circuit potential towards −0.75 V and then to +0.45 V with

a scan rate of 0.05 V s−1. The orange curve shows the cycles 1–10, the blue curve shows the cycles 20–30, and the green curve shows the cycles

41–50.

© 2022 The Author(s). Published by the Royal Society of Chemistry RSC Adv., 2022, 12, 32756–32764 | 32761
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When the cathodic potential step is applied, the RAS

amplitudes of the transient spectrum decrease towards its

negative extremum in equilibrium, but with different time-

constants. Especially for HCl at −1 V, there appears to be

a fast process in addition to a slower signal decrease, while the

transient in H2SO4 decreases more slowly. Aer setting the

potential back to OCP, the anisotropy in H2SO4 changes back to

the original value at OCP, while the process is slower in HCl.

One of the two processes observed in HCl could be related to the

formation and dissolution of the above-mentioned InCl layer,

which is not present for the H2SO4 case. Yet the time-constants

clearly indicate that the time-window for a transfer to XPS is very

small and conclusive results would very likely require ambient-

pressure XPS similar to ref. 28, but at different applied

potentials.

As an alternative to correlation with another experimental

method for a more detailed understanding of our experimental

RA spectra, we performed computational RAS on structures that

could be expected to be relevant for InP(100) in contact with an

electrolyte. In Fig. 7, we compare the experimental RA spectrum

of InP(100) in 0.01 M HCl at −2 V with calculated spectra. For

the latter, we model three systems in which phosphorus atoms

at the InP surface are fully substituted with chlorine, forming an

InCl layer (termed 2Cl), and one or three hydrogen atoms are

adsorbed on the surface (2P–1H and 2P–3H). We further

consider adsorption of one water molecule on the 2Cl and 2P–

1H structures, as water molecules can signicantly alter the RAS

signature.49 When comparing computational to experimental

RA spectra, it has to be noted that experimental surfaces would

be expected to be not as ‘perfect’ as the computational struc-

ture, where all of the surface is in the same state. This would

translate to lower intensities for the experimental spectra. We

nd that elements of the computed spectra for the 2Cl and 2P–

1H, yet also for the 2P–3H surfaces resemble the experimental

signature. The calculation for the 2Cl surface reveals

a constantly negative anisotropy with negative peaks around 2.2

and 3.8 eV and a shoulder around 2.7 eV, the additional water

molecule slightly modies the spectrum, but the general shape

is conserved. A noticeable difference to the experimental RA-

signal is that the positive anisotropy at 4.5 eV does not appear

in the calculated spectrum. For the case of 2P–1H, two

pronounced negative anisotropies around 2.5 eV and 3.3 eV are

observed. Unlike the 2Cl surface, the strong positive feature,

which also arises in the experimental spectrum, is shown at

4.2 eV. Compared to the experiment, this peak is red-shied by

around 0.35 eV, while the minimum of the anisotropy is slightly

blue-shied and the shi increases with adsorbed water. The

2P–3H structure, on the other hand, displays a rather at

positive anisotropy up to 3 eV, a slight negative peak at 3.3 eV,

and a strong positive anisotropy at around 4.4 eV. The latter

feature is very similar to the high-energy peak of the experi-

mental spectrum. In general, single water molecules do not play

a crucial role for these spectra. Minor discrepancies between the

experiment and calculations in terms of the energies would be

expected from bandgap errors of the exchange-correlation

functional and neglecting defects, oxidation, and domain

boundaries on the surface. These initial results suggest a coex-

istence of H-terminated and Cl-terminated surface, which

would lead to a superposition of the spectra of the respective

structures. While the computational results give already a rst

hint towards the real surface structure, a surface phase diagram

followed by computational spectroscopy of the – numerous –

different structures is required to probe a higher fraction of the

chemical space. In addition, multiple water layers and applied

potentials might be required.49 Due to the signicant involved

computational effort, however, this will have to be le to future

work.

To summarise, our results indicate different mechanisms for

the two electrolyte concentrations. The transients measure-

ments of InP(100) in low acidic concentrations (0.01 M, Fig. 4)

reveal persistently reversible changes in the surface ordering

during cycling. Starting from open-circuit potential, a well-

ordered, ultra-thin oxide layer appears to be dissolved and, in

the case of HCl, replaced by a monolayer of InCl. The spectra

found in the cathodic potential range show a strong negative

anisotropy around 2.5 eV for both HCl and H2SO4, yet with

slight differences. Hydrogen adsorption appears to be involved

as well for both electrolytes. Setting the potential back to open-

circuit, this oxide layer is re-formed and appears to exhibit

a higher degree of ordering than the original, epi-ready oxide on

the wafer as indicated by a slightly more pronounced spectrum

aer the rst cycle. Also in the anodic potential range,

Fig. 6 Potential-step and transient measurements at 2.25 eV in 0.01 M

HCl and in 0.01 M H2SO4.

Fig. 7 Left: top view of the fully Cl-covered surface, as well as the

surface with one and three adsorbed hydrogen atoms of InP(100) (2Cl,

2P–1H, 2P–3H, respectively). The black line indicates the surface unit

cell. Right: computed and experimental (green) RAS of the InP(100) in

contact with 0.01 M HCl solution under the applied potential of −2 V.
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a spectrum different from OCP is found, but less distinct, which

could indicate a lower degree of ordering in this potential range.

The reversibility indicates, that potential cycling does not

involve further etching of the surface, which is typically

accompanied by a gradual loss of interface ordering. Potential

cycling in higher electrolyte concentrations of 0.5 N, on the

other hand, leads to a gradual change in the shape of the cyclic

voltammograms, associated with a gradual loss of interface

ordering, when the nm-thick mixture of oxides and phos-

phates22,23,47 is formed.

4 Conclusions

Using operando electrochemical reection anisotropy spectros-

copy for the study of electrochemical InP(100) interfaces in

contact with HCl and H2SO4, we nd the potential-dependent

formation of well-ordered InP–electrolyte interfaces for low

electrolyte concentrations. Transient measurements indicate

for both electrolytes that there is a reversible formation and

removal of ultra-thin oxide layer, yet only in the case of low-

concentration (0.01 M) electrolytes. In the case of higher-

concentration electrolytes the interface gradually transitions

into an unordered state.

Time-resolved potential step measurements show that the

surface prepared at cathodic potentials is not stable when the

potential is set back to OCP, which hampers the study of the

exact chemical nature of this interface state by standard X-ray

photoelectron spectroscopy. While initial results from compu-

tational RA spectroscopy corroborate the hypothesis that the

structures formed in HCl under cathodic potentials involve InCl

and adsorbed hydrogen, further computational studies, also

under applied potentials, will have to be performed for a more

denitive insight.

In summary, our study shows the potential of electro-

chemical reection anisotropy spectroscopy for the preparation

of well-structured interfaces in the electrolyte. These could then

serve as a starting point for subsequent (photo)-electrochemical

functionalisation, such as deposition of passivation layers and

catalysts, to be used for solar-water-splitting devices.15 As the

process observed here for InP resembles the formation of solid–

electrolyte interphases (SEI),12 electrochemical RAS also has

potential as a technique to gain a microscopic, time-resolved

insight into SEI processes on battery electrodes.
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Photoelectrochemical Schlenk cell
functionalization of multi-junction
water-splitting photoelectrodes

Erica A. Schmitt,1 Margot Guidat,1 Max Nusshör,1 Anna-Lena Renz,1 Kristof Möller,2 Marco Flieg,1

Daniel Lörch,1 Moritz Kölbach,1 and Matthias M. May1,3,*

SUMMARY

Solar water splitting has the potential to significantly contribute to
future greenhouse-gas-free fuels. In photoelectrochemical water
splitting, the solar absorber is in direct contact with the aqueous
electrolyte. This enables a higher level of device integration, but it
also creates additional challenges when compared to decoupled
photovoltaics-electrolysis approaches. Here, we report on the
design of a photoelectrochemical Schlenk cell processing routine
that allows photoelectrochemical interface functionalization under
controlled conditions. Interface inhomogeneities that accelerate
corrosion are hereby reduced, while the photoelectrochemical win-
dow layer from the functionalization reduces voltage and light ab-
sorption losses for the photoelectrode. Applied to a dual-junction
GaInP/GaAs photoelectrode, we demonstrate solar-to-hydrogen ef-
ficiencies of up to 18.8% on increased electrode areas and longer
unbiased electrode lifetimes compared to similar previous work.
This general processing approach should be transferable to other
systems where photoelectrochemical functionalization with optical
in situ control is desirable.

INTRODUCTION

Generating hydrogen from solar energy is expected to be an important building

block of our future carbon-free and sustainable energy supply and storage.1,2

Even though this challenge has been widely discussed for many decades,3,4

hydrogen production via water splitting is still quantitatively negligible compared

to steam reforming from fossil fuels.5

While the currently most mature approach to produce solar hydrogen is to connect

photovoltaic (PV) cells to an electrolyzer,2,6,7 there are also more integrated ap-

proaches for solar water splitting. On an intermediate level of integration, the elec-

trodes for the water-splitting reaction are separate electrodes that still allow heat

exchange with the PV solar cell.1,8 The highest degree of integration, which we

pursue in the following, is reached in a photoelectrochemical (PEC) water-splitting

approach, where the photoelectrode is immersed in the electrolyte and the front

surface of the solar absorber is decorated with co-catalysts.9–11 Here, the harvest-

ing of solar photons and hydrogen evolution are combined in a single device,

allowing for compact designs, low current densities, and—in principle—a low bal-

ance of system cost,12,13 yet these come at the expense of complex challenges for

the design of the involved interfaces. The direct approach has proven to be effi-

cient10,14–16 and could become a complementary technology to large-scale water
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electrolysis using PV-generated electricity. However, efficient and stable operation

requires a very careful design of the solid-liquid interface, and so far, high perfor-

mance combined with electrode lifetimes suitable for commercialization has not

been achieved. The PEC approach implies that the minimum required photovolt-

age to be delivered by the device is given by the sum of the free energy of the

desired reaction plus its overpotentials and that the solar-to-hydrogen (STH) effi-

ciency only depends on the unassisted photocurrent. Together with the shape of

the solar spectrum, this results in dual-junction photoabsorbers as the optimum

in terms of efficiency.15

The higher efficiencies of multi-junction photoabsorbers do, however, come at the

cost of increased device complexity and typically also more expensive materials,

as in the case of the III-V material class. Here, approaches to integrate III-V top ab-

sorber(s) with a silicon substrate, which also acts as a bottom cell, promise to reduce

costs toward commercial feasibility.17,18 The demand for less-abundant material is

hereby particularly lowered since the top absorber is typically more than two mag-

nitudes thinner than the substrate material.

The high degree of integration for PEC processes is mainly based on the fact that the

photoelectrode is in direct contact with the electrolyte. All beneficial characteristics

of PEC water splitting with III-V semiconductors can only be taken advantage of if the

semiconductor-electrolyte interface works at the same time as a charge-selective

contact layer to reduce charge-carrier recombination and as a (electro)chemical

passivation layer.11 The latter serves to prevent corrosion and the correlated loss

of efficiency. This can be achieved by suitable surface functionalization, for which

intentional photocorrosion in a designated preparation environment can be

used.10 Furthermore, the semiconductor surface needs to be provided with a trans-

parent catalyst layer, lowering the high overpotential of the water-splitting reaction.

Finally, light absorption losses from the aqueous electrolyte19 and ion transport los-

ses need to be balanced.20

PEC in situ functionalization allows us to create electrode-electrolyte interfaces that

meet the above-mentioned requirements resulting in the highest conversion effi-

ciencies, yet electrode stabilities are still only in the order of less than a day.10

One reason for the corrosion-induced failure of such photoelectrodes is localized

surface inhomogeneities leading to the formation of pinholes in the protective

layer.21 Figure 1 shows such a case, where a particle on the surface was still present

after wet-chemical etching and prior to functionalization, leading to catalyst

deposition on top of the particle and a defective protection layer below. This is a

well-known challenge in semiconductor processing and the reason for the use of

cleanroom facilities in the semiconductor industry22 but is also increasingly recog-

nized in the electrocatalysis community.23

In this article, we introduce a PEC Schlenk cell processing that allows us to combine

wet-chemical etching with optical in situ control, PEC functionalization, and PEC

characterization in the same glass cell under inert conditions. The cell design offers

a flexible handling with the opportunity to perform two- or three-electrode experi-

ments and to vary the electrolyte layer thickness for balancing transport and optical

losses. Process control is enabled via in situ reflection anisotropy spectroscopy,

which is an established method to monitor epitaxial growth processes.24 We apply

this method to III-V-based multi-junctions, demonstrating high STH efficiencies of

18.8% on already significantly larger surface areas than reported previously and

improved lifetimes.14

ll
OPEN ACCESS

2 Cell Reports Physical Science 4, 101606, October 18, 2023

Please cite this article in press as: Schmitt et al., Photoelectrochemical Schlenk cell functionalization of multi-junction water-splitting photoelectr-
odes, Cell Reports Physical Science (2023), https://doi.org/10.1016/j.xcrp.2023.101606

Article



RESULTS AND DISCUSSION

PEC Schlenk cell processing

To turn a dual-junction photoabsorber with an AlInP window layer into an efficient

photoelectrode, three main process steps are required: the wet-chemical etching

of the cap layer, the formation of a PEC window layer, and finally, the decoration of

the surface with co-electrocatalysts. Here, the main purpose of the Schlenk cell

processing is to establish well-defined process conditions, avoiding contamination

that leads to surface inhomogeneities, pinholes, and ultimately corrosion. For well-

conditioned samples, optical inspection during operation as well as postmortem

analysis by scanning electron microscopy (SEM) reveals that corrosion sets in on

only very few (typically 1–2) sites (see also Figure S11).10 The identification of

such rare sites by SEM prior to operation is not feasible, consequently allowing

only qualitative statements. In our series of prepared samples, we could occasion-

ally identify particles on top of surfaces prior to the introduction of the Schlenk cell

processing but not thereafter. Practical considerations require the minimization of

the cell volume to enable rapid change of process conditions. Furthermore, a var-

iable electrolyte layer thickness is desirable to balance ion transport and light ab-

sorption losses in the electrolyte film above the sample.20 The developed Schlenk

cell depicted in Figure 2A fulfills these criteria and is based on a customized glass

body, which is equipped with four inlets. The three inlets on top of the cell allow

the flexible insertion of different electrodes and the necessary Schlenk valves to

work under inert conditions. The horizontal inlet, depicted in a black color in Fig-

ure 2B, allows the insertion of working electrodes with a diameter up to 23 mm

perpendicular to the quartz window. This is significantly larger than the areas re-

ported for other high-efficiency, III-V-based PEC water splitting approaches, which

were only in the range of 0.1–0.3 cm2.14,16 The working electrode is attached to a

glass rod and inserted through a stopper with a hole. This allows for continuous

adjustment of the distance between the working electrode and the quartz window

and therefore the electrolyte layer in the light path. For relevant electrolyte layer

thicknesses, the position of the working electrode (WE) will mostly be inside the

cap holding the quartz window so that light scattering cannot artificially enhance

Figure 1. Contaminant on the window layer of the PEC cell

Scanning electron microscopy image of a photoelectrochemical cell surface after deposition of Rh

nanoparticles under ambient conditions. The large particles in the middle, here probably fungal

spores, constitute a typical contaminant from ambient air of biologic origin. This impedes surface

functionalization and will result in a point of attack for (photo)corrosion. Scale bar: 1 mm.
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the STH efficiency. Also, the distance between the WE and the counter as well as a

reference electrode can be adjusted.

For the PEC experiments, we use solar absorbers epitaxially grown on a Ge sub-

strate. The bottom cell absorber material is GaAs (Eg = 1.4 eV), followed by the

GaInP top absorber (Eg = 1.8 eV), as depicted in Figure 3. A thin AlInP window

layer with a wide, indirect band gap of > 2:2 eV serves as electron collector, which

is finally covered by a protective cap layer of GaAs. The configuration is similar to

III-V/Si dual-junction solar cells, which are currently under development but do not

yet provide enough photovoltage for highly efficient operation due to charge-car-

rier recombination losses at the III-V/Si interface.18 Yet as soon as photovoltages of

the Si-based dual junctions have improved further toward their physical limit, our

approach should be transferable to this less costly absorber class. This configura-

tion merges the benefits of the more expensive but highly efficient III-V absorber

materials and the scaled-up and hence less pricey technology of Si solar absorbers.

It has to be noted that reducing processing costs is the main leverage for the scal-

ability of III-V-related solar absorbers.17 In terms of materials abundance, indium is

the most critical element in our solar absorber stack. A comparison of the abun-

dance in the continental earth crust with other popular materials for solar water

splitting shows that indium is, for instance, more abundant than bismuth (the

limiting ingredient of BiVO4) and only slightly less abundant than iodine (often pre-

sent in perovskites).25

The samples depicted in Figure 2 were prepared to suit the requirements of the PEC

measurements in the PEC Schlenk cell. In Figure 2C, the preparation process in a

customized stand is depicted to receive the samples as depicted in Figure 2D.

The fixation in the stand ensures the parallel mounting of the photoelectrode and

the quartz window.

A

C

B

D

Figure 2. Photoelectrochemical Schlenk cell setup

(A) Schlenk glass cell with three inlets for Schlenk equipment and electrodes, horizontal inlet for the

sample, and an outlet.

(B) Schematic drawing of the Schlenk glass cell in side view.

(C and D) Sample preparation in a customized stand (C) and prepared sample (D).
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Etching with optical in situ control

Before the catalyst is photoelectrochemically deposited on the surface of the photo-

absorber, the protective GaAs cap layer must be removed in a manner that leaves a

well-defined, homogeneous surface.10 The purpose of the GaAs layer is to protect

the solar absorber from damages due to moisture or mechanical influences prior

to processing. In the case of a PV solar cell, the GaAs layer additionally forms a bar-

rier between the electronic front contact and the AlInP window layer, preventing

metal diffusion toward the bulk, forming undesired alloys. The thickness of the

cap layer differs from 20 nm as a protection layer to 250 nm in a PV solar cell. The

most common way to achieve the removal of this cap layer is wet-chemical etching.

Etching solutions made of H2O2, NH4OH, and H2O are widely used for a selective

removal of GaAs.26 In a previous related work, a 1:1:10 (H2O2 NH4OH:H2O) volume

ratio was used to etch the GaAs cap layer within 5 s.10 For the preparation of the

etching solution, aqueous solutions of H2O2 andNH3 were used, and the stated con-

centration of NH4OH refers to the initial concentration of NH3 before any proton-

ation has occurred. The etching process is believed to consist of two steps: the

oxidation of GaAs by the oxidizing agent H2O2 and the dissolution of the oxides

by the dissolving agent NH4OH.27 Therefore, the etching solution must have a pH

value between 10.1 and 12 to ensure that no residual Ga oxides are present on

the surface after etching (pH < 10:1) and to prevent H2O2 dissociation (pH > 12).

Furthermore, the time of etching should be long enough to be resolved by the op-

tical in situ probe. Hence, the volume ratio of the etching solution of 1:1:200 (H2O2

NH4OH:H2O) was chosen to fulfill these two conditions.

A careful choice of the etching solution allows us to realize a highly selective

etching, i.e., the etching rate ratio of the topmost layer to the layer below must

typically be greater than five,26 which minimizes etching into the underlying win-

dow layer. Furthermore, the choice of the solution should also allow for isotropic

etching to result in a homogeneously etched surface. Here, etch process optimiza-

tion can benefit from real-time in situ monitoring. For a well-defined control of the

A B

C

D

Figure 3. Layer stack of the photoelectrochemical solar cell

(A) Layer stack; t1 and t2 and U denote tunnel junctions and ohmic back contact, respectively;

vertical arrows indicate selective chemical etching of the cap layer.

(B) Chemical and photoelectrochemical surface transformation of the AlInP window layer in an

aqueous solution of RhCl3.

(C) Photoelectrodeposition of electrocatalyst nanoparticles.

(D) Scanning electron microscope image of the surface after Rh catalyst deposition; scale bar: 1 mm.

Adapted from May et al.10
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solid-liquid interface evolution, the characterization technique considered should

be surface sensitive and non-destructive and should offer a reasonable time reso-

lution to observe the transition from one material layer to another. Reflection

anisotropy spectroscopy falls within the available techniques that fulfill these re-

quirements.28,29 Its principle is illustrated in Figure 4, and the setup is detailed

in the experimental procedures. In short, reflection anisotropy spectroscopy

(RAS) is a linear optical technique that measures the optical in-plane anisotropy

in a simple near-normal incidence reflection geometry. More specifically, it probes

the difference in reflectivity, Dr, between two orthogonal directions, x and y, of the

surface plane, normalized by the mean overall reflectivity (Equation 1). RAS is sen-

sitive to changes in surface composition, surface structure, environment at the

interface, electric fields, and internal strain, which is, in principle, beneficial but

also renders signal analysis complex.28 For heteroepitaxial samples, another de-

gree of complexity is added, as layers from different buried heterointerfaces can

also contribute to the signal.

RAS : =

Dr

r
= 2$

rx � ry
rx+ry

(Equation 1)

To determine the etching time, we fit the time-resolved signal, the transient, with a

sigmoid function given in Equation 2, adapted from Sombrio et al.30 The photon

energy for the transient is chosen in such a way that no Fabry-Perot oscillations

are present, and a sigmoid decrease of the anisotropy value is observed. t is a

time constant, and t0 corresponds to the time of the inflection point of the transient.

Figure 4. In situ electrochemical RAS setup for the PEC Schlenk cell

Schematic of the RAS setup used to monitor the etching and functionalization process of the

photoelectrode in solution.
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RASi and RASf are the anisotropy values at the beginning and the end of the etching

process, respectively.

f ðtÞ =

RASi � RASf

1+exp

�

t � t0
t

�+RASf (Equation 2)

The etching time is then defined as the time during which the growth rate of the func-

tion f is less than 97%:

f ðtÞ � f ðtiÞ

f ðtNÞ � f ðtiÞ
%0:97: (Equation 3)

The RA spectra of the solar absorber in water, prior to and after the etching process,

are shown in Figure 5. The orange and green spectra correspond to GaAs and AlInP,

respectively. The GaAs spectrum resembles an n-type, oxidized GaAs(100) sur-

face.31,32 The main features of the GaAs RA spectrum are found at the E1 and

E1 + d E1 critical points at around 2.6 and 3.2 eV, respectively. The AlInP spectrum

is well distinguishable from the one of GaAs, especially around 2.6 and 3.7 eV, where

it shows two main characteristic peaks. For this reason, to control the etching pro-

cess, a transient is measured at 2.6 eV, where the anisotropy is expected to signifi-

cantly drop. The etch monitoring is illustrated in the inset of Figure 5. The high

signal-to-noise ratio of the time-resolved anisotropy and the large anisotropy

drop between 20 and 35 s allow for a well-defined etch process monitoring with

RAS. The artifact present at around 15 s corresponds to the addition of etching so-

lution from the bottom to the top of the sample. To facilitate fitting of the transient

with a higher precision, the latter is smoothed with a Savitzky-Golay filter. Smoothed

transients are then fitted with Equation 2, and the etching time is determined with

Equation 3. Over five different etched samples, a mean etching time of 14.8 s with

a standard deviation of 1.6 s is determined, and no traces of residual GaAs were

found (see also Figure S1). It is therefore possible to precisely control the removal

of the GaAs cap layer in the time domain by in situ RAS monitoring without the

requirement of time-consuming ex situ analysis. Assessment of the structural quality

of the obtained surface is straightforwardly possible on a fingerprint basis from the

Figure 5. RA spectra of the photoelectrode before and after etching

RA spectra of the photoelectrode before and after etching. The orange and green curves

correspond to GaAs and AlInP termination, respectively. The inset shows the time-resolved optical

anisotropy at a photon energy of 2.6 eV during etching and the corresponding curve fit to

determine the etch time.
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spectrum, which would change upon modifications in structure and composition at

the surface. Sample or process agent contamination, but also changes in ambient

illumination, can impact the etching process kinetics and the final results.33,34

Hence, evaluating both spectra and transients is highly desirable for the control of

the resulting interfacial properties. Our results suggest that the method could also

be instrumental for wet-(electro)chemical processing of other crystalline materials.

Variable water layer thickness

The absorption of light by water-based electrolytes is a well-known challenge for

PEC water splitting. As the effect is most pronounced in the near-infrared (IR) region,

it is especially relevant for high-efficiency multi-junction photoelectrodes, which

comprise absorbers with band gaps below 1.5 eV.15,19,35,36 An example is depicted

in Figure S2A, showing simulations assuming the AM1.5G spectrum traveling

through a water layer of 10 and 50 mm thickness in comparison with the genuine

AM1.5G spectrum.20 However, a thin electrolyte layer with accordingly low absorp-

tion induces significant overpotential losses from ion transport. Hence, an optimum

exists that counter-balances losses from light absorption and ion transport. In the

case of a dual junction with a Si bottom cell, simulations showed that the theoretical

optimum for the water layer thickness between the photoelectrode and the quartz

window is about 5 mm, yet this also depends on the electrolyte and the exact elec-

trode configuration.20 Our setup allows us to continuously vary the electrolyte layer

thickness, adapting an optimum thickness as a function of electrolyte conductivity

and absorber band gaps. Figure S3A shows a variation of the water layer thickness

between 1 and 30 mm for a triple junction with an active Ge bottom cell, where

the effect is more pronounced than for the dual junctions. The experimental data

for the unbiased, two-electrode case lies in between the modeled losses displayed

in Figure S3B, which is to be expected, as our model neglects effects of electrode

geometries impacting transport overpotentials but also diode non-idealities. Our re-

sults on the water layer thickness for the triple junction deviate to some extent from

the results of Moon et al.,36 who find their best results for the same type of solar

absorber with 2 mm water layer thickness. This might, however, be due to their

different light source, which does not allow such a fine-grained tuning, or their

TiO2-coated layer stack with decreased transparency or reduced anti-reflective

properties, as they also find a reduced overall current density. In the following, we

employ an electrolyte thickness of 5 mm for the dual-junction absorbers.

Surface functionalization and water-splitting performance

After wet-chemical etching of the dual-junction solar absorbers, the AlInP window

layer, which is not intrinsically stable in an aqueous electrolyte, was functionalized pho-

toelectrochemically and decorated with Rh nanoparticles as co-electrocatalysts in a

procedure adapted fromMay et al.10 The functionalization results in a mixture of phos-

phites, phosphates, and oxides that exhibit a suitable band alignment and improved

electrochemical stability.10 The processed dual-junction samples typically had an

active area of around 0.75 cm2 due to epoxy resin covering the edges of the initially

squared 1 cm2 samples. They were then subject to benchmarking under chopped

AM1.5G illumination using a multi-LED solar simulator Wavelabs Sinus-220 with inte-

grated spectrometer. Figure 6 shows the current densities over time in a two-electrode

setup without bias voltage (see also Video S1 for typical operation conditions).

We observe an initial STH efficiency of 18%, and the efficiency is kept > 15% for more

than 40min for the champion sample B (see Table 1). The presented samples A, B, C,

and D were prepared and measured consecutively. The underlying assumption for

the determination of the STH efficiency from the photocurrent is a near-unity

ll
OPEN ACCESS

8 Cell Reports Physical Science 4, 101606, October 18, 2023

Please cite this article in press as: Schmitt et al., Photoelectrochemical Schlenk cell functionalization of multi-junction water-splitting photoelectr-
odes, Cell Reports Physical Science (2023), https://doi.org/10.1016/j.xcrp.2023.101606

Article



Faradaic efficiency. This can, however, be justified by the stack of thin epitaxial

layers, as the dissolution of the AlInP window layer (<50 nm) would directly lead

to a breakdown of photovoltage due to charge-carrier recombination with drastic

reduction of the current density.10 Assuming a cathodic dissolution of AlInP

releasing PH3, a charge of about 20 mC/cm2 would be required to dissolve the com-

plete window layer of 20 nm thickness. With the measured current densities, this

charge would be transferred in less than 2 s, which justifies the assumption of a

near-unity Faradaic efficiency. Slow corrosion still leads to a degradation of the

photocurrent density, and after 100 min, the photocurrent transients around the

dark periods start to show the typical spikes associated with the onset of charge-car-

rier recombination.37 To assess the time evolution of photodegradation more quan-

titatively, we employ the STHi definition,
35 giving the average performance of the

photoelectrode on a logarithmic time axis as defined in Equation 4, taking into ac-

count only the time of illumination. The results for a sequence of samples are shown

in Table 1 and Figure S4.

STHi =
1

10i

Z 10i

0

STHðtÞdt (Equation 4)

As already noted above, surface inhomogeneities from epitaxial growth, sample

handling (Figure 1), or additionally grown protection layers can greatly accelerate

surface corrosion.10,21 The probability for such defects grows with the sample

area, and consequently, sample sizes in the literature for high-efficiency, immersed

photoelectrodes were often only in the order of 0.1–0.3 cm2.14,16 Yet also in our

case, surface corrosion remains the major challenge to be addressed by further im-

provements of the surface functionalization routine or the combination with comple-

mentary protection layers. Such protection layers need to be, just like the catalyst,

optically transparent, provide excellent electron transport properties, and be chem-

ically stable in an acidic environment. A material that, in principle, meets these re-

quirements is crystalline, atomic layer-deposited (ALD) TiO2.
38 Still, challenges

such as the formation of pinholes and the energetic alignment between these ALD

interlayers, the underlying absorbers, and the overlying catalyst are often perfor-

mance limiting and therefore the subjects of current research. From the electrolyte

side, the reduction of acidity can be considered for further stability improvements,

while the efficiency will be lowered here due to transport overpotentials.20

Figure 6. Current density of champion sample B

Current density of champion sample B measured in the described PEC cell after surface

functionalization ibidem (0 V vs. IrOx CE, simulated chopped AM1.5G, 1 M HClO4). The inset

exemplary shows the current density during three illuminated and two dark periods.
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Degradation in the investigated samples can be observed with the removal of Rh

catalyst particles from the absorber surface as depicted in the SEM picture of sample

D in Figure S9. Removal of catalyst nanoparticles can be induced by the mechanical

stress from the formation of hydrogen bubbles. This problem could be approached

by the use of surfactants, which reduce bubble sizes,9,10 yet such surfactants also

need to be inert. Another reason for the Rh removal can be corrosion of the under-

lying window layer, which is observed in the X-ray photoelectron spectroscopy (XPS)

measurements in Figures S6–S8. Here, we observe that the AlInP signatures partially

vanish after extended operation of the PEC cell, indicating the dissolution of the win-

dow layer. While an increase of the catalyst loading would therefore also be a route

toward increased stability of the device, this does, beyond a threshold, also increase

light absorption by the catalyst layer and hence reduce efficiency.35

To summarize, the PEC Schlenk cell processing presented in this work enables PEC

surface functionalization under well-controlled conditions, avoiding a glovebox or

cleanroom facilities. An optical in situ process control using RAS was implemented

and allows us to further improve reproducibility and quantification of sample-to-

sample variations. We could exemplarily demonstrate the benefits of the method

by achieving high STH efficiencies of up to 18.8% of an immersed PEC system.

The active sample areas are already significantly larger than previously reported

(at 19.3% STH) for a similarly processed system where only 30 min of unbiased water

splitting was demonstrated,14which can probably, at least to some extent, be attrib-

uted to improved homogeneity of the overall processing here (see also Figure S10).

The flexibility of the setup, in principle, allows for further spectroelectrochemical

methods to be employed, such as IR or Raman spectroscopy. The variable electro-

lyte top layer thickness allows us to set the optimum distance to the front window,

which depends on the electrolyte, the (bottom) absorber, and the geometry of the

setup with respect to the placement of the counter-electrode. Surface treatments af-

ter (bulk) synthesis are also common for other materials, such as the CoPi photoelec-

trodeposition on BiVO4,
39 and hence the approach could also be beneficial for ma-

terial classes beyond III-V. For future product analysis and the prevention of gas

crossover, we will further adapt the setup to include a membrane assembly between

the electrodes. While ultimately, outdoor efficiency benchmarking should also be

envisaged,40 our results are already a first step toward scaling up PEC photoelec-

trode processing, which will be required for realistic application cases.

EXPERIMENTAL PROCEDURES

Resource availability

Lead contact

Further information and requests for resources should be directed to and will be ful-

filled by the lead contact, Matthias M. May (matthias.may@uni-tuebingen.de).

Table 1. STHi efficiencies for four samples values derived from unbiased, two-electrode

operation under simulated AM1.5G illumination, rounded down to one decimal place

Time (s) (%) A B C D

1 STH0 18.1 18.0 16.2 18.8

10 STH1 17.5 17.9 16.0 16.6

100 STH2 16.6 17.5 15.6 13.7

1,000 STH3 15.2 16.7 14.9 12.9

Samples were prepared under similar conditions and in succession. See also Table S1 and Figure S4.
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Materials availability

This study did not generate new unique reagents.

Data and code availability

The data that support the findings of this study are openly available on Zenodo at

https://doi.org/10.5281/zenodo.8279703.

RAS

The RA spectra were measured with an RA spectrometer (EpiRAS from Laytec)

equipped with a Xenon light source. The setup used for the in situ etching moni-

toring is illustrated in Figure 4. To allow RAS measurements of the surface of the

photoabsorber mounted vertically in the glass cell, a mirror is placed below the

spectrometer at an angle of 45� and in front of the sample. The light, initially lin-

early polarized, is reflected on the mirror and reaches the sample (green light

path). An eventual imperfect vertical position of the sample is corrected by an

anti-wobble mirror (AWM) after the first reflection of the light on the surface

(pink light path). After the second reflection on the photoelectrode, the light,

now elliptically polarized due to the optical anisotropy, reaches the detector of

the spectrometer.

The reference spectrum of the epitaxial layer stack, corresponding to the GaAs-

terminated surface, was taken in water during the cleaning process of the cell. For

the etch monitoring, a solution of 1:1:200 (H2O2:NH4OH:H2O; H2O2 supplied by

Merck 30%, NH4OH supplied by Merck 25%) was prepared. Before starting the tran-

sient, the PEC cell was filled with the etching solution just below the bottom of the

electrode. 10 s after the start of the transient, the electrode was fully covered with

the etching solution. 30 s after the sample was fully covered, the etching solution

was removed. The spectral signature of AlInP can slightly vary depending on the

time of contact of the etching solution with the surface of the PEC cell. To avoid sig-

nificant variation of the AlInP spectrum and to prevent the etching of AlInP by the re-

sidual etching solution present on the surface of the electrode, the PEC cell was

rinsed three times with ultra-pure water within 1 min after the etching process was

completed. The spectrum after etching was measured in water during the third

cleaning step. Note that for all spectra, a baseline correction is applied to the RA

spectra and to the transient by subtracting the sum of two spectra where the sample

has been rotated by 90� in between.

Sample preparation

A glass rod was cut to length, followed by the insertion of a copper cable. The glass

rod was then fixed in the customized steel stand. The 1 3 1 cm2 solar absorber was

positioned underneath the rod on a PTFE mount. The wire was then connected to

the backside gold contact of the photoelectrode with silver resin. Afterward, the

glass rod was attached to the absorber with epoxy resin ‘‘Epoxies 10–3046’’ (Ep-

oxies Etc.). The epoxy was cured for 30 min at ambient conditions. Finally, the

gold back contact, the sample edges, and the skinned wire were fully covered

with epoxy and left to dry at ambient conditions over night. To avoid pinholes,

the epoxy-covered areas were then fully covered again and left to cure for 24 h

at ambient conditions. The absorbers from AZUR SPACE were based on their com-

mercial ‘‘TJ Solar Cell 3G30C - Advanced’’ epitaxial structure with a bottom-up

monocrystalline layer stack of Ge (band gap 0.7 eV), GaAs (1.4 eV), and GaInP

(1.8 eV) and an intentionally reduced GaAs-cap layer thickness of 20 nm to simplify

and support the in situ etching procedure prior to functionalization. Under PV oper-

ation, these triple-junction cells deliver an open-circuit voltage of ca. 2.35 V,
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resulting in an expected open-circuit voltage for the dual junction of about

1.9 V (see also Figure S5) after subtraction of the voltage of the Ge bottom cell

(0.45 V).

Surface functionalization

For the etching, the sample was first inserted into the Schlenk cell. Next, the pressure

in the cell was reduced, and it was flushed with N2 three times. Afterward, and after

every preparation step, the cell was cleaned with water (MilliQ grade) under an N2

counterflow two times. The surface functionalization was adapted from May

et al.10 For the surface functionalization and deposition of Rh nanoparticles of sam-

ple A, a 0.5 mM aqueous solution of RhCl3 (99.98%, Sigma Aldrich) and 0.5 M KCl

(99.997%, Alfa Aesar) was used. For samples B and C, a 5 mM aqueous solution

was used, and for sample D, a 2.5 mM aqueous solution of RhCl3 (99.98%, Sigma

Aldrich) and 0.5 M KCl (99.997%, Alfa Aesar) was used. The deposition was per-

formed in a three-electrode setup with the sample as a WE, a glassy carbon

counter-electrode (> 99:9% carbon, carbon rod electrode 6/60 mm, redox.me),

and an Ag/AgCl reference electrode (913 pH Meter, Metrohm). The samples were

treated in the RhCl3 solution under open-circuit potential and 100 s illumination

(AM1.5G). The light source was a Wavelabs Sinus-220 LED solar simulator with inte-

grated spectrometer for automated spectral correction.

Chronoamperometry

The setup for determination of the current density was a two-electrode setup with an

IrOx counter-electrode (4 cm2, IrOx on a titanium mesh with 12 g Ir/m2, Metakem) at

0 V bias voltage, controlled by a Zahner ZenniumPro potentiostat. The Sinus-220 so-

lar simulator provided the AM1.5G spectrum at the location of the glass cell. The

spectral mismatch of this light source is <5% (A++), and the uniformity fulfills the re-

quirements of class A+. The spectral range is 400–1,100 nm. The Schlenk cell was

equipped with a quartz plate as the front window. The electrolyte was 1 M HClO4.

The determination of the active sample surface was carried out with the software Im-

ageJ.41 The area was determined five times from one picture to form an average

value. For the sample measured in Figure 6, the average size determined with that

is 0.76 G 0.01 cm2.
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Hauser, H., Beutel, P., Razek, N., Wimplinger,
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Feifel, M., Abdi, F.F., and May, M.M. (2021).
Counterbalancing light absorption and ionic
transport losses in the electrolyte for
integrated solar water splitting with III–V/Si
dual-junctions. Appl. Phys. Lett. 119, 083904.
https://doi.org/10.1063/5.0060700.

21. Didden, A., Hillebrand, P., Dam, B., and van de
Krol, R. (2015). Photocorrosion mechanism of
TiO2-coated photoanodes. Int. J. Photoenergy
2015, 1–8. https://doi.org/10.1155/2015/
457980.

22. Ma, Z., Liu, X., and Zhang, T. (2021).
Measurement and optimization on the energy
consumption of fans in semiconductor
cleanrooms. Build. Environ. 197, 107842. https://
doi.org/10.1016/j.buildenv.2021.107842.

23. Wei, C., Rao, R.R., Peng, J., Huang, B.,
Stephens, I.E.L., Risch, M., Xu, Z.J., and Shao-
Horn, Y. (2019). Recommended Practices and
Benchmark Activity for Hydrogen and Oxygen
Electrocatalysis in Water Splitting and Fuel
Cells. Adv. Mater. 31, 1806296. https://doi.org/
10.1002/adma.201806296.

24. Haberland, K., Kurpas, P., Pristovsek, M.,
Zettler, J.T., Weyers, M., and Richter, W. (1999).
Spectroscopic process sensors in MOVPE
device production. Appl. Phys. A: Mater. Sci.
Process. 68, 309–313. https://doi.org/10.1007/
s003390050893.

25. Haynes, W.M., Lide, D.R., Bruno, T.J. (Eds.)CRC
Handbook of Chemistry and Physics. 97 ed.,
CRC Press. https://doi.org/10.1201/
9781315380476.

26. Clawson, A. (2001). Guide to references on III–V
semiconductor chemical etching. Mater. Sci.
Eng. R Rep. 31, 1–438. https://doi.org/10.1016/
S0927-796X(00)00027-9.

27. Bryce, C., and Berk, D. (1996). Kinetics of gaas
dissolution in H2O2-NH4OH-H2O solutions.
Ind. Eng. Chem. Res. 35, 4464–4470. https://
doi.org/10.1021/ie960278t.
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in AlCl3-free electrolytes comprising a non-effective pre-treat-

ment in IL, an oxide layer reformation inside the glovebox

between pre-treatment and cycling or an oxide layer reforma-

tion after immersion in non-corrosive electrolytes.[2,18] Earlier

studies have already claimed that the instability and the

irregular nature of the Al-IL solid-electrolyte interphase (SEI)

render the pre-treatment in IL inefficient.[19]

These findings and hypotheses can, in principle, be probed

by in situ reflection anisotropy spectroscopy (RAS). Since the

latter operates at near normal-incidence reflection, its setup

makes it (rather) straightforward to integrate with other

techniques.[20,21] RAS, as a non-destructive optical surface

analysis can, for instance, provide more insight into the

evolution of the surface either during immersion pre-treatment

or during electrochemical cycling inside a glovebox. In battery

research, RAS has the potential to give insight into SEI

formation, metal stripping/plating, as well as ion transport

processes. In the working principle of RAS, linearly polarized

light impinges at near-normal incidence on a single-crystalline

surface.[21,22] The difference in reflectivity, ûr, with respect to two

orthogonal directions in the surface plane (x, y) is then

measured and scaled with the mean reflectivity, r. The surface’s

anisotropy can be determined according to Equation (1):

RAS :
Dr

r
¼ 2 � rx � ry

rx þ ry
(1)

The anisotropy of the signal can arise from both the surface

and the bulk of the sample due to the penetration depth of

light in the material. In the case of cubic crystals with isotropic

bulk, it is possible to exclusively get information about the

surface. With such a technique, changes in surface structure

and surface chemistry can be studied with a time resolution of

about 10 ms. Furthermore, real-time monitoring in an electro-

chemical environment is possible.[22] Since RAS is restricted to

single crystals, the present study focuses on the evolution of

Al(110) in the IL electrolyte. Previous work on the corrosion of

Al foils in the presence of HCl under galvanostatic conditions

has revealed that the evolution of the surface morphology and

the evolution of the etching pits depends significantly on the

initial morphology of the surface, its impurities and the

composition of the surface oxide.[23] Performing experiments

with Al single crystals allows working with surfaces that are

initially highly pure with a very low surface roughness

(<0.1 nm) and a smooth and homogeneous oxide layer on top.

For a more detailed understanding of RA-spectra, it is necessary

to complement RAS with other surface-sensitive techniques

such as XPS and scanning tunneling microscopy (STM), or

computational RAS.

In this study, we first establish the experimental and

computational spectra of Al(110) surfaces with different surface

terminations or in different environments. In a second part, we

monitor the evolution of the oxide layer upon pre-treatment in

IL (1 :1.5) by in situ RAS and we correlate the results with

computational RAS, scanning electron microscopy (SEM) and

energy-dispersive X-ray analysis (EDX). The third section inves-

tigates the possibility to use in situ RAS to study the Al(110)-IL

(1 : 1.5) interface during electrochemical cycling. The experimen-

tal work presented here provides the first application of RAS on

a battery system.

Results and Discussion

Computational and experimental Al(110) reference spectra

A previous study has already investigated RA-spectra of clean

Al(110) surfaces prepared in an ultra-high vacuum environment

as well as oxygenated Al(110) surfaces.[24] It was found that the

characteristic anisotropic peak at about 1.5 eV is related to bulk

Al(110) (interband transition), and is weakly affected by surface

oxidation. The latter reduces the strength of the peak at 1.5 eV

and shifts it to 1.45 eV. After 50 Langmuir of oxygen coverage,

the oxide layer becomes amorphous and optically isotropic.

Hence, above this amount of coverage, no meaningful changes

in the anisotropy intensities can be detected anymore. Due to

the strong anisotropy arising from its bulk, studying a (110)

crystalline surface by RAS is to some extent reducing its surface-

sensitivity because both bulk and surface anisotropy contribute

to the RA-spectrum. However, (110) remains the orientation of

choice compared to the commonly used (100) and (111)

surfaces, where the surface is isotropic and, therefore, does not

contribute to the RA-spectrum.

To understand the sensitivity of the RA-spectra to oxygen

coverage, we model Al(110) surfaces with different amounts of

O atoms on top, i. e., coverage of half a monolayer (0.5 ML) and

one monolayer (1 ML). Figure 1a presents the computed RA-

spectra of the clean and covered Al(110) surfaces. Similar to the

experimental and theoretical results of Herrmann et al., our

calculation of the clean surface yields a pronounced peak at

1.48 eV.[24] However, our calculated RA-spectrum is more similar

to their experimental spectrum.[24] For instance, we find a

negative anisotropy at 1.2 eV, which is also shown in their

experimental spectrum, but is not observed in their theoretical

result.[24] In principle, we and Herrmann et al. carried out first-

principles calculations within the generalized gradient approx-

imation, and also employed the same method for the

calculation of the dielectric function, i. e. the IP-RPA approach.

The main difference is the number of layers of the Al(110)

surface. We and they modeled 21 and 16 layers, respectively. A

different study revealed that the thickness of the slab has an

effect on the RAS spectrum.[25] In addition, they used a

computed bulk dielectric function for the RAS calculation, while

an experimental one was adopted in our calculations. Note that

by increasing the oxygen coverage, the negative peak at 1.2 eV

is slightly shifted to lower energies, while the intensity of the

characteristic peak at 1.48 eV is proportionally reduced.

Since the oxygen concentration inside our glovebox is in

the order of 0.5 ppm, the Al crystal can, due to its high

reactivity, be considered to be passivated with an oxide layer.

Thus, it is appropriate to compare an experimental spectrum

with a theoretical spectrum corresponding to Al(110) with at

least one oxygen monolayer on top.
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Figure 1b shows the experimental reference RA-spectra

corresponding to the Al(110) surface and the Al(110)-IL inter-

face. The reference spectrum of the as-received Al(110) crystal

shows the same characteristics as the theoretical spectrum

shown in Figure 1a. The anisotropy intensity is similar to the

one of a monolayer oxygen coverage, suggesting that an oxide

layer of about one monolayer passivates the Al surface. Since

the resolution of the RA-spectra is significantly impacted by the

setup, i. e. by the presence of a thick and coloured electrolyte

layer, the data presented in this paper have a low signal-to-

noise ratio. In particular, the spectrum of Al(110) in the IL suffers

from a low signal-to-noise ratio beyond 3.0 eV due to the light

absorption from the electrolyte at these energies. Moreover,

due to the energy-range limitation of the spectrometer, it is not

possible to access energies below 1.44 eV. Therefore, all the

following graphics are restricted to an energy range between

1.44 and 2.5 eV, which allows better visibility of the area of

interest. Figure 1b exhibits a small anisotropy offset already in

the energy range of 1.44–3.0 eV when Al(110) is immersed in IL.

Since the bulk electrolyte is not expected to be structured and

should, therefore, not contribute to the optical anisotropy in

this energy range, the anisotropic offset is expected to originate

from an imperfect baseline correction or from a linear electro-

optic effect from structured electrolyte molecules acting as

dipoles at the near-Al surface. Further explanations are the

dependence of the chemical interactions between the surface

and the electrolyte, resulting in a modification in the morphol-

ogy or composition of the surface.

Surface pre-treatment

For the surface pre-treatment, continuous RA-spectra (colour-

plot) were recorded over the time for 2 h of immersion of the Al

crystal C1 in IL and are presented in Figure 2a. On the

colourplot (CP), changes related to the peak at 1.5 eV are

observed upon immersion. The width of the peak is conserved,

but its anisotropy drops in the first phase before increasing

Figure 1. (a) Computed RA-spectra of the clean Al(110) (red), half monolayer (black) and monolayer (blue) coverage of O atoms on the surface. The insets

show a top view of the 0.5 ML and 1 ML structures covered with oxygen. Oxygen and Aluminium atoms are depicted in red and light blue, respectively. The

unit cells are indicated by the black lines. (b) Reference spectra of the Al(110) surface in Argon atmosphere and of the Al(110)-IL interface directly after

immersion.

Figure 2. (a) Colourplot (CP) of Al(110) upon immersion in IL for 2 h. (b) Transient at 1.49 eV extracted from the CP. The purple and blue curves correspond to

the evolution of the anisotropy and the reflectance over the time, respectively. The black curves correspond to the transients data filtered with a Savitzky–

Golay filter.
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slightly above its initial value. For better visibility on the trend

of the CP, a transient at 1.49 eV together with the reflectance

(proportional to the DC signal) over the time at 1.49 eV are

extracted and shown in Figure 2b. Here, the decrease in the

anisotropy and the reflectance until the first half hour of the

pre-treatment is noticeable, i. e. the interface deteriorates over

time. The loss in the interface ordering is expected to originate

from partial oxide layer removal and electrolyte decomposition.

Previous studies have shown that after immersion or cycling of

Al in IL, the Al surface contains a trace amount of chlorine from

residual electrolyte that adsorbs on the oxide layer.[26,27]

Furthermore, due to trace amounts of water originating from

the glovebox atmosphere, AlCl3 undergoes a hydrolysis leading

to the formation of Al(OH)3, Al2O3, and HCl, which can affect the

Al-IL interface.[26] In the second phase, the anisotropy rises until

slightly above its initial value at the end of the pre-treatment,

meaning that the ordering at the interface. The rupture of the

oxide film that partially dissolves in the electrolyte and then

leads to the appearance of active sites on the surface would

explain the increase of the RA intensity at the end of the pre-

treatment. Concerning the DC signal, it progressively decreases

until the end of the pre-treatment, confirming that the increase

in ordering at the interface does no occur homogeneously over

the surface plane and that some areas of the interface keep

deteriorating. The formed solid electrolyte interface consisting

of the byproducts of the IL electrolyte and repassivated Al2O3

oxide film on the Al surface complicates the interpretation of

the RA-spectra. Hence, we will in the following refer to the

layers present on the Al surface as the passivation layer. To

minimize the contribution of the electrolyte film to the spectra,

a comparison of spectra and SEM pictures taken before and

after pre-treatment (in the absence of electrolyte) is shown in

Figure 3.

Figure 3a–b compares the RA-spectra and the DC signals of

the Al(110) surface before and after pre-treatment in IL, as well

as the relative ratio of the RA-spectrum taken after pre-

treatment, divided by the one taken before pre-treatment and

the difference between the DC signals. The DC signal is

proportional to the reflectance of the Al surface and correlating

it with the anisotropy can help understanding the surface

evolution. In Figure 1a, apparent changes in the peak at 1.5 eV

between non-treated and treated surfaces are displayed. An

increase of the anisotropy after pre-treatment is observed.

According to the results discussed in Figure 1a, this increase

indicates a reduction in oxygen coverage. A comparison of the

RA-intensities between the theoretical and experimental spectra

suggests that the crystal is initially covered by about one

monolayer of oxygen. After pre-treatment, the anisotropy

maintains a value between 4 and 5 at 1.5 eV, suggesting that

the surface is still partially covered by oxygen after pre-

treatment. Taking into account the oxygen content from the

glovebox atmosphere, it is to be expected that surfaces re-

oxidize after pre-treatment.

For a better understanding, the evolution of the anisotropy

is compared to the evolution of the DC signal before and after

pre-treatment (Figure 3b). An increase in reflectance and

anisotropy implies, according to Figure 1a, a progressive

removal of an oxide layer, leaving behind a cleaner surface.

However, as depicted in Figure 3a–b, the DC signal decreases

after pre-treatment while the RAS signal increases, which is a

typical signature of surface roughening. Moreover, it is

important to notice that both the RA-spectra ratio and DC

signals difference lead to a rather constant value over the whole

photon energy range. It suggests that either the surface is

getting rougher, rather than its passivation layer reduced or the

increase in surface in-homogeneity is more prominent in the

evolution of the RA-spectrum than the reduction in the

passivation layer thickness. These observations are in agree-

ment with the conclusions from Natishan et al. on the reaction

mechanism between chlorine and Al/Al2O3 in chlorine-contain-

ing electrolytes.[28] They demonstrated that after its adsorption

on Al2O3, Cl
� is incorporated into the bulk of the oxide and

moves towards the oxide/metal interface. Afterwards, Cl�

reaches the oxide/metal interface leading to blister formation

and rupture of Al2O3 oxide film. The rupture of the oxide film,

however, occurs only locally and leads to a heterogeneous,

porous oxide layer with pitting corrosion. Assuming a similar

mechanism on the oxidized Al(110) surface in the presence of

Figure 3. RA-spectra and their ratio (a) and DC signals and their absolute difference (b) of Al(110) surface before and after pre-treatment in IL. (c) and

(d) provide the SEM pictures taken before and after pre-treatment, respectively.
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Al2Cl7
� and AlCl4

� species would explain why not only the

surface roughness increases, leading to an overall increase in

the anisotropy, but also the anisotropy increases at around

1.5 eV due to the appearance of clean Al(110) surface spots.

This interpretation implies that the surface is getting inhomoge-

neous on a microscopic scale.

To complement our findings from the RAS data, SEM

pictures and EDX analysis were performed on the Al crystal after

it was pre-treated and clean-connect transferred to the SEM

chamber. Figure 3c–d compares the SEM pictures of the crystal

before (as received from the supplier) and after pre-treatment,

respectively. On the picture from Figure 3c, the as-received Al

surface presents some scratches from the last polishing steps

performed by the supplying company during the surface

preparationof the crystal. The surface also contains particles of

less than 1 �m in size composed of SiO2. Since the last polishing

step for Al crystals usually involves the use of a SiO2 particle

suspension, the presence of these particles is also attributed to

residuals from the surface preparation process.[29] Figure 3d

differs considerably from 3c in morphology and composition.

The picture taken after pre-treatment shows an inhomogeneous

surface made of a gray matrix with dark puddles on top.

Displayed on Figures S2, S3 and Table S1, the EDX analysis of

the same area indicates that grey matrix is composed almost

exclusively of Al with low amounts of C, O and Cl (below 1

atomic weight %), while the dark areas present significant

amounts of C (6–7 weight %), O (3–4 weight %), N (2–

4 weight %) and Cl (4–5 weight %) and a decrease in Al content.

It indicates that the pre-treatment of Al in the IL leads to the

emergence of active site areas and areas where the electrolyte

decomposes and adds on to the initial surface oxide layer.

These results match our RAS interpretation as well as those of

earlier studies.[9,19]

The change in anisotropy and reflectance upon surface pre-

treatment indicates that RAS is sensitive to the evolution of the

Al(110) surface in IL and allows in situ access. Yet the formed

interface/interphase is very complex and the interpretation of

the spectra is not straightforward. Furthermore, since our

spectrometer averages over the whole measurement spot of

several mm2, the measurements average over in-plane surface

inhomogeneities. Therefore, it is not possible to disentangle if

the changes in the anisotropy over the pre-treatment are

homogeneously distributed on the surface or are a sum of

contributions from inhomogeneous areas on the surface. A

parallel in situ investigation with reflection anisotropy micro-

scopy (RAM) would provide a better spatial resolution and allow

the elucidation of the different contributions. However, it would

require, in addition to the spectrometer detector and the UV-

visible light source, the inclusion of a camera, an objective lens,

and a laser light source. Combining spectroscopy and micro-

scopy is not achievable with our commercially available

spectrometer but could, in principle, be implemented in a

custom-build reflection anisotropy setup. Although they are

currently limited to single-wavelength studies, RAM or 2D-

surface optical reflectance (2D-SOR) have already demonstrated

surfaces monitoring with spatial resolutions of about 5–

10 �m.[30,31]

Electrochemical cycling

In the previous section, the pre-treatment of the Al(110) single

crystals in IL monitored by RAS has shown that RAS is sensitive

to the Al surface evolution. This suggests that it should be

feasible to study in situ the Al(110)-IL interface/interphase

during plating and stripping with RAS. To compare the electro-

chemical cycling behaviour of Al single crystals with the one of

Al foil – which is commonly used in the AlBs community and

shown in Figure S4 – Al(110) crystal number 2 (C2) is cycled in

the photoelectrochemical (PEC) cell at a scan rate of 20 mV/s in

a potential range allowing full Al stripping. In parallel with the

cyclic voltammetry (CV), a CP is recorded at a speed that four

spectra are obtained during one full potential cycle. The

experimental procedure is illustrated in Figure S1. The CVs

depicted in Figure 4 resemble the one with Al-foil taken in

similar conditions (Figure S4), indicating that the behaviour of a

(110)-oriented Al surface during electrochemical cycling is

comparable to a polycrystalline Al surface. The evolution of the

surface roughness observed in the RA-spectra over the

experimental series can first be understood from the evolution

of the CVs. Over the experimental series, the stripping peak on

the CV around 0.28 V vs. Al gets more pronounced. This

phenomenon is attributed to a progressive Al plating and

stripping from a nanocrystalline to microcrystalline form of

Al,[32] i. e. the surface is getting rougher. Thus, if the structure of

the surface evolves upon cycling with an increasing amount of

Al plated and stripped in a microcrystalline form, the plating

and stripping occur in a more defined manner, and the

variation of the anisotropy is supposed to be higher. However,

because of the high scan rate and the large energy range

chosen for this set of experiments, the time resolution is too

low to observe a trend related to plating and stripping on the

CPs recorded in parallel to the CVs (Figure S5).

During the experimental series, the CVs were recorded on

both treated and untreated Al(110). As described in the pre-

treatment section, when the Al(110) electrode is immersed in IL,

the native Al2O3 film covering the Al single crystal undergoes a

transformation, resulting in a porous film composed of an inner

Figure 4. Last cycles of 6 CV experiments measured between �0.5 to 1 V vs.

Al at 20 mV/s for 10 cycles.
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layer enriched with oxides and an outer layer made of both

inorganic and organic materials. According to the literature, the

partial removal and the reduction in thickness of the Al2O3 film

makes it easier for charge carriers and ions to move between

the Al electrode and the electrolyte.[9,27,33,34] Figure S6 provides

insights into the electrochemical behaviour of pre-treated and

unpre-treated Al(110) C2 in IL under the same cycling

conditions as the one of Figure 4. Specifically, it illustrates

notable differences in CVs of these electrodes and their

implications for the Al plating and stripping processes.

When examining the CVs of not pre-treated Al(110) in

Figure S6a, it is apparent that as the cycle number increases,

the current density responsible for Al plating and stripping

keeps increasing. This fluctuation indicates an unstable elec-

trode-electrolyte interface, which has a detrimental effect on

the plating and stripping processes. This trend aligns with the

literature, where it is stated that Al plating and stripping peaks

tend to be smaller and less predictable during the initial cycles,

but become more reversible with continued cycling, typically

around the second or third cycle.[35,36] The native Al2O3 film

delays the activation of the anode and makes it more

challenging to reach a reversible regime, resulting in a

significant over-potential.[2,37] Therefore, the result confirms that

the presence of the Al2O3 film can act as a barrier, limiting the

effective interaction between the Al electrode and the electro-

lyte, and reducing the efficiency of the electrochemical

system.[9,36]

In Figure S6b, the maximum of the stripping peaks initially

decreases over the first cycles before reaching a stable value.

This is an indicator for an efficient modification or removal of

the Al2O3 oxide layer, which is known to play a crucial role in

these electrochemical processes. Hence, the porous surface film

formed during the immersion pre-treatment seems to have a

beneficial impact on the electrode’s performance.[9]

A further set of experiments was performed on a second

Al(110) crystal (C3) and was monitored with higher temporal

spectroscopic resolution than for C2. In this second experimen-

tal series, Al(110) C3 is first pre-treated according to the

procedure described in the experimental section. For the

cycling performance, the Raman cell from rhd instruments (rhd

cell) is used, where a thinner electrolyte layer is present on top

of the crystal surface, reducing light absorption from the

electrolyte in comparison to the PEC cell. Compared to the

previous experiment series (with PEC cell), the cell is cycled at

lower scan rates of 2.5 mV/s, and RAS is measured in parallel

with higher temporal resolution, as depicted in Figure 5 for a

potential range between �0.25 and 0.25 V vs. Al. The potential

range of the CV shown in Figure 5a and 5c does not allow for

complete Al stripping, but a more detailed in situ investigation

of the surface during plating and stripping is possible from the

spectroscopic side, i. e. about 20 spectra are measured per cycle,

as shown in Figure 5b and 5c.

Plotting the applied voltage as a function of the time

together with the CP is a systematic way to probe potential

direct correlations between the electrochemical and optical

measurements. In the case of systems with a high degree of

ordering, such as InP in contact with low-concentration acidic

electrolytes, there are clear visual correlations between the

cyclic potential and the oscillations of the RA-values.[38] For Al in

IL, a more complex and less ordered system, plotting the

applied voltage with the CP simply helps deducing that they do

exhibit a directly apparent correlation and that more extensive

analysis of the CP is required. For better visibility of the

anisotropy features, transients at 1.49 eV are extracted from the

CPs. Figure 6 presents the electrochemical cycling of Al(110)

sample C2 between �0.25 to 0.25 V vs. Al (a) and between �0.5

and 0.5 V vs. Al (b), plotted over time together with a transient

and a DC-signal extracted from the CP at 1.49 eV.

To reduce the background noise from the transients shown

in Figure 6, and to identify if there is a feature correlated to

plating and stripping, the transients are filtered by Fast Fourier

transform (FFT). The FFT-filtered transient from Figure 6a was

extracted from the CP of Figure 5b at 1.49 eV and exhibits an

increasing trend in the first cycles. While the anisotropy

progressively decreases after the third cycle, small oscillations

with a period matching the cycling period of the potential start

to appear. The periods of the potential applied during the

Figure 5. (a) CV between �0.25 and 0.25 V vs. Al for 10 cycles at 2.5 mV/s. (b) CP measured in parallel to CV. (c) applied voltage with respect to the time.
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experiments shown in Figure 6a–b are 2.5 and 1.25 mHz,

respectively.

Figure 7a shows again the original transient of Figure 6a

while its Fourier spectrum is shown in Figure 7b. The DC value

at 0 Hz has been discredited due to its high amplitude as

compared to the other peaks. The second most dominant peak

is observed at 2.5 mHz, which corresponds to the oscillation

period of the applied potential. The same conclusion is drawn

when examining the FFT of the original transient of Figure 6b:

the most prominent peak is observed at 1.25 mHz, i. e. the

period of the applied potential (Figure S8).

The presence of these peaks justifies the application of an

exponential filter to the data and confirms that the oscillations

observed in the transient can be correlated with the applied

potential. When correlating the RAS oscillations in Figure 6a

with the corresponding CV, the local minima of the oscillations

are located shortly after the local maxima in the anodic current.

Oscillations of the RAS intensity are also present on the

transient from Figure 6b for which the potential range of the CV

was broader. However, the period of the oscillations is less well-

defined than for the narrower potential range. This indicates

that, depending on the potential range in which Al is cycled,

the plating and stripping process is more or less ordered.

Between �0.25 to 0.25 V, small oscillations emerge with

increasing cycle number, meaning that the process is most

probably happening homogeneously at the surface and in a

layer-by-layer manner.

Between �0.5 and 0.5 V, the build-up and build-down of an

anisotropy are less defined, indicating that the process occurs

on a larger scale and that the surface is getting rough. The DC

signals globally decrease over time, but exhibit some features,

i. e. at 50 minutes in Figure 6a and at 10 and 30 minutes in

Figure 6b. There are significant changes in the transients at the

time of these features, meaning that they are not associated

with composition or structural change, but that they can be

attributed to surface etching. The progressive surface etching

Figure 6. DC signal and transients at 1.49 eV extracted from a CP measured during (a) CV between �0.25 and 0.25 V at a scan speed of 2.5 mV/s for 10 cycles

and (b) CV between �0.5 and 0.5 V at 2.5 mV/s for 5 cycles. The black curves correspond to the FFT-filtered transients.

Figure 7. (a) Transient at 1.49 eV extracted from the CP from Figure 6(a) and 6(b). The corresponding Fourier spectrum. The red dashed line marks the

predominant frequency of the spectrum at 2.5 mHz.
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indicates that the stripping/plating is uneven. Al is more

stripped than plated, and depending on the potential range

used, more or less cycles are needed to fully etch one aluminum

layer. Between �0.25 and 0.25 V, only one step-wise increase in

the DC signal is observed, while between �0.5 and 0.5 V,

2 step-wise increases can be observed before the process

becomes too ill-defined and it is not possible to distinguish

features from etching anymore. Hence, the potential range and

the scan rate also have an impact on the occurrence of surface

etching.

While in this study both single- and poly-crystalline

substrates have comparable CVs, using different crystal orienta-

tions can result in different cycling performance. This difference

in structural form can impact the physical properties of the

deposited Al, such as its grain size, grain boundaries, and defect

density. This impacts the nucleation and growth of Al deposits,

altering the overall electrochemical behaviour. Dendrite forma-

tion during Al electrodeposition depends on factors like surface

properties of the aluminum substrate, electrolyte, and cycling

conditions, and results from inhomogeneous current distribu-

tion, ion concentration variations, and defects.[39–41] Single

crystals offer defined nucleation sites, promoting or inhibiting

dendrite growth based on their surface orientation. As

displayed in Figure S7, dendrites were observed on the SEM

images of the crystal C2 taken after the experimental series

described in Figure S1 was conducted. It means that, depending

on the electrochemical conditions, an Al 110-orientation is

prone to dendrite growth in a [EMImCl] :AlCl3 (1 : 1.5) electrolyte.

Structural changes from nanocrystalline to microcrystalline

aluminum can influence dendrite formation as well. Micro-

crystalline structures reduce nucleation sites, but may have

defects that promote dendrites. Al(110) sample C3 was cycled

in smaller potential ranges (where plating/stripping in the

nanocrystalline form of Al is predominant) and at lower scan

rates than the crystal C2. Unlike for the ones of C3, the SEM

images from Figure S7 of C2 present dendrites, meaning that

the dendrite growth is favoured by a microcrystalline surface

structure.

These findings show that RAS can be used as a probe to

study electrochemical interfaces of battery systems comprising

stripping/plating, SEI formation, and dendrite growth. Note that

since the interfaces of battery systems remain very challenging

and are still at an early stage of investigation and comprehen-

sion, interpretation and conclusion from RAS investigation

should be accompanied by complementary techniques such as

XPS, STM, and 2D-SOR. Nevertheless, this study gives a glimpse

into the potential of electrochemical RAS as a complementary

tool for the study of battery-electrolyte interfaces and inter-

phases. Specifically, it enlightens the etching process and

morphological changes at the Al(110)-IL interface during

electrochemical conditioning.

Conclusions

In this work, we introduced RAS as an in situ technique of the

Al(110)-electrolyte interface monitoring for battery applications.

We particularly showed that the surface pre-treatment in

[EMImCl] :AlCl3 affects the reflectance at the interface and the

anisotropic feature of the Al(110) spectrum related to its oxide

passivation layer. In the electrolyte, although the Al surface

globally deteriorates due to electrolyte decomposition and

swelling of the passivation layer, a localized surface ordering

progressively rises over the pre-treatment. Comparison of the

surface before and after pre-treatment with the computed

spectra and with post-mortem SEM/EDX analysis allows deduc-

ing a combination of a partial decrease in the passivation layer

thickness and the appearance of active sites with an overall

increase in surface roughness/inhomogeneities. Al stripping/

plating from the [EMImCl] :AlCl3 electrolyte on Al(110) single

crystals is comparable to polycrystalline Al foil and evolves from

nanocrystalline to a microcrystalline form of Al. The CVs of the

pre-treated Al(110) electrode exhibit a faster stabilization of Al

plating and stripping peaks compared to those of untreated

Al(110). This observation suggests that for an Al crystal with a

110-orientation, the pre-treatment has a positive effect on the

Al plating and stripping performances.

The presence of oscillations of the anisotropy during plating

and stripping was only observed in a low potential range. It

suggests that, depending on the potential range, the stripping

and plating process is more or less ordered. Cycling in a

potential range, where Al plating and stripping in the nano-

crystalline form is predominant, occurs in a more defined

manner than cycling in a potential range where Al plating and

stripping in the microcrystalline form is preponderant.

Yet the Al-[EMImCl] :AlCl3 interface remains very complex,

and the use of [EMImCl] :AlCl3 for a high AlCl3/[EMImCl] ratio is

highly corrosive and therefore not sustainable for long-term

battery operation. This study emphasizes that RAS is a potential

tool to follow the build-up of a conductive and protective film

which is required for the implementation of non-acidic, non-

aqueous electrolytes.[9] A natural progression of this work is to

improve the pre-treatment of noisy signals. As an alternative,

focusing on advanced light sources could increase signal-to-

noise ratios.

Experimental

Materials and electrolyte preparation

The Al(110) single crystals were purchased from Mateck (purity of

99,999%, diameter of 10 mm, and thickness of 3 mm) and are

denoted as C1, C2 and C3. In the study, [EMImCl] :AlCl3 (1 : 1.5) was

prepared by slowly adding aluminum chloride (AlCl3) (Anhydrous,

Sigma–Aldrich, 99.99%) to 1-Ethyl-3-methylimidazolium chloride

(EMImCl) (Sigma–Aldrich, >95%) while stirring using a magnetic

stirring bar at room temperature (28 to 30°C) inside an argon-filled

glovebox (MBraun, <0.5 ppm O2, <0.5 ppm H2O). Anhydrous

Acetonitrile (99.8%) has been purchased from Sigma–Aldrich.

Al surface pre-treatment

All handling and preparation of Al(110) occurred inside an argon-

filled glovebox. The Al electrode surface modification has been

achieved by immersion for 2 hours in 6 mL of [EMImCl] :AlCl3 (1 : 1.5)
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electrolyte. Spectra were taken prior to, during and after surface

pre-treatment, in the absence and presence of electrolyte. After

each measurement, the Al(110) was cleaned and washed several

times with anhydrous acetonitrile inside the glovebox before the

RA spectrum was measured.

Electrochemical setup and technique

All electrochemical experiments were performed inside an argon-

filled glovebox. For the electrochemical measurement, a photo-

electrochemical cell (PEC cell) from Zahner was used for C2 and a

Raman cell from rhd instruments was used for C3. For the PEC cell,

Al wire as a pseudo reference electrode Alfa Aesar (0.5 mm

diameter, 99.9999% purity) and glassy carbon as counter electrode

(redox.me) were respectively polished with SiC paper (400 P WS

FLEX 16) and 250 nm diamond polishing suspension (rhd instru-

ments) before each electrochemical setup. The PEC and the rhd cell

were filled with 9 and 3 ml of [EMImCl] :AlCl3 (1 : 1.5), respectively.

For the RA spectroscopy, an EpiRAS from Laytec was employed. The

electrochemical measurements were controlled with a Princeton

Applied Research VersaSTAT 3F potentiostat and a Gamry Instru-

ments (Interface 5000E). To perform the measurements, the RA-

spectrometer was installed on top of the glovebox. A quartz

window placed in the sealing of the glovebox, between the setup

and the spectrometer, allowed light transmission. The electro-

chemical cell was placed under the window on top of a hexapod

(Physik Instrumente H-840 Hexapod), which allowed for rotating,

inclining, and translating the cell to align it with the lightpath. For

the SEM/EDX measurements the Apero 2 from Thermo Fisher

Scientific with the clean connect system was used, enabling

transport of the sample from the glovebox to the SEM without

breaking the inert environment. The SEM/EDX measurements were

done with a 10 kV electron beam and a beam current of 26 nA. The

experimental series performed with C2 are detailed in Figure S1.

Baseline correction and FFT

A baseline correction was applied to some spectra, using a Si(100)

crystal immersed in the electrolyte. The transients from Figure 7 are

filtered by Fast Fourier transform (FFT) with an exponential filter of

a factor of �0.5.

Computational

To obtain theoretically derived RAS, we firstly performed density-

functional theory (DFT) calculations with Quantum Espresso (QE).[42]

In the QE, we adopted the optimized norm-conserving Vanderbilt

pseudopotentials. The sampling of the Brillouin zone (BZ) was

performed with a 40×120×1 k-grid for our investigated systems. An

energy cutoff of 50 Ry was used. For the exchange-correlation

functional, we employed the generalized gradient approximation

(GGA) in the Perdew–Burke–Ernzerhof (PBE) parametrization. The

subsequent RAS calculations were carried out using the Yambo

code.[43,44] Here, we used the IP-RPA method to compute the

dielectric function of our investigated slabs.

Supporting Information

The authors have cited additional references within the

Supporting Information.[10,46]
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