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Abstract

The emerging field of neuromorphic computing strongly demands for memristive devices
in order to emulate basic functionalities of the human brain. In recent years, there
is growing interest in devices based on strongly correlated insulator thin films, which
undergo thermally driven metal-to-insulator transitions (MIT) and insulator-to-metal
transitions (IMT). These materials show memristive behavior due to resistive switching,
i.e. the change of electical resistance induced by an external stimulus.

In the three publications of this cumulative PhD thesis, we adress distinct research
questions in the scope of the fundamental mechanism behind resisitve switching, spatial
switching dynamics, and thermodynamical aspects of laser light-induced phase transi-
tions.

In publication 1, we investigate the characteristic length scales of conductive fila-
ments in planar two-terminal thin film devices of the perovskite nickelates NdNiO3 and
SmNiOgs. For potential applications, it is crucial to have knowledge about the spatial fila-
ment dynamics, e.g. for miniaturization, but this fundamental question has been mostly
unnoticed so far. In a study with complementary imaging techniques, namely optical
widefield and scattering-type scanning near-field optical microscopy and with theoretical
support by numerical simulations, we find key parameters, that determine the size of the
filament. We identify the resistivity contrast during MIT/IMT to be a key parameter
for the filament’s size. Larger resistive drops and sharp switching leads to narrower
filaments with higher current density. Besides of that, bias current, temperature and
thermal conductivity of the substrate play important roles, too.

In publication 2, we present a study on resistive switching in the prototypical Mott
insulator V2Os, touching the fundamental question of the origin of resistive switching.
By use of optical widefield microscopy, we visualize the thermally driven strain-induced
phase separation during MIT/IMT as well as volatile resistive switching in a planar
two-terminal thin film device. The current-voltage-characteristics and the shape of the
filaments are well reproduced by a numerical model, unveiling clear signs of an elec-
trothermal breakdown, and correlating local heterogeneities like strain directly to the
switching dynamics.

In publication 3, we study laser irradiation of a V2Og3 thin film and gain thermo-
dynamical insights into the first-order nature of the Mott transition. We irradiate the
sample by scanning a focused laser beam across the thin film surface and acquire op-
tical widefield micrographs in situ. Laser irradiation modifies the phase configuration
depending on the thermal history: during IMT, the laser induces predominantly metal-
lic domains, whereas during MIT, it predominantly induces insulating domains. Most
likely, the laser beam drives metastable states into stable ones in a non-thermal way. A
numerical model supports this hypothesis.



Kurzfassung

Neuromorphes Computing ist ein aufstrebendes Forschungsgebiet, dessen Ziel es ist,
grundlegende Funktionen des menschlichen Gehirns nachzuahmen. Dafiir werden drin-
gend Bauteile mit memristiven Eigenschaften gebraucht. In den letzten Jahren ist das
Interesse an Bauelementen, die auf diinnen Schichten aus stark korrelierten Isolatoren
basieren, gewachsen. Diese Materialien durchlaufen thermisch getriebene Metall-Isola-
tor- und Isolator-Metall-Ubergiinge. Die Bauteile zeigen memristives Verhalten aufgrund
von resistivem Schalten, d.h. der Anderung des elektrischen Widerstands durch einen
externen Stimulus.

In den drei Verdffentlichungen dieser kumulativen Dissertation werden verschiedene
Forschungsfragen behandelt: Fragen nach den grundlegenden Mechanismen des resis-
tiven Schaltens, nach der rdumlichen Schaltdynamik metallischer Filamente sowie nach
thermodynamischen Aspekten laser-induzierter Phaseniibergénge.

In Publikation 1 werden die charakteristischen Langenskalen leitender Filamente in
planaren, zweipoligen Diinnschichtbauelementen aus den Perowskit-Nickelaten NdNiOg
und SmNiOj3 untersucht. Fiir potenzielle Anwendungen ist die Kenntnis der raum-
lichen Filamentdynamik von entscheidender Bedeutung, beispielsweise fiir die Minia-
turisierung von Bauelementen. Dennoch ist diese grundlegende Fragestellung in der
Forschung bisher weitgehend unbeachtet geblieben. Mithilfe komplementérer bildgeben-
der Verfahren sowie theoretischer Unterstiitzung mit numerischen Simulationen kon-
nen Schliisselparameter, die die Breite des Filaments bestimmen, identifiziert werden.
Die Abbildungstechniken der Wahl sind hierbei optische Weitfeld- sowie Rasternahfeld-
Mikroskopie. Es stellt sich heraus, dass die Hohe der Widerstandsdnderung wihrend des
Metall-Isolator- bzw. Isolator-Metall-Ubergangs ein Schliisselparameter fiir die Brei-
te des Filaments ist. Groflere Widerstandsdnderungen und steiles resistives Schalten
fiihren zu schmaleren Filamenten mit hoherer Stromdichte. Zusétzlich sind dabei auch
der Bias-Strom, die Temperatur sowie die Warmeleitfadhigkeit des Substrats von Bedeu-
tung.

Publikation 2 ist eine Studie iiber resistives Schalten im prototypischen Mott-Isolator
V503, die die grundlegende Frage nach dem Ursprung des resistiven Schaltens beriihrt.
Mittels optischer Weitfeldmikroskopie wird sowohl die thermisch getriebene, verspan-
nungsinduzierte Phasenseparation wahrend des Metall-Isolator- sowie Isolator-Metall-
Ubergangs als auch das volatile resistive Schalten, das mit der Bildung eines leitenden
Filaments einhergeht, in einem planaren zweipoligen Diinnschichtbauelement visuali-
siert. Die Strom-Spannungs-Kennlinien sowie die Form der Filamente werden durch ein
numerisches Modell sehr gut reproduziert. Einerseits gibt es dadurch klare Anzeichen fiir
einen elektrothermischen Zusammenbruch, andererseits konnen lokale Heterogenitéten
wie Verspannungen im Diinnfilm direkt mit der rdumlichen Schaltdynamik korreliert
werden.

In Publikation 3 wird die Auswirkung der Bestrahlung eines V2O3-Diinnfilms mit
einem fokussierten Laserstrahl untersucht. Hierbei lassen sich thermodynamische Er-
kenntnisse iiber die Natur des Mott-Ubergangs erster Ordnung gewinnen. Die Probe
wird bestrahlt, indem ein fokussierter Laserstrahl iiber die Diinnschichtoberfliche geras-
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tert wird. Vor und nach der Bestrahlung werden Abbildungen mittels optischer Weit-
feldmikroskopie in situ aufgenommen. Die Laserbestrahlung veréindert die Phasenkon-
figuration in Abhéngigkeit von der thermischen Vorgeschichte des Diinnfilms: Wahrend
des Isolator-Metall-Ubergangs induziert der Laser vorwiegend metallische Domsénen,
wohingegen wihrend des Metall-Isolator-Ubergangs vorwiegend isolierende Doménen in-
duziert werden. Wahrscheinlich treibt der fokussierte Laserstrahl metastabile in stabile
Zustinde — vermutlich auf nicht-thermische Art und Weise. Ein numerisches Modell
stiitzt diese Hypothese.
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List of Publications

This is a cumulative thesis based on three publications. Summaries of the publications
can be found in Chap. 2.

The publications are not in a chronological order, but assorted thematically with
respect to the device materials under test. Publication 1 deals with resistive switching
and filament formation in the nickelates NdNiOgz and SmNiQOj3, publication 2 introduces
the vanadate V203 and examines filamentary resistve switching as well. Publication 3
is also a V203 study dealing with optically induced phase transitions.
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Chapter 1

Introduction

1.1 Motivation — Bio-inspired neuromorphic computing

Neuromorphic computing is an emerging field of research with the aim to comple-
ment conventional computing [1-4]. Conventional computing implies silicon-based pro-
grammable complementary metal-oxide-semiconductor (CMOS) computing machines.
Characteristically, these modern conventional computers perform computing steps digi-
tally and serially with clock frequencies in the GHz regime and with very high precision.
This technique was key for the digital revolution of the past decades, but it has limits.
One of those is the von Neumann bottleneck: the conventional computer architecture
spatially separates the central processing unit from the memory unit. The data transfer
between those is slow and energy consuming, often referred to as von Neumann latency.
Furthermore, the serial execution of computing steps limits the speed of computing (e.g.
large matrix multiplications).

The development of artificial neural networks (ANN) in computer science [5, 6] was
a milestone towards biomimetic, brain-inspired computing. Realization of ANNs is pos-
sible with high-end conventional computers, but goes along with high energy consump-
tion. Neuromorphic systems, however, try to follow the architecture of the human brain,
which shows a huge amount of interconnectivity between a massive number of neurons
via even more synapses. Neurons and synapses are the central elements of biological
neural networks. Neurons produce voltage spikes after being triggered by an electrical
stimulus reaching a certain threshold, which is referred to as “firing”. Crucial is not the
strength, but the frequency of the trigger signal, i.e. the neuron will fire only after it
was stimulated by a certain amount of spikes in a given time interval. This leads to the
characteristic features of neurons, namely leaky-integrate-and-fire. In an oversimplified
physical model, the neuron can be seen as capacitor, which can be charged by volt-
age spikes (integrate) until reaching a threshold (fire) while slowly discharging (leaky).
This feature requires volatile, i.e. non-permanent changes of states. On the contrary,
synapses, the signal transmitters and simultaneous memory units of the network, re-
quire non-volatile behavior. This is due to the fact, that synapses show plasticity, i.e.
the stimulus created by the voltage spikes affects their connection strength. Again, these
synaptic weights are dependent on the timing of firing activity of connected neurons [7].
Note, that in the human brain each neuron is connected to up to 15.000 other neurons
via synapses in a complex three-dimensional network. Furthermore, biological neural
network systems do not work in a stable state like conventional computing machines,
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but they are in abstract states of criticality (e.g., states close to phase transitions), which
means that they are highly susceptible to stimuli causing huge changes in the properties
of the system.

Mimicking the human brain leads to the idea of neuromorphic computing. This ap-
proach implies high parallelism, i.e. thousands of neurons, that perform analogue com-
puting operations in parallel. The memory unit is integrated in the network, which over-
comes the von Neumann bottleneck intrinsically, and due to unreliable and stochastic
behavior of single operations steps, the whole system is more robust against propagation
of errors. This way, a huge cluster of analogue and unreliable devices can collectively
be much more energy-efficient and powerful than conventional digital computers in par-
ticular tasks like pattern recognition or in image processing. Research in neuromorphic
computing is not anywhere near to reach the complexity and powerfulness of the human
brain in the near future, but it can identify essential functionalities of biological systems.
First steps were taken by emulating neuronal and synaptic features in form of neuristors
[8, 9] or synaptic transistors [10].

Ongoing research reveals quantum materials as promising candidates to realize neu-
romorphic devices [3, 11]. Quantum materials are a class, that includes materials whose
essential properties are governed by quantum effects at macroscopic scales [12, 13], e.g.
strongly correlated oxides [3, 11], phase change materials [14, 15] or van-der-Waals ma-
terials [16, 17]. Strongly correlated oxides, in particular strongly correlated insulators
showing metal-to-insulator transitions [18] are materials with good prospects for neuro-
morphic applications. Due to hysteretic effects, they show memristive properties, which
are crucial for the emulation of basic functionalities of neurons and synapses. A striking
point is, that one can take advantage of non-linear properties: small stimuli can cause
large responses, for instance in states being close to phase transitions (see Sec. 1.3 and
Sec. 1.4), which can be associated with intended states of criticality.

Already today, there are many promising approaches to neuromorphic computing
based on strongly correlated insulators. The emulation of a neuronal spiking was
demonstrated, first with external capacitors [19], but the desired leaky-integrate-and-
fire behaviour was realized recently without external capacitors in devices based on
strongly correlated insulators [20-24]. Del Valle et al. demonstrated the possibility of
re-triggering the resistive switching with subthreshold voltages after having returned into
the insulating state for time scales even up to milliseconds [25]. The authors connect
this behavior directly to the phenomenon of metastability, which goes along with the
first-order nature of the phase transition. In a different approach, current-spike-induced
Joule heating was used to trigger resistive switching, and basic neuronal functionalities
were implemented as caloritronics-based neuristors [9]. Stochastic computing with prob-
abilistic bits as emerging technology within neuromorphic computing is an additional
field for applications of strongly correlated insulator devices [26-29].

Despite these advances, many fundamental phenomena in the complex interplay of
many degrees of freedom in strongly correlated insulators are yet poorly understood.
This work contributes to some aspects in order to leverage functionality and applicability
of devices based on this class of materials.
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Figure 1.1: Sketch of the complex interplay
between different degrees of free-
dom (inner circle), triggers of
phase transitions (middle ring)
and physical properties to be
changed (outer ring) in strongly
correlated insulators. This figure
is adapted from [11].
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1.2 Strongly correlated insulators

Strongly correlated insulators — as subclass of strongly correlated oxides — attracted
considerable research efforts as they are promising candidates for device applications in
the emerging field of neuromorphic computing. In fact, strongly correlated insulators are
transition metal oxides with partially filled d-bands, that show non-negligible electron-
electron correlations [30].

The key feature of strongly correlated insulators is the diverse interplay between inter-
nal and external state variables. Figure 1.1 illustrates the connections between various
degrees of freedom (inner circle), which can trigger phase transitions (middle ring) and
change physical properties (outer ring) of strongly correlated insulators fundamentally.
It has to be interpreted as a demonstrative collection of possibilities of the interplay of
degrees of freedom in strongly correlated insulators without claiming completeness. For
instance, the charge and lattice degrees of freedom can be coupled and via temperature,
phase transitions can be triggered, which affect the electrical properties as well as the
crystal structure of a sample (see Secs. 1.2.1 and 1.2.2).

This work focuses on actual research questions concerning planar thin film microde-
vices based on strongly correlated insulators, which undergo temperature-dependent
metal-to-insulator transitions (MIT) and insulator-to-metal transitions (IMT). The pla-
narity of the devices allow for optical imaging studies (see Sec. 1.5). The vanadate Vo035
(Mott insulator) [31-35] and the rare-earth nickelates NdNiOz and SmNiOs (charge
transfer insulators) [36, 37] are well-known representatives of this material class.

1.2.1 Mott insulators

Band theory is a basic method to classify materials as metals or insulators. This theory
is based on the ansatz of non-interacting delocalized electrons in a periodic lattice of
ions. Via the Bloch-theorem, this periodicity leads to distinct regimes in the energy
spectrum, the energy bands, which are separated by forbidden regimes of energy, the
band gaps [38]. This model implies, that each band — according to the Pauli principle —
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(@) (b) Mott-Hubbard insulator

Figure 1.2: Comparison between Mott-Hubbard insulators and charge transfer insulators. (a)
1D lattice illustrating the competition between the hopping energy ¢ and the on-site
Coulomb repulsion U. (i) shows one electron per site. (ii) illustrates an excited state:
a hole at site 7 and a doubly occupied site j. (b) Oversimplified band structure
illustrating the MIT of a Mott-Hubbard insulator with energy E vs. density of states
p(E). U separates the empty upper Hubbard band (UHB) from the filled lower
Hubbard band (LHB) in the insulating state. Er denotes the Fermi energy. The
blue p band is neglected in the Hubbard model. (c¢) 2D sketch of a charge transfer
insulator: d-orbitals of transition metal sites (brown) are surrounded by p-orbitals of
oxygen sites (blue) without distortion. (d) Oversimplified band structure illustrating
the MIT of a charge transfer insulator. Agr denotes the charge transfer energy,
which seperates the empty UHB from the filled oxygen p-band. Figure adapted from
[18, 30].

can accommodate 2N electrons for N atoms in the crystal. Hence, even numbers of
electrons per unit cell or per atom lead to fully filled valence bands, which classifies
the material as insulator (or semiconductor, depending on the size of the band gap),
whereas odd numbers of electrons per atom lead to partially filled conduction bands,
which classifies the material as a metal.

Considering materials, for which the predictions of Bloch theory of energy bands in
terms of classification as metal or insulator fails, the Hubbard model introduces electron-
electron interaction. The Hubbard model starts from isolated atoms with their specific
configurations of electronic orbitals and adds tunneling and hopping of electrons to
potential wells of adjacent atoms.

Let’s assume the simple case of hydrogen atoms in a 1D lattice equidistantly separated
by a lattice constant a (Fig. 1.2(a)). Furthermore, in Fig. 1.2(a)(i), at each site we have
one electron in a 1s-orbital. We can introduce a Hamiltonian, that describes the hopping
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of electrons from site to site

H; = —tz (clgcjo + C}Ucig> , (1.2.1)
17,0

;ra and ¢;, are the creation and annihilation operators at site ¢ with spin o.
The summation goes over nearest neighbors and ¢ is the hopping matrix element. This
approach (the tight-binding model) leads to the formation of energy bands as well and
classifies the imaginary system “1D hydrogen crystal” as a metal with exactly half-
filled conduction band — independent from the lattice constant a. One restriction of this
model is evident: if the distance between the atoms is increased, the hopping probability
decreases exponentially and the system must turn into an insulator. Taking electron-
electron interaction into account, it will cost some amount of energy (the Coulomb
repulsion U) to put an electron from site i to an already occupied site j (Fig. 1.2(a)(ii)).
This is captured by the Hamiltonian

where ¢

HU = Uzn”nu (1.2.2)

with the electron densities n;, with opposite spins at site i. Combining eq. 1.2.1 and
eq. 1.2.2 yields the Hamiltonian of the Hubbard model [39]

Hyubbara = Hy + Hy = —t Z (Cjo.cjo' + c}acw> +U Z NNy - (1.2.3)
i

15,0

This model introduces a competition: The total energy gain from electron delocal-
ization of W = 2zt o t (which is the bandwidth), where z is the number of nearest
neighbors, competes with the on-site Coulomb repulsion U. In simple words, the argu-
ment is, that the on-site Coulomb repulsion splits a single band in a lower band with
electrons that occupy an empty site and an upper band with electrons that join an
already occupied site [18].

For U/t > 1, the electrons remain localized and the system is a Mott- or Mott-
Hubbard insulator [40, 41]. In order to delocalize charge carriers, the system has to

overcome the energy gap
E,xcU-W=U. (1.2.4)

Conventionally spoken, in terms of band theory, two Hubbard sub-bands — the lower and
upper Hubbard bands (LHB and UHB) — are separated by an energy gap, that is entirely
caused by electron-electron interaction, i.e. strong electron correlation (Fig. 1.2(b)). For
the opposite case, U/t < 1, the electrons are delocalized and the material is in the
metallic state. A temperature-driven IMT/MIT is commonly known as Mott transition.

The MIT can be induced by changing the electron correlation ratio U/t, for example
by a concomitant structural phase transition, which expands the lattice constant and
consequently lowers the hopping energy ¢. This scenario is called bandwidth-controlled
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Figure 1.3: Phase diagram of vanadium sesquioxide V20Og3. Note the double z-axis showing either
pressure or doping with Cr and Ti. The insets show unit cells of the corundum and
the monoclinic crystal structure, respectively. Used with permission of John Wiley &
Sons - Books, from [42]; permission conveyed through Copyright Clearance Center,
Inc.

MIT. In contrast to this, by electron or hole doping, the Coulomb repulsion U can be
tuned, resulting in a filling-controlled MIT [18].

Of course, the Mott-Hubbard model is restricted: it considers for example only a
single energy band, i.e. electrons in a single s-orbit [18]. Strongly correlated insulators
like V503, NdNiO3 and SmNiOg exhibit rich d-orbital physics, e.g. including orbital
degeneracy caused by crystal field splitting or spin-orbit coupling.

Vanadium sesquioxide V03

A prototypical — even denoted as “veteran” [13] — example of a Mott insulator is vana-
dium sesquioxide V90O3. The phase diagram in Fig. 1.3 shows three distinct phases of
V203 defined by the parameters temperature, pressure and doping (with chromium and
titanium): a paramagnetic insulator (PI) phase, a paramagnetic metal (PM) phase and
an antiferromagnetic insulator (AFI) phase.

At ambient pressure and room temperature stoichiometric VoQOg is in the PM phase
with corundum structure. By cooling, it undergoes a sharp MIT at ~ 150K with a
change in resistivity of several orders of magnitude (e.g. approximately four orders of
magnitude in publication 2) to an AFI phase with monoclinic structure [18, 42]. The
temperature-driven MIT/IMT is hysteretic and therefore it is classified as a first-order
phase transition including phase coexistence during the transition (see Sec. 1.3). Con-



1.2 Strongly correlated insulators

sidering the band structure of V2Og, one has to take into account crystal field splitting
by trigonal distortion of the oxygen octahedra surrounding vanadium ions, which lifts
the degeneracy of vanadium d orbitals [43-47]. The process of phase transition has to
be considered as a cooperative effect between lattice and electronic degrees of freedom
and is classified as a bandwidth-controlled Mott transition [11, 18]. According to this,
the structural phase change (during MIT from corundum to monoclinic structure) was
recently found to be coupled robustly to the electronic Mott transition [48]. Neverthe-
less, the complex interplay between many degrees of freedom during the MIT/IMT in
V203 is still subject of ongoing research [49-51].

Taking into account the strong coupling between lattice and electronic degrees of free-
dom, it is not surprising, that V,Og thin films grown on substrates are very susceptible to
the influence of strain caused by lattice mismatches between thin film and substrate. By
strain engineering, the MIT temperatures can be shifted: compressive strain along the
c-axis raises the transition temperature in comparison to the bulk [52-55], tensile strain
along the c-axis decreases the MIT temperature [53]. V2Ogz thin films grown on r-cut
sapphire are close to the c/a-ratio of the bulk and show only slightly higher transition
temperatures compared to the bulk.

Trastoy et al. established a procedure to grow V2Og3 thin films on r-cut sapphire with
a thermal quenching step, i.e. decreasing the temperature quickly after growth in order
to freeze the oxygen stoichiometry, yielding sharp MIT/IMT with resistivity changes of
several orders of magnitude [56]. These desirable properties were realized in the V503
thin films for publication 2 and 3.

The study of McLeod et al. [57] marks a milestone in the context of imaging the
MIT/IMT in V50s3: the researchers were able to image the spontaneous temperature
driven phase separation in a 300-nm-thick V,Og thin film via scanning near field optical
microscopy (SNOM) (see Fig. 1.4(a)). This imaging technique uses the near-field signal
of backscattered infrared laser light, which is focused on an atomic force microscopy tip.
The tip is scanned across the sample surface. SNOM allows for imaging the surface
optical properties with high spatial resolution, which is solely determined by the tip size
— in this study, the authors estimated a spatial resolution of 25nm. As depicted in a
exemplary false color image in Fig. 1.4(b), they observed a strain-induced herringbone
domain pattern of clearly distinguishable metallic (red) and insulating (blue) domains,
respectively. Due to different absorption coefficients of the metallic and insulating phases
[45, 47, 58], it is possible to observe domain patterns via optical microscopy at appro-
priate wavelengths (see also Sec. 1.5). For this reason, we can distinguish between the
metallic and the insulating phase in our optical imaging studies not only in V203 thin
films (publication 2 and 3), but also in nickelate thin films (publication 1).

1.2.2 Charge transfer insulators

Charge transfer insulators are representatives of a material class, which is described by an
extension of the Hubbard model. In compounds like the perovskite rare-earth nickelates,
the d-orbitals of the transition metal ions have strong overlap with p-orbitals of the O 2
oxygen ion ligands — one cannot neglect the p-d hopping of electrons. Typically, for
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ins.

Figure 1.4: (a) Schematic of scanning near field optical microscopy (SNOM). Infrared laser light
(wavelength 11 um) is focused on the tip of an atomic force microscopy cantilever.
Incoming and backscattered light is indicated by the arrows in the beam. (b) Generic
example of the imaging of the phase separation in V503 during IMT via SNOM. Blue
regions are in the insulating state, red regions in the metallic state. The domains
form a strain-induced herringbone pattern. Used with permission of Springer Nature
BV, adapted from [57]; permission conveyed through Copyright Clearance Center,
Inc.

example in perovskite RNiOj3 (R represents a rare-earth element) compounds we find
Ni%t cations in the center of Og octahedra. Without taking into account distortions
like tilting or rotating the octahedra, there are Ni-O-Ni-angles of 180°. Fig. 1.2(c)
shows the directional nickel dy2_2 orbital with surrounding oxygen p-orbitals in the z-y-
plane. Any deformation of the NiOg octahedra strongly influences the interplay between
charge, spin and orbital degrees of freedom and consequently, determines the properties
of the compound. The standard Hubbard model neglects p-d electron correlation (t,q
in Fig. 1.2(c)) and allows only d-d-hopping with energy cost U. Taking into account
the oxygen p-orbitals, hopping of a p electron into the d-band producing a hole L in
the ligand p-band and n + 1 electrons in the metal d-band, is energetically the most
favourable process:

d* — d"'L (1.2.5)

with a charge transfer energy cost
AE = Acr, (1.2.6)

which is the charge transfer energy gap. For the case U < Acr, the material is classified
as a Mott-Hubbard insulator, whereas for the opposite case U > Ao, the material is
classified as charge transfer insulator (Fig.1.2(d)). It is possible, that Acr is small or
even negative, which is the case for transition metal ions with high valence like Ni3*
[59, 60]. According to the ZSA-scheme (introduced by Zaanen, Sawatzky and Allen)
to distinguish between Mott-Hubbard and charge transfer insulators [61], rare-earth
nickelates are predicted to be metallic at low temperatures, which is wrong except for
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Figure 1.5: Phase diagram of the rare-earth nickelate family RNiOs. Note the double z-axis
with Ni-O-Ni-angle and the corresponding Goldschmidt tolerance factor ¢, which is
associated with the rare-earth ionic radii. MIT temperatures are marked with black
squares, Néel temperatures with black circles. The insets show the crystal structures
of the different phases, respectively. Used with permission of IOP Publishing, Ltd.,
adapted from [37]; permission conveyed through Copyright Clearance Center, Inc.

LaNiOgs. Mizokawa et al. extended the ZSA-scheme to negative values of Acr [60] and
classified rare-earth nickelates as negative charge transfer insulators.

The rare-earth nickelates NdNiO3 and SmNiO;

The compounds NdNiO3 and SmNiOg3 are as device materials in publication 1 of par-
ticular interest in this work. Figure 1.5 shows the phase diagram of the perovskite
rare-earth nickelate family RNiOg as function of temperature, the Ni-O-Ni angle and,
equivalently, the Goldschmidt tolerance factor [62], which is a measure for the ionic radii
of the rare-earth cation, respectively. It indicates three distinct phases for SmNiO3: PM
with orthorhombic crystal structure at high temperatures, PI and AFI both with mon-
oclinic structure at lower temperatures. For NdNiOjs, the MIT temperature and Néel
temperature coincide — the transition occurs from PM in orthorhombic structure to AFI
in monoclinic structure. As mentioned in Sec. 1.2.2, the properties of a specific RNiOg
compound is strongly dependent on the distortion of the NiOg octahedra, because of dif-
ferent overlaps of the strongly directional nickel d- and oxygen p-orbitals. Additionally,
the insulating phase in the monoclinic strucure shows a Ni-O bondlength disproportion-
ation resulting in a breathing mode, which means that two different Ni-O-bondlengths,
i.e. a short one and a long one, are realized in a checkerboard arrangement in the lattice
[63]. The details of the electronic phase transition in rare-earth nickelates is subject of
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many theoretical studies, which unveiled this bondlength disproportionation as a key
feature, that controls the MIT [64-71].

The thermally driven MIT/IMT in NdNiOg exhibits a pronounced hysteresis, which is
a sign of a first-order transition [18, 72]. In SmNiQOs, close to the transition temperature,
there is a small hysteresis in the resistance R vs. temperature 7' curve as well [73].

Considering thin films of NdNiO3 and SmNiOs, the MIT/IMT temperatures can be
controlled by epitaxial strain engineering [74]. Depending on the lattice mismatch with
the substrate material, the transition temperature of NdNiO3 can be shifted towards
lower temperatures — with increasing strain, it can be even suppressed completely [75].

Generally, RNiOg thin film samples exhibit lower MIT temperatures compared to bulk
samples (Fig. 1.5), e.g. NdNiO3 at ~ 120K and SmNiO3 at ~400K in publication 1.
NdNiO3 has a sharp MIT/IMT with a large resistivity contrast of around two orders of
magnitude, whereas SmNiO3 shows a smooth transition with a resistivity drop of only
one order of magnitude.

1.3 Thermodynamical aspects of phase transitions in strongly
correlated insulators

Due to the fact, that neuromorphic devices based on strongly correlated insulators are
operated in a state of criticality (see Sec. 1.1), i.e. close to the onset of phase transitions,
their behavior is affected by the thermodynamics of phase transitions. First of all, it is
recognized, that in VO3 as well as in the rare-earth nickelates NdNiO3 and SmNiO3 at
the MIT/IMT, several phase transitions are coupled (see Sec. 1.2.1 and Sec. 1.2.2). The
details of the coupling between these transitions remain elusive, but the hysteresis in the
R(T) curves indicates a first-order nature of the MIT /IMT. In terms of the phenomeno-
logical Landau theory of phase transitions, there is an ordered low-temperature phase
(insulating) and an unordered high-temperature phase (metallic) [76, 77]. The theory
introduces an order parameter and a critical temperature T,, where the phase transition
happens. The free energy of a system is expressed as a Taylor expansion in the order
parameter.

Figure 1.6 shows generic free energy vs. order parameter landscapes for different tem-
peratures of a first-order phase transition. A first-order transition inherently exhibits
metastable states (local minima of the free energy), which are separated by an energy
barrier from the stable state (global minimum of the free energy). Thermodynamically,
this is the reason for hysteresis effects including phase coexistence (or else phase sepa-
ration) during first-order phase transitions. Figure 1.6 depicts metastability during an
IMT at three exemplary temperatures. For temperatures T' < T, the sample is entirely
in the insulating state. Coming closer to T, by increasing the temperature, as depicted
in Fig. 1.6(a), a metastable metallic state in the form of a local minimum occurs. With
this, the phase coexistence regime is entered. By further increasing the temperature,
passing T¢, where both minima have the same free energy value (Fig. 1.6(b)), the former
local minimum becomes global for T > T, (Fig. 1.6(c)). For even higher temperatures,
the metastable state vanishes and the sample is homogeneously metallic.
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Phase coexistence was theoretically predicted in strongly correlated insulators [78—
80] and is well documented for the phase transitions in vanadates [57] as well as in
nickelates [81, 82]. It is recognized, that phase separation is connected to a competition
between short- and long-range interactions, which determines also the shape of domain
patterns [83]. Striped domain patterns for example are found to be dominated by elastic
long-range interactions arising from lattice mismatches with the substrate [84, 85].

The thermodynamical description of MIT/IMT in strongly correlated insulators is
subject of ongoing research [86-88]. Kotliar et al. introduced a Landau-type free energy

for Mott transitions
f(n) = (T +p(T)n* +en’ (1.3.1)

where 7 is the order parameter, h(T) = h; - T;CTC + ha, p(T) = p1 - T:}CTC + po, T is the
temperature, T, is the critical temperature and hi, ho, p1,p2 and ¢ are constants [87].
This approach is established in literature [21, 25], and we used it in publication 1 and
3 as well. Unfortunately, the Landau approach to Mott transitions is lacking an obvious
quantity as order parameter. Qualitatively, one could call it “metallicity” [87], theoretical
assumptions are for example the propagation coherence of single-particle excitations [89]
or the density of sites with double electron occupancy [86].

Besides this, there are intricate details in the thermodynamical description of strongly
correlated insulator thin films. The study of Post et al. defies the established binary
classification of first- or second-order transitions in the Landau theory and assumes
a coexistence of both first- and second-order phase transitions in NdNiOs [90]. The
researchers observe nanoscale domain walls in the insulating state, that undergo a second-
order phase transition additionally to the first-order MIT/IMT. They expect coupling of
charge and magnetic order parameters to account for this. Additionally, another study
suggested the coupling of two order parameters to describe the coupled structural and
electronic phase transitions in rare-earth nickelates in terms of Landau theory [71].

11
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Recent studies indicate signs of a spinodal decomoposition, describing the phase sep-
aration of a binary mixture of phases in MIT/IMT in strongly correlated insulators [91,
92]. Compatible with that and according to the SNOM imaging study of McLeod et al.
(see Sec. 1.2.1), the observation of characteristic herringbone domain patterns during
the phase transition in VoOgz unveils a strong similarity to the numerical solutions of the
Cahn-Larché equation, which describes a spinodal decomposition in presence of elastic
stress [93].

1.4 Resistive switching in strongly correlated insulators

In order to utilize devices based on strongly correlated insulators in the scope of neu-
romorphic computing, one takes advantage of resistive switching, i.e. triggering the
MIT/IMT by use of a stimulus. Most commonly, electrical stimuli like currents or
voltages are applied to devices based on strongly correlated insulators [94-101]. This
means, that by ramping up a current or voltage, the resistivity of the device is decreas-
ing abruptly, when a certain threshold is reached. In Mott insulator research, there is
an ongoing controversial discussion for years, whether this breakdown of the resistivity
is caused purely electrical (electric-field-driven) or electrothermally [102, 103]. Sev-
eral suggestions were made for purely electrical switching: at very strong electric fields
(> 100 MV /m) Landau-Zener tunneling across the Mott gap gives rise to an increase
of the concentration of delocalized charge carriers [104-108]. However, after showing
resistive switching in Mott insulators at considerably lower electric fields [109], other
suggestions were made like midgap tunneling [110, 111}, an electric-field-driven collapse
of the Mott gap [112] or a spatially inhomogeneous metal-insulator mixed state leading
to resistive switching [113].

On the other hand, one has to take into account an electrothermal origin of the resistive
switching. Note, that this explanatory approach does not refer directly to Mott-Hubbard
physics, however indirectly, because it is based on the strong temperature dependence of
the resistivity. Instead, it focuses on more general phenomena like self-heating and elec-
trothermal instability [114-117]. By applying these ideas to devices based on strongly
correlated insulators, the strong temperature dependence of the device resistivity during
the MIT/IMT is crucial (see Fig. 1.7(a)). Let’s imagine a simple two-terminal device,
i.e. a strongly correlated insulator thin film between two electrodes in a current-biased
measurement arrangement like in Fig. 1.7(c). The thin film is in the insulating state,
but at a bias temperature T}, close to the Mott transition. When the current is ramped
up, it causes Joule heating, that increases the overall device temperature. The slope of
the current-voltage characteristics (IVC) at low current values in Fig.1.7(b) represents
the electrical conductance 1/R of the insulating state. Small spatial inhomogeneities in
current density lead to variations in temperature, which can lead in turn to drastic vari-
ations in local resistivity. Currents above a certain threshold can cause a runaway effect,
in which the temperature dependence of the resistivity acts as a positive feedback mech-
anism, resulting in a strong current concentration into a conductive (metallic) filament
connecting the electrodes (voltage breakdown from point A to point B in Fig. 1.7(b)).

12
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Figure 1.7: Volatile resistive switching. (a) Generic R(T') curve of a two-terminal device based
on a strongly correlated insulator (see (c)) with a marked bias temperature T} in
the warming branch close to the IMT. Consequently, at T' = T}, the sample is in the
insulating state. (b) Generic current-biased current-voltage characteristic (IVC) of
the sample at temperature T;. The capital letters mark characteristic points: Point
A is just before the voltage breakdown, point B is just after the voltage breakdown.
Point C marks, where the sample just switched back into the initial fully insulating
state. (c) Simplified sketches of a two-terminal device during the IVC in (b). The
capital letters correspond to the characteristic points in (b).
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That is the result of an electrothermal instability accompanied with a region of negative
differential resistance just before the resistive breakdown. The switched configuration is
sustained by Joule heating, focusing current into the filament and keeping surrounding
areas in the insulating state. By decreasing the current, at a certain threshold value,
this arrangement becomes unfavorable at point C in Fig.1.7(b) and the device returns to
the initial insulating state — obviously, the IVC returns to the initial slope representing
the electrical conductance of the insulating state. In this interpretation, the mechanism
of resistive switching is a result of spatially inhomogeneous redistribution of current and
temperature.

Electrothermal breakdowns in devices based on strongly correlated insulators were
suggested and demonstrated by measuring the filament temperature locally [96], by
performing fast voltage-pulse measurements [98] or by voltage-induced IMT in vanadium
dioxide [118]. However, in order to suppress the impact of self-heating effects, scaling
down the device dimensions revealed electronic contributions to the resistive switching
in V203 [103]. A recent study indicates purely non-thermal resistive switching in VO3
nanowires by field-assisted carrier generation [119].

Additionally, it is reported, that resistive switching in strongly correlated insulators
can be externally triggered via excitation by laser light [120-123]. Optical stimulation
can be used to tune the voltage thresholds of resistive switching [124] and to control the
frequency of relaxation oscillators in vanadium dioxide devices [125]. There are numerous
studies indicating non-thermal control of resistive switching via ultra-fast optical pump-
probe experiments [126-132].

In most of the mentioned studies within this section, integral measurements of the
total device resistivity are performed to get information on the resistive switching. How-
ever, inherently, the devices feature strongly inhomogeneous current and temperature
distributions — a situation which explicitly demands for spatially resolved imaging tech-
niques [57].

Independently from the exact physical explanation of the origin of the triggered change
in resistivity, one can distinguish between volatile and non-volatile resistive switching
[2, 99]. Volatile resistive switching means, that the sustain of the switched state is
dependent on the duration of external stimuli and the initial state is recovered, when
these stimuli are removed [25, 133]. In concreto, in Fig. 1.7 we observe a percolative
conducting filament formation between two electrodes, when a certain threshold current
is reached. This filament vanishes, when the current falls below a threshold, which
does not have to be the same as for its formation process. The spatial and temporal
dynamics of volatile filament formation are subject of ongoing research and it is found,
that their characteristic times of filament nucleation and relaxation are on the order of
nanoseconds [133-135].

On the other hand, non-volatile resistive switching describes a change in device prop-
erties, which is at least semi-permanent [136-138]. Examples for non-volatile resistive
switching are electroforming or electromigration (e.g. ion migration) processes induced
by large electric fields (~ MV /cm), that form conductive filamentary structures as well
[139, 140]. These filaments can be controlled by electric field pulses in order to interrupt
or reconnect conducting filaments.

14
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There are also attempts to achieve non-volatility with strongly correlated insulators,
that naturally exhibit volatile resistive switching, for example in hybrid V203 devices
using controllable ferroelastic strain [141] or by introducing and removing oxygen vacan-
cies in VOg devices [142]. Taking advantage of the first-order-nature of the MIT/IMT in
strongly correlated insulators (see Sec. 1.3), it is possible to prepare non-volatile states
in multistate resistive switching devices [143-145].

1.5 Methods

In the publications of this thesis, we investigate planar thin film devices with simple two-
terminal designs. The electric switching fields of our materials under investigation are
considerably smaller than for instance in electroforming- or elecromigration-devices (see
Sec. 1.4). This allows for devices with larger scales, i.e. electrode spacing of ~ 20 pm.
Planar devices of these dimensions perfectly concede optical widefield imaging of the
entire area of interest.

As already mentioned in Sec. 1.2.1, it is possible to distinguish the metallic from in-
sulating phase in V203 as well as in NdNiOg and SmNiOg via optical microscopy. The
band structures of these materials lead to different reflectivities of the phases, which
serves as contrast mechanism in our imaging studies. This explains the unexpected ef-
fect, that the metallic phases have lower reflectivities at 532-nm-illumination wavelength
compared to the insulating ones [45, 47, 58].

The experimental data for my contributions to the publications of this thesis were
acquired with a combined low-temperature widefield and scanning laser polarizing mi-
croscopy setup, which is an unique instrument in-house built at the Eberhard Karls
Universitat Tibingen [146, 147]. Note, that the possibility of the acquisition of high-
resolution photomicrographs simultaneous to electric transport measurements makes this
tool very powerful in the research field of local phase transitions and resistive switching
in strongly correlated insulators.

Figure 1.8 shows a simplified schematic of the microscope setup. This modular experi-
mental setup is highly versatile as it provides different imaging modes, that are selectable
in situ (via a removable mirror). The illumination of the widefield microscope is realized
in a Kohler illumination scheme with a monochromatic LED with a wavelength of 532 nm
as light source. After passing a beam splitter and being reflected at the removable mir-
ror, the light is focused onto the sample by the objective lens. The sample is mounted
on the coldfinger of a liquid Helium continuous flow cryostat providing a temperature
range of 4.2K to 300 K. The objective lens has a high numerical aperture (NA = 0.8)
and allows for a high working distance of 1mm. Wire-bonded samples can easily be
imaged within this arrangement. A low noise sSCMOS camera serves as detector of the
widefield microscope. The entire widefield microscope is polarization sensitive.

The laser scanning microscope illumination is realized with a laser diode of 405 nm
wavelength. The collimated laser beam is scanned across the sample by a fast steering
mirror and passes the objective lens, which is shared by both imaging modes. The
focused laser beam has a spot diameter of 322nm (1/e? criterion, assuming a Gaussian
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Figure 1.8: Simplified schematic of the combined low-temperature widefield and laser scanning
microscopy setup. Figure from supplemental material of publication 3.

beam profile) on the sample surface. In the context of the publications of this thesis, the
scanning laser microscope is not used as imaging mode, but for focused-laser-irradiation
in publication 3. This is the reason, why the detector unit as well as the polarization
sensitive components of the scanning laser microscope are neglected in Fig. 1.8. The field
of view of 500 x 500 um? is identical for both microscopy modes. More details about the
experimental setup can be found in Refs. [146, 147].

1.6 Addressed research questions

In the publications of this thesis, relevant questions in the field of strongly correlated
insulator research for neuromorphic applications are addressed. One of the most funda-
mental challenges is the understanding of the resistive switching mechanism in strongly
correlated insulators (see Sec. 1.4). Due to the fact, that the electronical transitions
are coupled with structural transitions in the materials under test, the question about
the impact of the interaction of electronic and structural degrees of freedom on the
functionality of devices is raised. This concerns for example the thin film parameters
like thickness or epitaxial strain due to lattice mismatch with the substrate material.
Moreover, general aspects of the thermodynamical description of the Mott transition re-
main elusive (see Sec. 1.3). Especially the first-order nature of the transition comprises
mostly neglected phenomena like metastability in these materials, which very likely can
be fruitfully used for applicable devices. Spatially resolved imaging techniques can yield
important information, especially in samples with locally inhomogeneous current or tem-
perature distributions and domain configurations during the phase coexistence regime
of first-order phase transitions.
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By achieving definite progress in the scope of these big research questions in the
publications of this work, we try to contribute to the knowledge, which is key to control
the properties of possible devices for neuromorphic applications.

In publication 1, we addressed the question of characteristic length scales of con-
ducting filaments in resistive switching devices based on strongly correlated insulators,
namely on two members of the rare-earth nickelate family, NdNiOs and SmNiOs. We in-
vestigate the spatial dynamics of resistive switching as an aspect, which has been mostly
unnoticed so far. The question of key parameters, that determine the length scales was
addressed and the resistivity contrast between metallic and insulating states was iden-
tified to be a key property, that sets the size of the conducting filament. With this, we
could contribute to complete the picture of filament nucleation dynamics, which is very
important for device applications and miniaturization.

In publication 2, we addressed a research question at the core of the mechanism
of resistive switching in strongly correlated insulators: is the resistive switching caused
purely electrical (electric field driven) or eletrothermally? Moreover, the fundamental
question about the details of the coupling between lattice and electronic degrees of free-
dom in V90j3 thin films is touched. Indeed, we find signs of electrothermal resistive
switching in that study. Further, we could establish a link between the strain-induced
herringbone domain pattern and the formation of a metallic filament and support the
experimental results with a numerical model. Hence, this is a contribution to the fun-
damental understanding of resistive switching in devices based on strongly correlated
insulator thin films.

Publication 3 is a research contribution in the field of optically induced phase tran-
sitions by focused laser beam scanning in VO3 thin films. This work strongly involves
thermodynamical aspects of the Mott transition. In particular, the effects of its first-
order nature on the electronic properties remained mostly unaddressed so far. By dis-
covering the possibility to drive metastable states during the electronic first-order phase
transition into stable ones, i.e. quenching metastability, this paper contributes to the
complex and controversial discussion about thermodynamics in strongly correlated in-
sulators (see Sec. 1.3). In contrast to ultrafast pump-probe experiments, we can trigger
phase transitions in a quasi-static arrangement and show a novel, likely non-thermal
method to set or reset memristive devices locally and, consequently, erase the thermal
history of a strongly correlated insulator thin film.
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Chapter 2
Summary of the publications

This chapter gives summaries of the appended publications. Each summary is followed
by a description of own author contributions.

2.1 Publication 1: Characteristic length scales of the
electrically induced insulator-to-metal transition

In this publication, we analyzed and compared the filament formation due to volatile
resistive switching in planar two-terminal thin film devices based on the rare-earth nick-
elates NdNiO3 (NNO) and SmNiO3 (SNO). We studied characteristic length scales of
the conducting filaments and find, that the sharper the resistive switching and the larger
the resistive drop is, the smaller are the filaments, and the higher is the current density
within them.

In order to address the issue of characteristic length scales, we use two complementary
types of microscopy: widefield optical microscopy and scattering-type scanning near-field
optical microscopy (s-SNOM). Widefield microscopy allows for systematic studies over
a large temperature range, but is limited by diffraction (spatial resolution ~ 500 nm),
whereas s-SNOM (see short description in Sec. 1.2) provides high spatial resolution
(~20nm), but is limited in temperature flexibility.

We fabricated two-terminal microdevies from both materials under investigation. The-
se materials (charge transfer insulators) both undergo MIT/IMT, but show important
differences in the properties of the electrical phase transitions, as depicted in Fig. 2.1.
NNO provides a sharp temperature-driven IMT at ~ 120K with a resistivity drop of
more than two orders of magnitude, while SNO shows a smooth temperature-driven
IMT at ~400 K with a resistivity change of roughly one order of magnitude.

By applying large enough currents, the IMT is triggered and we acquire optical images
of the device in situ. Taking advantage of the difference of reflectivities of the metallic
and insulating phases across the IMT, we are able to visualize the conducting filament
between the electrodes.

Figure 2.2 shows the results of the widefield microscopy study. In Fig. 2.2(a) and
(d) we show voltage V' vs. current I characteristics of NNO and SNO microdevices at
three different temperatures below the IMT, respectively. Electrically induced resistive
switching by formation of a percolative conducting filament happens after reaching a
certain threshold while ramping up the current. At this point, the voltage breaks down
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10°

Figure 2.1: Resistivity p vs. temperature T relations of NNO (blue) and SNO (red) thin film
microdevices. Inset: Resistivity vs. temperature 7' — Tiyr. Only the warming
branches are shown, respectively. Figure from appended publication 1. Copyright
© 2023 by American Physical Society. All rights reserved.

and we can observe a conducting filament (Fig. 2.2(b) and (e)). We can state, that
filaments in the NNO case are narrower and sharper than for SNO, and at a fixed bias
current I = 20mA, the filament widths decrease with decreasing temperature. The
Figs. 2.2(c) and (f) show the filament widths in NNO and SNO for more temperatures,
respectively.

The s-SNOM images at T' = 18 K (Fig. 2.3(a)) show single and intense filaments per-
colating between the electrodes. Complementary to the widefield microscopy study, this
imaging technique unveils multi-filament configurations for NNO at 7' = 70K (Fig. 2.3
(b)). In accordance with the widefield images, we see narrower filaments at lower tem-
peratures at fixed bias currents.

In order to determine the parameters controlling the length scales of the filaments,
a numerical model, i.e. a two-dimensional resistor network model was set up. This
model is able to reproduce the main features of the experimental results with only a few
parameters, namely the resistivity contrast, i.e. the ratio of the insulating (pins) and
metallic (pmet) phase resistivities, and the thermal conductivity of the substrate.

For pins > pmet, the current is strongly focused into the filament and keeps the regions
outside the filament cold. By comparing the resistivity contrast of NNO and SNO, the
latter shows a smaller change in resistivity, resulting in wider filaments.

However, considerations on the thermal conductivity of the substrate point in the
same direction, because it decreases with increasing temperature. This means, the sub-
strate can transport heat more efficiently at lower temperatures. In turn, this keeps the
surrounding areas of the filament cold and the current is focused into a confined filament.

Experimentally, it is impossible to disentangle the thermal properties of the substrate
from the contribution of the resistivity contrast across the IMT. In order to face this
problem and to verify the resistivity contrast to be a key parameter for the filament
length scale, we compare two NNO samples with different IMT qualities (i.e. different
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Figure 2.2: Connection between resistive switching properties and filament size. (a) and (d)
Voltage vs. current curves for NNO and SNO microdevices, respectively. Several
temperatures are plotted for each material. (b) and (e) Widefield optical microscopy
images of filaments in NNO and SNO, respectively. I = 20mA for all four images.
Two different temperatures are shown for each material. For the NNO images, reflec-
tivity was normalized using a region far from the gap. For SNO, differential images
are shown, where at each point, the reflectivity at 7 = OmA is subtracted. (c¢) and
(f) Filament width vs. temperature at I = 20 mA. Figure from appended publica-
tion 1. Copyright © 2023 by American Physical Society. All rights reserved.
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Figure 2.3: High-resolution scattering-type scanning near-field optical microscopy (s-SNOM)
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imaging and presence of multiple percolating filaments. (a) and (b) Topography and
s-SNOM amplitude images for NNO microdevices at 7' = 18 and 70 K, respectively.
The s-SNOM signal was normalized using the Pt electrode as reference. s-SNOM
data for three different current values is shown. Figure adapted from appended pub-
lication 1. Copyright © 2023 by American Physical Society. All rights reserved.



2.2 Publication 2: Imaging of Electrothermal Filament Formation in a Mott Insulator

resistivity contrasts) on the same substrate material, resulting in a significantly less
confined filament for the sample with smaller resistivity change across the IMT.

Concluding this study, we find that the length scales of a conducting filament in NNO
and SNO microdevices are controlled by the resistivity contrast of the specific material
and the thermal conductivity of the substrate. These mechanisms are simple and general
and could be very likely applicable to other resistive switching materials.

Contributions

This publication was a collaboration with the groups of J.-M. Triscone and A. B. Kuz-
menko at the University of Geneva, and M. J. Rozenberg at the Université Paris-
Saclay. J. del Valle initiated the study, fabricated the nickelate samples and did pre-
characterizations. A. Bercher conducted the s-SNOM imaging measurements. R. Rocco
set up the numerical model for the study. I improved our measurement setup to study
relaxation oscillations in NNO and SNO. I conducted the imaging measurements done
in Tiibingen with assistance of S. Guénon and F. Tahouni-Bonab and I provided the
analysis of this part. According figures were created and corresponding parts of the
manuscript were written by myself.

2.2 Publication 2: Imaging of Electrothermal Filament
Formation in a Mott Insulator

In this publication, we present both the visualization of the temperature-driven sponta-
neous phase separation and the volatile resistive switching triggered by electric current
in a planar two-terminal V203 thin film microdevice by optical widefield microscopy.
There are clear signs of an electrothermal origin of resistive switching in this case.

We fabricated a 300-nm-thick V2Osz thin film microdevice (Fig. 2.4(a)), which shows
a hysteretic R(T) relation with a change in resistance of four orders of magnitude in the
steep part of the MIT/IMT (Fig. 2.4(b), upper panel). Via optical widefield microscopy
it is possible to distinguish between metallic and insulating parts of the sample surface,
due to a significant change of reflectivity across the MIT/IMT. Figure 2.4(c) shows ex-
amples of a photomicrograph series taken during a complete thermal cycle. It is possible
to resolve the thermally driven phase separation, manifesting itself in a characteristic
herringbone domain structure. Averaging over an area of interest yields the temperature
dependence of the reflectivity, that resembles the hysteretic R(T") relation (green line in
Fig. 2.4(b), lower panel). If we plot the local reflectivity of a single point vs. temper-
ature, the first-order nature of the phase transition is unveiled by a discontinuous step
(red line in Fig. 2.4(b), lower panel).

This way, it is possible to determine the local MIT and IMT temperatures during one
complete thermal cycle, yielding a pixel-map of local transition temperatures. The exact
distribution of these temperatures as well as the geometry of the domains differ from
cycle to cycle due to different strain distribution in the thin film, whereas the overall
domain geometry is reproducible.
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(a) A schematic view of the planar V503 device under investigation. The dotted
green line indicates the area of interest (the field of view of the images shown in
(c)). (b) Resistively and optically detected MIT/IMT. The upper panel shows the
electrical resistance R(T'); the arrows indicate the sweep direction of the temperature
T. Data points marked by letters correspond to images shown in (c). The inset shows
the complete R(T') curve. The lower panel shows the reflectivity versus T of the V503
film normalized to the reflectivity of the Au electrodes. The green curve represents
the average over the area of interest, while the red curve represents the reflectivity
of a single pixel at the location indicated by the red circles in (c). The vertical
dashed lines indicate the local transition temperatures Tyt and Ty, determined
for the single pixel. (¢) A selection of photomicrographs acquired during one thermal
cycle. The Au electrodes are indicated by the yellow areas. Figure from appended
publication 2. Copyright © 2021 by American Physical Society. All rights reserved.
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Figure 2.5: The electrical breakdown in a planar Vo035 device at a base temperature T, = 158 K
at the onset of the IMT. (a) Measured (blue) and simulated (red) IVCs. The letters
label data points for which images are shown in (b). The arrows indicate the sweep
directions. The thick gray arrows indicate resistive switching to a low- and high-
resistance state, respectively. The inset shows a zoom into the high-current section.
(b) The left-hand column shows a selection of the photomicrographs acquired during
the second current sweep. The middle and right-hand columns show a selection of
the simulated spatial distribution of the current density J and the local device tem-
perature 7', respectively. Figure from appended publication 2. Copyright © 2021
by American Physical Society. All rights reserved.
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Figure 2.5(a) shows the electrical transport data with current bias points marked with
capital letters. The corresponding photomicrographs are shown in the left-hand panel
of Fig. 2.5(b). The current I vs. voltage V characteristics (IVC) follow a specific shape:
after a linear low-bias regime, we observe a decrease of the differential resistance, that
even leads to back bending of the voltage, i.e. negative differential resistance, followed
by an abrupt breakdown of the voltage. By increasing the current further, the voltage
remains nearly constant, until the maximum current is reached. During the downsweep
of the current, the voltage still remains constant (with a small hysteresis) and jumps
back into the high-resistive state abruptly, returning to zero linearly. The abrupt jumps
in voltage can be directly correlated with the formation and the disappearance of a
conducting filament between the electrodes, which is observable via in situ widefield
imaging (Fig. 2.5).

There is a strong indication pointing towards an electrothermal origin of the voltage
breakdown: it happens at maximum power, not at maximum voltage, i.e. maximum
electric field. Nonetheless, there are odd features, that are not explainable solely by the
electrothermal hypothesis: first, the filament does not connect the electrodes as short as
possible, second, it splits into several branches while decreasing the current and third,
there is an unexpected small hysteresis in the low-resistance state at high-bias currents.

For this reason, we developed a numerical model, i.e. a two-dimensional resistor
network taking into account the thermal properties of the sample and substrate as well
as the experimentally determined values of the local MIT-IMT temperatures Ty and
Tivr. With this approach, the strain-induced variation of the local MIT /IMT is included
in the model. The middle and right-hand panels of Fig. 2.5(c) shows the impressive
accordance of the model with the experimental results. Remarkably, even the shape and
the direction of the filament were reproduced by the model, which indicates, that the
filament formation is strongly coupled with the strain distribution in the film.

With these findings, we conclude, that resistive switching in a V2Ogs thin-film mi-
crodevice is induced electrothermally in this case. Furthermore, resistive switching,
going along with filament formation, is strongly influenced by local inhomogeneities like
strain.

Contributions

This work was a collaboration with the groups of I. K. Schuller at the UC San Diego.
Y. Kalcheim fabricated and provided the sample and did characterization measurements.
M. Lange supervised and conducted the imaging measurements in Tiibingen, analyzed
the data and developed the numerical model. S. Guénon wrote the manuscript and took
the lead of the entire study. I assisted at the imaging measurements and did parts of
the analysis, created and improved the figures of the manuscript.
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2.3 Publication 3: Laser-induced quenching of metastability at
the Mott-insulator to metal transition

In this publication, we investigated the impact of scanning a focused laser beam across
the surface of a V503 thin-film during the MIT and IMT. During the IMT, mostly the
metallic phase is induced, while during MIT, the insulating phase is predominantly in-
duced. This is surprising, because one might expect the main effect of the laser scanning
to be heating. We suppose, that the laser scanning drives metastable states during the
first-order phase transition into stable states and with that, erases locally the thermal
history of the thin film.

We scan a focused laser beam across the surface of a rf-sputtered continuous 300-
nm-thick VoOs3 thin film and acquire photomicrographs before and after the irradiation.
The measurement setup is a combined low-temperature laser scanning and widefield
microscope, that can be operated either in one or the other mode. Note, that we used
the laser scanning mode solely for irradiation in this study — all photomicrographs were
acquired by widefield microscopy. We can distinguish metallic and insulating domains
by a difference in reflectance of the phases.

Figure 2.6 comprises the striking observation of the study. The capital letters in the
R(T) curve in Fig. 2.6(a) indicate the temperatures, at which pristine areas of the VoO3
thin film were irradiated by the focused laser beam, as depicted in Fig. 2.6(b). During
heating (IMT), predominantly metallic domains are induced (Fig. 2.6(c)), whereas dur-
ing cooling (MIT) predominantly insulating domains are induced (Fig. 2.6(d)) by laser
irradiation. In an additional experiment it was observed, that the resistivity of a V5Og
thin film microbridge changes significantly after laser irradiation.

In order to analyze the effect more quantitatively, we modified the laser irradiation
procedure to determine power thresholds for laser-induced phase changes. It was found,
that the heating branch is more sensitive to laser irradiation than the cooling branch.
During the MIT, the required laser power to induce phase changes is considerably smaller
than during the IMT. Further, the temperature range, in which laser-induced phase
transitons are possible, is smaller during the MIT in comparison with the IMT.

Figure 2.7(a) and (b) show the temperature dependence of the filling factors, i.e. the
ratio between the surface area of a particular laser-induced phase and the total surface
area. The main message is manifested quantitatively here: the major amount of domains
switches from insulating to metallic in the heating branch (Fig. 2.7(a)) and vice-versa
in the cooling branch (Fig. 2.7(b)). Additionally, in both cases there is a minor phase
(insulating at the IMT and metallic at the MIT) induced as well. In Fig. 2.7(c) we
compare the filling factors of the insulating phase before and after laser irradiation. The
before-irradiation curves show a hysteresis resembling the shape of the R(T") curve. After
irradiation both the heating and cooling curve are almost identical for temperatures at
168 K and below.

Discussing these results, one has to take into account the complexity of the phase
transition in VoOg. There are three coupled phase transitions: the electronic Mott-
Hubbard transition, a magnetic transition from paramagnetic to antiferromagnetic and
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Figure 2.6: (a) Zoom into the phase transition region of the R(T") curve. The red and blue dashed
arrows indicate the heating and cooling branch, respectively. Inset: Full R(T) curve
of the V503 thin film sample under investigation with same units as in the main
graph. The capital letters mark the set-temperatures in one thermal cycle, at which
separated squares in the V503 thin film were irradiated using the laser scanning
mode. (b) Simplified schematic of the measurement setup. Photomicrographs are
acquired by widefield microscopy before and after laser scanning within the dashed
square of pristine areas. (c) Photomicrograph series demonstrating the laser scanning
irradiation effect acquired during one heating run. For the differential images, the
image before laser irradiation was subtracted from the image after scanning. The
image contrasts were optimized for every temperature. (d) Photomicrograph series
acquired during cooling, analogous to (¢). Figure from appended publication 3.
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Figure 2.7: Temperature dependence of metal and insulator filling factors affected by laser irra-
diation of 460 uW. (a) Filling factors of the metallic and insulating phases induced
by laser irradiation during heating. (b) Same filling factors during cooling. (c) Fill-
ing factors of the insulating phase during one thermal cycle. Figure from appended
publication 3.
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a structural transition from corundum to a monoclinic crystal structure. Very likely, the
V203 thin film is in a metastable state and the perturbation by the laser scanning drives
the system into a stable state.

In a phenomenological numerical model, we were able to reproduce the main features
of the experimental results. By increasing the laser intensity in the model, the hysteresis
of the filling factors is diminished, in agreement with Fig. 2.7(c).

Concluding this publication, we find that a VO3 thin film is very sensitive to a local
perturbation by a focused laser beam. Dependent on the thermal history, laser scan-
ning induces predominantly metallic or insulating domains, respectively. This implies,
that laser scanning irradiation erases thermal history and could be used to set or reset
memristive devices locally.

Contributions

This study was done in collaboration with the groups of M. J. Rozenberg at the Uni-
versité Paris-Saclay, Y. Kalcheim at the Technion Haifa, and I. K. Schuller at UC San
Diego. The samples were provided by Y. Kalcheim. L. Fratino developed the numerical
model. A. Kronman conducted an additional measurement (thermal minor-loops in the
supplemental material). The measurements for the main manuscript were conducted at
the Eberhard Karls Universitdt Tiibingen. S. Guénon supervised the imaging measure-
ments. F. Tahouni-Bonab conducted parts of the imaging measurements. I improved
the measurement setup for better laser stability and developed an adapted measurement
software in LabVIEW. I conducted the main part of the laser scanning and widefield
imaging measurements and provided the evaluation of the measurement data. In coop-
erative work with S. Guénon, I created the figures and wrote the manuscript.
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Outlook

As explained in Sec. 1.1, there is a veritable need for applicable material systems and
devices, which offer functionalities for bio-mimesis in the emerging field of neuromorphic
computing. Within this thesis, thin film devices based on strongly correlated insula-
tors were investigated in order to contribute to this research field. We find signs of an
electrothermal origin of the volatile resistive switching in VoOs3 thin film devices and
we are able to correlate local heterogeneities like strain directly to the formation of the
conductive filament. Furthermore, we find key parameters, that determine the size of
the conductive filaments in planar two-terminal thin film devices based on nickelates.
We contribute to the general understanding of the Mott transition by exploring ther-
modynamical aspects of the first-order transition by local laser-induced perturbations.
The presented results advance the research field, in concrete terms, they lead to a better
understanding of the resistive switching via formation of conductive filaments and man-
ifest the relevance of metastability during the Mott transition. Proceeding from this,
subsequent research questions can be derived.

Besides volatile resistive switching, which is required in order to emulate the behav-
ior of neurons, one needs non-volatile resistive switching for synaptic functionalities like
plasticity (see Sec.1.1). At the Eberhard Karls Universitat Tiibingen, we have prelim-
inary results on NdNiOg thin film devices, that offer non-volatility. Due to the wide
hysteresis and the sharpness of the resistive switching in our high-quality thin films, it
is possible to achieve distinguishable resistivity states in a distinct temperature inter-
val. Planar two-terminal thin film devices are prepared in particular resistivity states
by performing minor current ramps. Complementary, we can observe the filamentary
dynamics simultaneously via widefield microscopy [148].

Combining this phenomenon with our findings of publication 3, subsequent questions
would be: Can we apply laser-induced quenching of the metastable phase in NdNiOj
thin films as well? And, if yes, can we reset a non-volatile resistive state locally via laser
irradiation?

After having explored the spatial dynamics of the filament formation in NdNiO3 and
SmNiOgs in publication 1, the goal of application-oriented research is to gain more
control over the filament. In publication 2, we identified local inhomogeneities of the
thin film like strain to affect the filament formation and to restrict the path of the fil-
ament due to preferred directions. This restriction could be overcome by guiding the
filament via focused ion beam (FIB) patterning, most likely due to FIB-induced defects
in the thin films. There is a lot of expertise for FIB techniques in the group of Dieter
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Koelle and Reinhold Kleiner at the Eberhard Karls Universitdt Tiibingen for the fabri-
cation of Josephson junctions [149-151], which can fruitfully be used for manipulating
strongly correlated insulator thin films as well. Trastoy et al. demonstrated Helium-ion-
irradiation of VO3 [50] and Ghazikhanian et al. recently used Gallium-FIB-irradiation
in order to manipulate the filament formation in VOg and V2Og thin film devices [152].
FIB-irradiation patterning of nickelates and vanadates with Helium- or Neon-FIB is a
promising research area to be explored in the future. There were already preliminary
works done within this PhD project.

An additional loose end of this work is the comparison of details of the resistive
switching dynamics in NdNiO3g and SmNiOsz. Complementary to the optical widefield
imaging study in publication 1, the filament dynamics can be observed via mapping
the laser-beam-induced voltage change in an additional mode of the laser scanning mi-
croscope [95]. In preliminary studies, we observe different fingerprints of conductive
filaments in NdNiO3 and SmNiOs. In NdNiOs, we can associate the conducting fila-
ment with a strong homogeneous voltage signal, whereas we observe typical hot spot
signals at the edges of filaments in SmNiOj3 devices, similar to hot spots in mesas of
the strongly correlated oxide BiaSroCaCuyOg [153]. Systematic and extensive voltage
imaging measurement series in combination with theoretical modeling can very likely
give more detailed insights into the differences of the filamentary resistive switching in
these materials.
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Some correlated materials display an insulator-to-metal transition as the temperature is increased. In most
cases, this transition can also be induced electrically, resulting in volatile resistive switching due to the formation
of a conducting filament. While this phenomenon has attracted much attention due to potential applications,
many fundamental questions remain unaddressed. One of them is its characteristic lengths: What sets the size
of these filaments, and how does this impact resistive switching properties? Here, we use a combination of
wide-field and scattering-type scanning near-field optical microscopies to characterize filament formation in
NdNiO; and SmNiOj; thin films. We find a clear trend: Smaller filaments increase the current density, yielding
sharper switching and a larger resistive drop. With the aid of numerical simulations, we discuss the parameters
controlling the filament width and, hence, the switching properties.

DOI: 10.1103/PhysRevResearch.5.013108

I. INTRODUCTION

Many correlated materials, such as the vanadate and rare-
earth nickelate families, are well-known for their insulator-to-
metal transition (IMT) [1-3]. The transition into the metallic
state can be induced by increasing temperature, adding
dopants, or applying high pressures [4—6], but it can also be
triggered electrically [7-12]. A large enough applied volt-
age or current can create a percolative metallic filament due
to Joule heating [13], drastically reducing the resistance of
the system [14-20]. We must note that this filament is not
caused by the diffusion of ions under strong electric fields,
as commonly observed in resistive random access memories
[21], but rather by a local phase transition from insulator to
metal. When the voltage (current) is removed, the filament
disappears, resulting in volatile resistive switching [22]. This
phenomenon has attracted a lot of attention due to promis-
ing applications in emerging technologies, such as emulating
neuronal spiking for neuromorphic computing [23-29], prob-
abilistic bits for stochastic computing [30-32], or serving as
electro-optical switches for optoelectronics [33-37]. Despite
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this, many fundamental aspects of the electrically induced
IMT are poorly understood. One of the most salient issues is
the typical length scale of this process: What sets the size of
the metallic filaments or the number of them? Similarly, how
do these characteristic lengths affect the resistive switching
properties, i.e., the sharpness of the switch (dV/91) or the total
resistive drop? Understanding this is not only of fundamental
interest but also key for designing device applications.

Here, we use a combination of wide-field optical mi-
croscopy [38] and scattering-type scanning near-field optical
microscopy (s-SNOM) [39] to characterize filament length
scales during the electrically induced IMT in NdNiO3 and
SmNiO; microdevices. These compounds are two well-
known members of the rare-earth nickelate family [2,6]. They
both display an IMT concomitant with a structural phase
transition, but there are rather important differences between
the two. NdNiO; has a sharp IMT ~120 K (depending on
epitaxial strain) with a resistivity drop of more than two orders
of magnitude [Fig. 1(a)]. SmNiO; on the other hand, displays
a smooth IMT ~400 K, with an order of magnitude resistivity
change [2,6]. Such different IMTs allow us to contrast the
results from both materials and to determine which parameters
govern filament length scales.

II. METHODS

We fabricated two-terminal microdevices on top of our
NdNiO; and SmNiOs films, as depicted in Fig. 1(b). The
nickelate films (~40 nm thick, Fig. 6 in the Supplemen-
tal Material [40]) were grown on LaAlOs (001) substrates

Published by the American Physical Society
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FIG. 1. Sample characteristics. (a) Resistivity vs temperature for
~40-nm-thick NdNiO; (blue) and SmNiO; (red) thin films. Inset:
Resistivity plotted as a function of T'-Tjyr. Tivt Was calculated find-
ing the maximum of dlog(p)/dT, where p is the resistivity. Only the
warmup branch is shown. (b) Schematic representation of the two-
terminal devices. Nickelate islands (brown) were patterned on top
of a LaAlO; substrate (blue). Two platinum electrodes (gray) were
used to electrically trigger the insulator-to-metal transition (IMT).
The schematic is not at scale.

using off-axis magnetron sputtering. We used a combina-
tion of optical lithography and ion etching to define isolated
360 x 130 pum nickelate islands, on top of which we patterned
two planar Pt electrodes using a second optical lithography
and on-axis Pt sputtering (see Appendix A). The electrodes
are 20 pm wide, with a 20 um gap between them (10 x
10 um for the s-SNOM experiments). The IMT can be trig-
gered by applying a large enough voltage or current across
the gap. To image this phenomenon, we take advantage of the
large reflectivity change across the IMT [10]. We use optical
microscopy to capture the distribution of metallic/insulating
domains in the gap between electrodes [18]. We do so in
operando, i.e., while applying a variable bias current, which
allows us to capture clear images of the percolating filament
(see Appendix B).

III. EXPERIMENTAL RESULTS

Figure 2(a) shows the voltage V as a function of the current
I in a NdNiO; microdevice at several temperatures below

the IMT temperature, i.e., the film is in the insulating state
when no current is applied. As the current is ramped up, the
voltage rises steeply until a threshold is reached, after which
a steep voltage reduction takes place. Such a drop marks the
moment when the electrically induced IMT occurs and a fila-
ment percolates between the electrodes. This is a well-known
phenomenon [14-20], and it can be readily observed with our
imaging setup. The filament widens when current is further
increased, shrinks for decreasing current, and disappears at
low enough current values (see Appendix D and the Sup-
plemental Material [40]), in accordance with the volatile V-/
curves in Fig. 2(a). We must note that some of the V-1 curves
feature two discontinuities. In the current range between them,
the system is not stationary but rapidly oscillates between
a high and a low resistance state, as further discussed in
Appendix E. As expected, we find the filament width to be
strongly dependent on the bias current, like what has been
reported in previous works [15,16,18]. The bulk of this paper
focuses on how other factors, such as temperature or material
properties, also play a key role at setting filament size.

Figure 2(a) shows a clear trend: The voltage drop becomes
sharper and larger as the temperature is lowered. This fea-
ture is also observed in SmNiO; microdevices [Fig. 2(d)],
where resistive switching at room temperature is modest, very
gradual, and without discontinuities. As the temperature is
lowered, the drop becomes steeper and discontinuous. Com-
paring NdNiO; and SmNiOs, resistive switching is sharper
for the former. Figures 2(b) and 2(e) show optical microscopy
images of filaments in NdNiO; and SmNiOs, respectively,
for the same applied current, / = 20 mA. Images at two
different temperatures are displayed for each material, show-
ing distinctively thinner filaments at lower temperatures in
both cases. This is better appreciated in Figs. 2(c) and 2(f),
where filament width (for / = 20 mA) is plotted as a function
of temperature. Lower temperatures yield thinner filaments
and, therefore, higher current densities. Moreover, comparing
NdNiO; and SmNiO3z, we can see that filaments are much
thinner in NdNiOj. Therefore, for a fixed bias current, the
filament size is strongly dependent on the material and the
base temperature. Figure 2 as a whole establishes a strong con-
nection between filament size and V -1 characteristics: Thinner
filaments (higher current densities) lead to sharper and larger
resistive switching.

While optical microscopy is a versatile tool to visualize
metallic/insulating areas at multiple temperatures and cur-
rents, its spatial resolution is limited by diffraction. To get
more detailed images, we performed in operando cryogenic s-
SNOM measurements in NdNiOs devices, using a setup such
as the one depicted in Fig. 3(a). The spatial resolution of this
atomic force microscopy (AFM)-based technique is limited
only by the tip radius (~20 nm) [39], allowing us to obtain
high-resolution AFM and near-field images of the filaments.
Figures 3(b) and 3(c) show topography and s-SNOM images
at 18 and 70 K, respectively. Images for 0, 10, and 20 mA are
displayed. For similar currents, filaments are thinner at lower
temperatures, in accordance with wide-field optical images in
Fig. 2. Moreover, s-SNOM allows us to resolve clear quali-
tative differences between both temperatures. Images taken at
18 K show a single, intense filament percolating between elec-
trodes, while at higher temperature multiple filaments appear.
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FIG. 2. Connection between resistive switching properties and filament size. (a) and (d) Voltage vs current curves for NdNiO; and SmNiO;
microdevices, respectively. Several temperatures are plotted for each material. (b) and (¢) Wide-field optical microscopy images of filaments
in NdNiO; and SmNiOs, respectively. Current is 20 mA for all four images. Two different temperatures are shown for each material. For the
NdNiO; images, reflectivity was normalized using a region far from the gap. For SmNiO;, differential images are shown, where at each point,
the reflectivity at / = 0 mA is subtracted. (c) and (f) Filament width vs temperature at / = 20 mA. The width was determined using a Gaussian
fitting of line scans perpendicular to the filament direction, taking the full width at half maximum as filament width. The error bars show the

standard deviation of the distribution of widths.

Thus, lower temperatures favor a winner-takes-all situation in
which a single filament carries all the current.

IV. RESISTOR NETWORK SIMULATIONS

To understand these results, we performed numerical sim-
ulations in which we model our system as a two-dimensional
resistor network [Fig. 4(a)] [10,25]. Each node in the network
can be either metallic or insulating, depending on the local
temperature and a Landau free energy functional that mim-
ics the IMT. The insulating state resistivity increases as the
temperature is decreased, following a variable range hopping
dependence [inset of Fig. 4(b)]. Currents and voltages at each
node are calculated by solving Kirchhoff’s laws. Local tem-
perature is updated in each simulation time step, considering
Joule heating and heat conduction. Each node of the network
dissipates heat horizontally to its neighbors and vertically to
the underlying substrate. We keep the substrate temperature
constant, without gradients, which means we do not consider
horizontal heat flow through the substrate. However, this con-
tribution can also be captured by our model since it would
effectively result in a renormalization of the lateral heat con-

ductivity through the film. A more detailed description of the
simulations can be found in Appendix C. This simple model
reproduces experimental results with only a few parameters
[Fig. 4(b)], allowing us to identify which ones play a key role.

Figure 4(c) shows simulated two-dimensional resistivity
maps of the devices for three different values of current
and base temperature. As expected, filaments are strongly
dependent on the bias current. Also, like the experiments,
filaments become narrower as the base temperature is low-
ered. The material confines current flow into a smaller
region at lower temperatures. This in turn induces higher
current densities, increasing local Joule heating and greatly
affecting the temperature distribution across the device, as
can be seen in Fig. 4(d). As the filament narrows, its
inner temperature increases. Therefore, thinner filaments
induce a stronger current-temperature feedback, which is
a key factor controlling switching dynamics [10,19,30].
Strong feedback makes the device susceptible to runaway
effects which manifest as discontinuities in the experimen-
tal V-I curves [30]. As a result, the thinner the filament
and the higher its current-temperature feedback, the larger
the discontinuities in the V-I curves. Experimentally, such
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FIG. 3. High-resolution scattering-type scanning near-field optical microscopy (s-SNOM) imaging and presence of multiple percolating
filaments. (a) Schematic representation of the s-SNOM setup. Infrared light (wavelength 10 pm) is focused at a metal-coated atomic force
microscopy (AFM) tip, which further focuses light into an area comparable to the tip radius (~20 nm). The tip-scattered signal is determined
by the optical conductivity of the area of the material directly underneath the tip, allowing us to get high-resolution images of metallic (high
signal) and insulating (low signal) domains. The AFM works in tapping mode and the s-SNOM signal is detected at the third and second
harmonic to filter out the far-field component, as described in Appendix B. (b) and (c¢) Topography and s-SNOM amplitude images for NdNiO;
microdevices at T = 18 and 70 K, respectively. The s-SNOM signal was normalized using the Pt electrode as reference. s-SNOM data for three
different current values is shown. At 70 K, the NdNiO; surrounding the Pt electrodes exhibits an enhanced conductivity even in the absence of
current, likely caused by a slight Tyt depression in that area. Although we do not know for certain, this could be caused by the lithographic

process or by electrode-induced strain or doping [41].

discontinuities are observed to be bigger and more fre-
quent at lower temperatures, especially for NdNiO;. These
are the same conditions in which the thinnest filaments are
observed.

V. DISCUSSION

Since filament size determines switching properties, it is
key to identify which parameters control the ability of the ma-
terial to confine current into smaller or larger areas. Here, we
analyze two contributions: the resistivity difference across the
IMT and the thermal conductivity of the substrate. The resis-
tivity contrast between the insulating (pi,s) and metallic (Omet)
phases is expected to play a major role since it corresponds to
the resistivities outside and inside the filament. When pj,s >
Pmet, the current is strongly focused into the filament, reducing
Joule heating outside. This keeps the insulating areas cold
and confines the filament in a small region. However, as pjns
decreases, the insulator becomes leaky, allowing current flow
and power dissipation outside the filament and reducing its
confinement.

The temperature dependence of the resistivity implies that,
as temperature increases, so does power dissipation outside
the filament, increasing its width. For instance, the voltage
at I =5 a.u. is half as large for T = 90 a.u. than for 7 =
18 a.u. [Fig. 4(b)], but the insulating resistivity is ~8 times
smaller. As a result, power dissipation outside the filament

is increased by a factor of 2 at T =90 a.u. vs T = 18 a.u.
These differences in resistivity explain not only the tempera-
ture dependence of the filament size but also the differences
observed between NdNiO3; and SmNiQOj. The former has a
larger resistivity change across the IMT [Fig. 1(a)] [6] and
is therefore expected to focus current into thinner filaments.
Furthermore, the presence of single or multiple percolating
filaments (Fig. 3) can be understood in a similar light. For
Pins > Pmet, the current will crowd through the first hotspot
that metallizes, favoring a winner-takes-all scenario.

However, the resistivity drop across the IMT is not the only
mechanism that can explain the differences in filament size.
Thermal properties are also expected to play a crucial role,
and they can provide a similarly satisfactory explanation. The
thermal conductivity of LaAlOj is not constant but decreases
from 60-70 W/(mK) at 60 K to ~15 W/(mK) at 300 K [42].
This means that the substrate can more efficiently evacuate
heat at lower temperatures, keeping the areas surrounding the
filament cold. The filament is therefore confined to a smaller
region, as simulations have recently shown [19]. Therefore,
thermal properties can also explain the smaller filament size
at lower temperatures, as well as accounting for the overall
differences between NdNiO; and SmNiOj3, which have IMTs
in very different temperature ranges.

Unfortunately, it is difficult to disentangle the contribu-
tions due to the resistivity change across the IMT and the
substrate thermal conductivity. Both parameters decrease as
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FIG. 4. Resistor network simulations and current focusing ef-
fect. (a) Schematic representation of the simulated resistor network
(size W x L). Low-resistance electrodes (yellow) define an oxide
gap where individual nodes could be either metallic (orange) or
insulating (dark brown), as described in Appendix C. (b) Simulated
voltage vs current curves for three different temperatures: 18 a.u.
(black), 70 a.u. (red), and 90 a.u. (blue). Inset: Simulated resistance
vs temperature of the device. (¢) Simulated, two-dimensional resis-
tivity plots for all combinations of three currents (1, 3, and 5 a.u.)
and three device base temperatures (18, 70, and 90 a.u.). Resistivity
is plotted in logarithmic color scale. (d) Simulated, two-dimensional
temperature plots for all combinations of three currents (1, 3, and
5 a.u.) and three device base temperatures (18, 70, and 90 a.u.).
Temperature is plotted in linear color scale and normalized to the
transition temperature (120 a.u.).

temperature is increased. Within the nickelate family, it is
observed that, as the transition temperature increases (with
the reduction of the rare-earth ion radius), the resistivity drop
across the IMT decreases [2,6]. A similar trend is observed
in the V,03, VO, and V305 family [10]. Therefore, it is not
feasible to compare a material featuring a high-temperature
IMT with a large resistivity change with another system hav-
ing a low-temperature IMT with a small resistivity change.

A way to overcome this drawback is to compare, for the
same material, samples with different IMT quality. We fab-

ricated two NdNiOs films: one with a high-quality IMT and
a second one subjected to a 120°C, 30 min annealing in
vacuum. The annealing creates oxygen vacancies, reducing
the resistivity change across the IMT, as seen in Fig. 5(a).
This has clear consequences in the resistive switching proper-
ties, which are smoother for the annealed sample [Fig. 5(b)].
Furthermore, there are notable differences in the filament,
as can be seen in Figs. 5(c) and 5(d). The annealed device
shows much less contrast and homogeneity within the metallic
area, perhaps due to the formation of multiple filaments. This
differs from the well-defined, intense filament for the nonan-
nealed sample and points to less metallization and current
focusing. This confirms that the resistivity change across the
IMT is a key parameter controlling resistive switching and fil-
ament characteristics, although it does not rule out important
contributions from thermal conductivity.

VI. CONCLUSIONS

In summary, we have used a combination of in operando
standard and scanning near-field optical microscopies to study
the characteristic lengths of filament formation during the
electrically induced IMT. We found that, in addition to bias
current, filament width is strongly dependent on base tem-
perature and the specific material. Lower setup temperatures
yield thinner filaments, increasing current density and local
temperature, leading to sharper resistive switching properties.
With the aid of resistor network simulations, we discussed the
material properties that control filament size, underlining the
importance of the resistivity drop across the IMT as well as
the thermal conductivity of the substrate.

Our results support recent works concerning another fun-
damental aspect of the electrically induced IMT: switching
dynamics [10,11]. It was proposed that a large resistivity
ratio between insulator and metal would induce higher current
focusing, increasing local Joule heating within the filament
and explaining the different switching timescales observed in
V,03, VO,, V305, NdNiO3, and SmNiOs;. However, direct
evidence of this has been lacking so far. In this paper, we
provide a systematic study of the characteristic length scales
of the electrically induced IMT, unveiling a strong connec-
tion between resistivity, thermal properties, filament size, and
resistive switching characteristics. The mechanisms outlined
here are simple and general and could be applicable to other
types of resistive switching, such as ReRAM. Considered
together with recent developments in the field [10,11,22], it
completes a simple and unified picture of the length and time
scales of filament nucleation, growth and relaxation, as well
as underlining their importance for developing technologies
based on the IMT.

ACKNOWLEDGMENTS

The authors thank Marco Lopes for his support dur-
ing the fabrication and measurement of these samples. The
sample fabrication and project coordination were funded
by the Swiss National Science Foundation through an Am-
bizione Fellowship (No. PZOOP2 185848). The oxide growth
was supported by the European Research Council under
the European Union’s Seventh Framework Program (No.

013108-5



THEODOR LUIBRAND et al. PHYSICAL REVIEW RESEARCH §, 013108 (2023)

—~
Q

~

—
O

(C)  Pristine NdNiO,

Annealed NdNiO,

; . 12 ‘ ;
0] Pristine NdNiO, _
% +— Annealed NdNiO, T'=50K
k7
® 10} .
(0] Lo
B k e
(]
3 e
e
(0]
N
®
S - .
5 Pristine NdNiO,
z 1r - Annealed NdNiO,
H . . 0 . L L L
0 50 100 150 0 5 10 15 20
T(K) I (mA)

FIG. 5. Resistive switching and filament characteristic in pristine and annealed NdNiOs. (a) Two-probe device resistance vs temperature
on pristine (blue) and annealed (red) NdNiO; films. (b) Voltage vs current at 7 = 50 K for a pristine (blue) and annealed (red) sample.
(c) Wide-field microscopy image of filament formation in pristine (left) and annealed (right) NdNiO;. 7 = 50 K and / = 20 mA in both cases.
Reflectivity was normalized using an area far from the gap region. (d) Zoomed image into the central part of the filament for pristine (top) and
annealed (bottom) NdNiO;. T = 50 K and / = 20 mA in both cases.

FP7/2007-2013)/ERC Grant Agreement No. 319286 Q-MAC
and the Swiss National Science Foundation Project No.
200020-179155. W.R. was supported by the U.S. Office of
Naval Research through the NICOP Grant No. N62909-
21-1-2028. s-SNOM measurements were supported by the
Swiss National Science Foundation through a Research
Grant No. 200020 _201096. Simulations were funded by the
French ANR project “MoMA” ANR-19-CE30-0020. T.L.
acknowledges support by the Cusanuswerk, Bischofliche Stu-
dienforderung. J.d.V. acknowledges support from the Spanish
Ministry of Science through a Ramoén y Cajal Fellowship
(No. RYC2021-030952-1) and from Asturias FICYT under
Grant No. AYUD/2021/51185 with the support of FEDER
funds.

APPENDIX A: DEVICE AND THIN FILM
STRUCTURE AND FABRICATION

We grew NdNiO; and SmNiO; oxide films on (001)-
oriented LaAlO; substrates using off-axis magnetron sput-
tering in an Ar:0, (3.5:1) mixture at a pressure of
180 mTorr and substrate temperature of 460 °C. Films are
~40-45 nm thick and grow epitaxially, as can be seen using
x-ray diffraction (XRD) [Figs. 6(c) and 6(d)].

For microdevice fabrication, a combination of techniques
was used. First, we patterned isolated NdNiO; and SmNiO3
islands using optical lithography and Ar ion beam milling.
This allows us to measure each device independently since it
is electrically isolated from the others. After this, we patterned
Pt electrodes on top of these islands. For that, we used optical
lithography followed by on-axis Pt sputtering at room temper-
ature and a lift-off in acetone. Pt thickness is ~40 nm. and
the gap size is 20 x 20 um. For the s-SNOM measurements,
a further lithographic step was used. Optical lithography does
not create smooth electrode edges. This is very challenging for
SNOM since the tip is tripped by the electrode irregularities.
To improve this, we used electron beam lithography and a

second Pt evaporation to define 10 x 10 um electrodes with
smooth edges.

APPENDIX B: MICROSCOPY TECHNIQUES

We used an optical wide-field microscope that facilitates
simultaneous imaging and electrical transport measurements
[38]. The device under investigation is mounted in vacuum,
on the cold finger of a liquid Helium continuous flow cryostat
with a temperature range between 4.2 and 300 K. The mi-
croscope has a spatial resolution of 500 nm, the illumination
is a monochromatic LED with a wavelength of 532 nm, and
the maximum field of view is ~500 x 500 um. The electric
transport properties were measured in a two-probe configu-
ration. For NdNiOj3, we used a Keithley 2400 SourceMeter
configured as a current source, whereas we used a highly
stable self-built current source for SmNiOs.

Image Processing: For NdNiO;, the gray values were
normalized to a NdNiOj area that is not influenced by the
resistive switching (not between the electrodes). For SmNiOs,
all the images are differential—the image with zero bias cur-
rent is subtracted for each current.

A cryogenic s-SNOM system (cryo-neaSNOM from nea-
spec/attocube GmbH) was used for nanoscopic imaging of
the filaments in the devices. Infrared radiation from a Quan-
tum Cascade Laser (Daylight Solutions) was focused at a
metal-coated AFM tip (ARROW-NCPt-50 from NanoAnd-
More GmbH), which was grounded to reduce the electrostatic
interaction between the tip and the sample. Despite that, we
had to avoid applying voltages >10 V in the microdevices,
as it would disturb the AFM in tapping mode. The tip size
determines the spatial resolution (20 nm in this case). Pseudo-
heterodyne detection allows separating far-field and near-field
contributions to the signal by using higher-order tapping har-
monics (the ratio between the intensity of the third and second
harmonics is used in this paper). The detected near-field signal
has an excellent spatial contrast between the insulating and
metallic phases because of the large change of the optical
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FIG. 6. Structural and transport properties of nickelate films and microdevices. (a) Two-probe resistance vs temperature characteristics of
NdNiO; and SmNiO; microdevices, respectively. (b) Two-probe resistance plotted as a function of T-Tjyr. Tiur Was calculated finding the
maximum of dlog(p)/dT, where p is the resistivity. Only the warmup branch is shown. NdNiO; shows a much sharper insulator-to-metal
transition (IMT). (c) and (d) -26 scans of the SmNiO; and NdNiO; films, respectively. Scans were performed around the (001) LaAlO; peak.
Finite-sized oscillations are very visible, allowing us to determine the film thickness. Data were manually fitted using the InteractiveXRDfit
software [43] and is shown in the plots as continuous dark lines. X-ray diffraction (XRD) shows high-quality epitaxial films with thicknesses

~40-45 nm.

conductivity across the IMT. More information about the s-
SNOM operation can be found in Ref. [44].

APPENDIX C: RESISTOR NETWORK
SIMULATIONS DETAILS

In the simulations presented in this paper, we use a
phenomenological mesoscopic model known as the Mott
Resistors Network [19,45]. The model describes the material
as a matrix of cells, each containing four resistors, which
connect the cell to its four nearest neighbors. Each cell cor-
responds to a small region of the material of the order of 10
nm. This scale is chosen to define a phase for the cell, which
can be insulating or metallic. At first, all the resistors are
initialized to a high insulating value, and all the cells are in the
insulator phase. A voltage is applied to the mesh through the

metallic electrodes that are situated at the top and the bottom,
and currents begin to circulate in the resistor network. These
currents can be computed, knowing the initial resistance and
the applied voltage, using Kirchhoff laws. When the current /
flows through the resistors R;;, these generate heat according
to Joule’s law, with power P = I’R. The heat generated by
a cell is given by the sum of the contributions of its four
resistors:

Pi(t)= [+ L)+ E@) + L(0)]R; (1),

where ¢ indicates time in units of the simulation time step,
ij are the indexes which identify the cell, P;; is the power
generated by the cell, R;; is the resistance of the four resistors
(which are always assumed to share the same value), and
I, L, I, and I are the four currents flowing through them.
Setting to unity the geometrical dimension of the cell, we can
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FIG. 7. Filament size dependence on applied current. Central panel: V-I characteristics of a NdNiO; microdevice at 7' = 60 K. Blue
asterisks mark currents at which the outer panels where captured. Outer panels: Standard optical microscope images of the devices at different

applied currents.

identify the resistivity of the cell with R;;. The temperature of
the cell will be the result of two contributions: Joule heating
and a dissipative term that includes the dissipation to the
nearest-neighbor cells and the dissipation to a substrate at a
fixed temperature Ty, with which all the cells are in contact.
Therefore, using the heat transfer equation, we can write the
temperature of the cell as follows:

I»)l..

Ty = Tyte — 1)+ 74D
K NN

- E[ST,-,-(t —D=) Tt -1)- To},

kl

where K is the thermal conductivity, C the thermal capacity,
and the sum with indexes kI runs over the nearest-neighbor
cells. We note that we have made the nonessential assumption
of choosing the same thermal conductivity for the dissipation
to the substrate and to the nearest neighbors and that the time
step of the simulation Ar is set to unity.

The first-order transition of a cell from the insulator-to-
metal phase (and vice versa) is described as a thermally

activated behavior with a probability that depends on the tem-
perature of the cell according to the following Arrhenius-like
law:

—Eg"(T; j)]
Tty [

where a and b are the states of cell (insulator or metal), and

Ejp is the energy barrier that separates the two corresponding

local minima as described by the following Landau-type free

energy (which is appropriate for a first-order thermally driven
transition):

P = exp[

f() = hn+ pn* + e’

Here, 7 is the order parameter, and T, h1, hy, p1, and p, are
constants. The resistivity of the cell is then chosen according
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to the state of the cell: low and constant (pne) in the metal
state and high and temperature dependent in the insulator
state [pins(7')]. We choose Mott’s equation for variable range
hopping [46] to describe the temperature dependence of the
resistivity in the insulating state since it has already been used
to fit the resistivity of NdNiO3 samples [47,48]:

1 1 1/4
ins(T) = Al=——]) |
Pins(T) = poexp <T TIMT>

where A is a constant, Tyt is the metal-insulator transition
temperature, and po = p(Timt) is the resistivity at the tran-
sition temperature. Nevertheless, the specific choice of the
functional form does not change the main qualitative features
of the results. Once the resistivity of the cell has been com-
puted, we can update the resistance of the resistors within
it. When all the cells have been updated, the time step is
increased by one, and the simulation continues as described
above, starting again from the computation of Kirchhoff cur-
rents.

APPENDIX D: FILAMENT WIDTH
DEPENDENCE ON CURRENT

Apart from temperature and specific material choice (the
focus of this paper), filament size depends strongly on the
applied current. This is a well-known effect [14—18] (see Sup-
plemental Material [40]). A specific example is given in Fig. 7,
which shows images of a NdNiO; microdevice at different
points of a V-I measurement cycle, for a temperature 7 =
60 K. As can be seen, the filament width grows with applied
current, appearing and disappearing at the discontinuities of
the ramp-up and ramp-down V-I curves, respectively.

APPENDIX E: DEVICE SELF-OSCILLATIONS

Interpretation of filament size is not straightforward for all
currents. As can be seen in Figs. 2(a) and 2(d), for some tem-
peratures, there are two voltage discontinuities when current
is ramped up (for instance, at T = 50 K in NdNiOs). Between
the two, there is a range of currents where the V-I curve

.-'f-‘ —— 18K

—=— 70K

O N 1 N 1

0 10 20 30
I (mA)

FIG. 8. Voltage vs current in NdNiO; microdevices, measured in
the scattering-type scanning near-field optical microscopy (s-SNOM)
setup. The characteristic features caused by device self-oscillation
are absent.

is smooth and monotonically decreasing. In that range, the
system is not stationary but rather oscillates between two con-
figurations, one with a percolating filament and one without
it. These self-oscillations, which are in the 10 kHz range, are
a well-known effect [20,49], and they can be observed with an
oscilloscope. The parasitic capacitance and the slow reaction
time of current source are the main factors determining the
oscillation regime. We must note that devices measured in the
SNOM setup do not show the V-I characteristics associated
with self-oscillations (Fig. 8). This difference is likely due to
two main factors: (i) the different device geometry and (ii) the
different wiring and parasitic capacitance of both setups.

All the analysis about filament size at different tempera-
tures and materials shown in the paper is done for / = 20 mA.
This is well above the self-oscillation range, where the system
is stationary again, so it does not affect our conclusions.
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Resistive switching—the current- and voltage-induced change of electrical resistance—is at the core
of memristive devices, which play an essential role in the emerging field of neuromorphic comput-
ing. This study is about resistive switching in a Mott insulator, which undergoes a thermally driven
metal-to-insulator transition. Two distinct switching mechanisms are reported for such a system: electric-
field-driven resistive switching and electrothermal resistive switching. The latter results from an instability
caused by Joule heating. Here, we present the visualization of the reversible resistive switching in a planar
V,0; thin-film device using high-resolution wide-field microscopy in combination with electric trans-
port measurements. We investigate the interaction of the electrothermal instability with the strain-induced
spontaneous phase separation in the V,03 thin film at the Mott transition. The photomicrographs show
the formation of a narrow metallic filament with a minimum width < 500 nm. Although the filament for-
mation and the overall shape of the current-voltage characteristics (IVCs) are typical of an electrothermal
breakdown, we also observe atypical effects such as oblique filaments, filament splitting, and hysteretic
IVCs with sawtoothlike jumps at high currents in the low-resistance regime. We are able to reproduce
the experimental results in a numerical model based on a two-dimensional resistor network. This model
demonstrates that resistive switching in this case is indeed electrothermal and that the intrinsic hetero-
geneity is responsible for the atypical effects. This heterogeneity is strongly influenced by strain, thereby

establishing a link between switching dynamics and structural properties.

DOI: 10.1103/PhysRevApplied.16.054027

L. INTRODUCTION

The strongly correlated electron system V,0; is a
prototypical Mott-Hubbard insulator [1]. At room tem-
perature, stoichiometric V,0; is a paramagnetic metal
with corundum structure, which undergoes a metal-to-
insulator transition (MIT) in cooling below about 160 K.
The insulating phase is antiferromagnetic with monoclinic
structure. Upon heating, the insulating phase undergoes a
thermally driven insulator-to-metal transition (IMT) [2—4].

In recent years, there has been a growing interest in uti-
lizing the MIT-IMT in devices based on strongly correlated
oxides [5]. One area of application is optical elements,
where the MIT-IMT influences the photonic properties
[6,7]. Another area of application is resistive switching,
where an applied electric current or field induces the
IMT and changes the resistance of the device [8,9]. Two
technological problems fuel the research in resistive
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switching. First, there is growing interest in resistive
random access memories (RRAMs) as next-generation
energy-efficient nonvolatile computer memories. Here,
high- and low-resistive states in memristive elements store
the data [10—12]. Second, the era of “Big Data” requires
methods to access huge data-storage capacities efficiently,
which fuels the research field of in-memory comput-
ing—combining data storage and logical operations in one
chip. At the core of this technology are again memris-
tive elements [13—15]. A subfield of in-memory comput-
ing is neuromorphic computing—the search for physical
phenomena and concepts that allow the building of artifi-
cial neural networks with some of the essential functions
of their biological counterparts. Again, memristive ele-
ments utilizing resistive switching play a vital role in this
emerging research field [16-22].

Several mechanisms have been suggested for resis-
tive switching in Mott insulators. At very high fields
(2 100 MV/m), Landau-Zener tunneling across the
Mott gap increases the free-carrier concentration, which
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eventually destabilizes the insulating state, leading to the
IMT [23-27]. However, switching with considerably lower
fields has been observed in some cases [28—30]. The low-
field switching has been attributed to midgap tunneling
[31,32], to an electric-field-driven Mott-gap collapse [33],
or to a spatially inhomogeneous metal-insulator mixed
state [34].

In addition to these mechanisms, in materials exhibiting
a thermally driven IMT, a universal electrothermal break-
down must be considered. This instability is not directly
related to the Mott-Hubbard physics, but is the result of an
electrothermal instability created by the strong temperature
dependence of the electric resistivity at the IMT [35-40].
Such an electrothermal instability can lead to resistive
switching. When current passes through a highly resis-
tive (insulating) device, Joule heating increases the device
temperature. Consequently, small spatial variations in the
current density may lead to spatial variations of the local
device temperature. The sharp decrease in the resistivity
with increasing temperature (at the IMT) acts as a positive-
feedback mechanism, which amplifies the evolution of a
spatially inhomogeneous state. For electric currents above
a certain threshold, this may lead to a runaway effect where
more and more current is concentrated in a small section of
the device, considerably increasing the local temperature.
This runaway effect results in the formation of a highly
conductive (metallic) filament connecting the device elec-
trodes. The filament is sustained in the metallic state by the
Joule heating concentrated within it, while its surroundings
remain in the insulating state at the lower base temperature.
In this case, resistive switching is the result of current and
temperature redistribution in the device (for an extensive
discussion of this phenomenon, see Ref. [41]).

Considering V,0; devices, it is possible to suppress the
electrothermal effects and enter a purely electronic regime
in ultrafast pump-probe experiments [42]. In a study on
V,03 nanodevices, where size effects and electrode cool-
ing reduced Joule heating, evidence for a dielectric break-
down has been found [30] and, in a recent study, the
authors have found that defects in the V,0j3 thin films
enhance the efficiency of field-assisted carrier genera-
tion and considerably reduce the threshold for a dielectric
(nonthermal) breakdown [43]. Electrothermal switching is
therefore expected in large and highly pure devices where
cooling from the contacts is inefficient and defects do not
play a substantial role in the switching process. More-
over, we note that due to the elastic strain and coupling
between the structural and the electronic degrees of free-
dom, V,03 thin films on single-crystal substrates have very
rich physics on their own [44-49]. Of particular impor-
tance is the spontaneous phase separation with herringbone
domain structures at the submicrometer scale due to strain
minimization at the MIT-IMT [50]; this in turn is likely to
also affect resistive switching at the IMT.

Despite major research efforts, the details of the
resistive-switching mechanism remain elusive. In partic-
ular, for systems with a thermally driven IMT, the ques-
tion of purely electrically versus electrothermally induced
resistive switching has been debated over recent years
[9,30,34,36,37,43,51-54]. A fundamental problem for
understanding voltage- or current-induced switching is
based on the fact that in experiments, the switching is ana-
lyzed by electric transport measurements. Naturally, those
measurements are only sensitive to the total resistance
change of the device. However, the system is inherently
strongly inhomogeneous, eventually including a strongly
inhomogeneous spatial distribution of current density and
temperature. Consequently, knowledge of the spatial dis-
tribution of those properties that are relevant for resistive
switching is crucial. Hence, it should be highly rewarding
to combine electric transport measurements with imag-
ing of filament formation on the submicrometer scale.
This may, in particular, provide insights into the relation
between strain-induced domain formation and switching-
induced filament formation at the MIT-IMT that have
hitherto proved to be inaccessible.

In this study, we combine electric transport measure-
ments with cryogenic optical wide-field microscopy (with
a spatial resolution of about 0.5 um) on V,0j; thin-film
devices. Due to different reflectivity, the photomicrographs
yield a strong contrast between metallic and insulating
regions, which allows for imaging of the metal-insulator
spontaneous phase separation at the MIT-IMT and for
the determination of the spatial distribution of local MIT
and IMT temperatures. Furthermore, we image the evo-
lution of the formation of highly conducting (metallic)
filaments that accompany resistive switching upon sweep-
ing an applied current in the insulating state and recording
simultaneously the current-voltage characteristics (IVCs).
In this way, the characteristics of the electric transport
measurements can be related to the formation, growth,
and extinction of metallic filament features at the sub-
micron scale. We find that both the IVCs and the pho-
tomicrographs have many characteristics of electrothermal
resistive switching due to Joule-heating filament forma-
tion. However, we also observe details that we assume to
result from the interaction of Joule-heating filaments with
the strain-induced varying MIT-IMT temperatures. We
develop a numerical model based on a two-dimensional
(2D) resistor network, which takes into account the exper-
imentally determined spatial distribution of the local MIT-
IMT temperatures. With this model, we calculate the [IVCs
and the spatial distribution of the current density and tem-
perature upon electrothermal resistive switching and find
excellent agreement with experimentally determined IVCs
and optically detected filament formation. These results
provide a deep understanding of the details of the resistive-
switching mechanism at play. In particular, comparing
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the spontaneously formed metal-insulator domain structure
with the filamentary structures resulting from electrother-
mal switching also reveals a hitherto unknown interplay
between strain and switching.

This paper is organized as follows. After Sec. 11, on sam-
ple fabrication and the experimental setup, we discuss in
Sec. 111 the thermally driven MIT-IMT in the planar V,0;
thin-film device under investigation. In addition to resis-
tance R versus temperature 7 data (Sec. III A), we present
photomicrographs at the MIT-IMT, which show character-
istic insulator-metal herringbone domain structures (Sec.
IIT B). Then, in Sec. III C, we derive maps of spatially
resolved transition temperatures.

The main results are presented in Sec. IV, on resistive
switching by current-induced MIT. There, we show IVCs
in combination with photomicrographs at the IMT onset
(Secs. IV A and IV B) and discuss the experimental results
(Sec. IV C). We then present a numerical model (Sec. [V
D), based on a 2D resistor network, which shows good
agreement in comparison with the experimental results
(Sec. IV E). Section V concludes this work.

(a)

_
(=3
—

II. SAMPLE FABRICATION AND
EXPERIMENTAL SETUP

A 300-nm-thick V,03 thin film is grown by rf mag-
netron sputtering of a V,Oj3 target on an r plane (1012)
sapphire substrate (for details, see Ref. [55,56]). Sub-
sequently, by an optical lithography lift-off process, we
prepare several 100-nm-thick Au contact pads on top of the
unpatterned V,03 film, to define 12 devices on the chip.
Each device consists of a 19.5-um-long gap between two
20-um-wide Au electrodes [see Fig. 1(a)].

We use a wide-field optical microscope [57] with the
device mounted in vacuum, in a continuous He gas-flow
cryostat. This configuration facilitates electrical trans-
port measurements simultaneously with optical imaging
of the device. The microscope has a spatial resolution
of about 0.5 pum. The illumination is monochromatic
with a wavelength of 528 nm and the field of view is
500 um x 500 pum. Optical microscopy allows for imag-
ing the phase separation in the V,03 thin film, because the
metallic and insulating phases have different reflectivities
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FIG. 1. (a) A schematic view of the planar V,03 device under investigation. The two Au electrodes serve as combined current-
voltage taps for two-probe electric transport measurements. The dotted green line indicates the area of interest (the field of view of
the images is shown in (c)). (b) Resistively and optically detected MIT-IMT. The upper panel shows the electrical resistance R(7)
(measured with / = 5 pA); the arrows indicate the sweep direction of the temperature 7. Data points marked by letters correspond to
images shown in (c). T} indicates the base temperature set for the measurements presented in Fig. 3. The inset shows R(7), including
the lowest temperature of the thermal cycle. The lower panel shows the reflectivity versus T of the V,0; film normalized to the
reflectivity of the Au electrodes. The green curve represents the average over the area of interest, while the red curve represents the
reflectivity of a single pixel at the location indicated by the red circles in (c). The vertical dashed lines indicate the local transition
temperatures Tyt and Tyvr, determined for the single pixel. (c) A selection of photomicrographs acquired during one thermal cycle.
The Au electrodes are indicated by the yellow areas.
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[see Fig. 1(c)]. Note that, counterintuitively, the insulat-
ing phase has a higher reflectivity than the metallic phase.
The reason for this is that the monochromatic illumina-
tion at 528 nm is above the plasma frequency for both
phases and therefore the reflectivity contrast is not caused
by the concentration of free charge carriers. Instead, eg
to ajg (lower Hubbard band) [58,59] interband transitions
dominate the insulating-phase reflectivity, while transi-
tions from the quasiparticle peak to the a;, upper Hubbard
band [55] dominate the metallic phase reflectivity.

We measure the electric transport properties in a two-
point configuration with a Keithley 2400 SourceMeter
configured as a current source. I[IVCs are taken from 0 to
20 mA and back to 0 (between 0 and 3.5 mA, the step size
is 0.1 mA and then the step size is increased to 0.5 mA,
while between 3.0 and 0 mA, the step size is reduced to
0.1 mA).

III. THERMALLY DRIVEN MIT-IMT

A. Device resistance

The upper panel of Fig. 1(b) shows the electrical resis-
tance R versus temperature T of the device, acquired with
a bias current / = 5 pA. The large resistance change at
the MIT, by 4 orders of magnitude, is indicative of a
high-quality V,0s3 thin film with few defects. Due to the
first-order nature of the MIT-IMT, the R(7) curve is hys-
teretic, with a MIT temperature Tyyr about 5 K below
the IMT temperature Tyyr. Consequently, for the IVC
measurements and imaging presented below, it is vital to
prepare a well-defined initial state in order to obtain repro-
ducible results. This is achieved by thermal cycling, i.e., by
cooling or by heating to temperatures at which the V,03
is in a pure insulating or metallic state, before heating or
cooling to the targeted temperature.

B. Phase separation at the MIT-IMT

We acquire a temperature series of wide-field
microscopy images during one thermal cycle with a 1-
K step size across the MIT-IMT. Figure 1(c) shows a
selection of images from this series. An extended pho-
tomicrograph series is included in Appendix Al (Fig. 5).
Capital letters indicate the corresponding temperatures in
the R(T) curve [Fig. 1(b), upper panel]. By averaging
over the area of interest, we obtain the temperature depen-
dence of the reflectivity of the V,05; film, normalized
to the reflectivity of the Au electrodes [see Fig. 1(b),
lower panel]. The hysteresis in the R(7) curve is well
reproduced by the normalized reflectivity versus 7. The
photomicrographs acquired in the hysteretic temperature
regime show spontaneous insulator-metal phase separation
with herringbone domains [50]. Domain patterns bearing
a strong resemblance to those observed here can be found
by numerical approximations to the Cahn-Larché equation,

which describes the phase separation of a binary mixture
in the presence of elastic stress (see Fig. 6 in Ref. [60]). A
fast-Fourier-transform (FFT) analysis of the domain pat-
tern is included in Appendix A2 (Fig. 6). The FFT analysis
reveals that the domains have two preferred directions;
one is at an angle o &~ 9° at the MIT, which switches to
o ~ 22° at the IMT, and the second is at & ~ 79°, at both
the MIT and the IMT. « is the angle between the y axis and
the preferred direction [see the coordinates in Fig. 1(c)].
By comparing two optical images taken at the same tem-
perature (7 = 168 K) in the heating branch (IMT) for two
consecutive thermal cycles (see Fig. 7 in Appendix A3),
we find that the overall domain geometry (domain size and
orientation) for repeated measurements is reproducible, as
deduced from the FFT of the images. In real space, how-
ever, the domains may form in different locations in every
heating cycle, despite a certain level of reproducibility.
Interestingly, the heating and cooling cycles show signif-
icant differences in domain geometry. These results show
that while there is some domain pinning, the local tran-
sition temperature depends strongly on cycle-dependent
domain nucleation and growth, which changes the local
strain distribution. This indicates that the phase separation
is not due to growth-induced local inhomogeneities (in,
e.g., chemical composition) of the thin film and that the
domain configuration is plastic to a certain degree.

TM[']' (K)
170

165

160

172

168

164

FIG. 2. The local transition temperatures of the V,0j3 thin-film
device: (a) Tygr map; (b) Tiyr map. The large dark blue areas
indicate Au electrodes.
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In the lower panel of Fig. 1(b), we also include the
reflectivity versus 7 curve for a single pixel, indicated by
a red circle in the photomicrographs. The discontinuous
steps in reflectivity at the MIT and IMT are indicative of a
first-order phase transition [50].

C. Spatially resolved transition temperatures

By analyzing the steps in reflectivity for every pixel of
the photomicrograph temperature series, maps of the local
MIT and IMT temperatures Tyt and Tyvr, respectively,
with a resolution of 1 K can be derived (see Fig. 2). The
maps of Tyt [Fig. 2(a)] and Ty [Fig. 2(b)] show different
patches with different transition temperatures, the shape
and form of which resemble the herringbone domains in
the photomicrographs. We note that the transition temper-
ature maps shown in Fig. 2 constitute a single instance of
the local MIT-IMT temperature variation, representing the
strain-induced domain structure, but not an actual deter-
ministic transition temperature map. These maps allow
us, in the numerical analysis (discussed below), to con-
sider how the strain-induced variation in local MIT-IMT
temperatures affects the electrothermal breakdown.

IV. CURRENT-INDUCED IMT—RESISTIVE
SWITCHING

In Fig. 3, we present electric transport data and simul-
taneously recorded photomicrographs for the current-
induced IMT. We also include the results of numerical
simulations for direct comparison. Note that we include
an animation in Appendix C (Video 1) visualizing the
resistive switching for every bias point.

A. Current-voltage characteristics

Before the measurement, the device is brought into the
heating branch [at the base temperature 7, = 158 K; cf.
Fig. 1(b)] via thermal cycling. Then IVCs are acquired for
two consecutive current sweeps [see Fig. 3(a)]. During one
sweep, the current increases from 0 mA to the maximum
value of 20 mA and decreases back to 0 mA. The arrows in
Fig. 3(a) indicate the sweep direction. Starting at the ori-
gin of the graph, the IVCs progress almost linearly up to
I ~ 0.5 mA, which indicates an almost Ohmic resistance.
Upon further increase of 7, the slope of the IVCs increases
significantly, i.e., the differential resistance decreases. A
section with negative differential resistance follows. A hor-
izontal jump indicative of an instantaneous (within the
measurement time scale) reduction of the device resistance
interrupts the IVCs at / ~ 2.5 mA. In other words, an elec-
trical breakdown of the device causes resistive switching
to a low-resistance state. After the jump, the IVCs progress
almost vertically with a further increase of /. When the cur-
rent is reduced from its maximum value, the IVCs progress
almost vertically down to / &~ 1.8 mA, which is below the

value of the first horizontal jump. At this bias point, there
is a second horizontal jump, indicative of an instantaneous
increase of the device resistance, i.e., the device switches
back to a high-resistance state. A section with a decreasing
slope and a linear section follows.

The IVCs of the first and second sweeps are qualitatively
similar. However, the maximum voltage, reached before
the voltage jump appears in the upsweep, is reduced for the
second sweep. For sweeps following the second sweep (not
shown), the maximum voltage does not change any more
and the IVCs are almost identical. Thermal cycling restores
the IVC of the first sweep. We infer from the reproducibil-
ity of the IVC measurements that the observed resistive
switching is nondestructive.

In addition to the very pronounced hysteresis in the low-
bias-current regime where resistive switching occurs, we
observe a small hysteresis in the high-bias regime; i.e.,
the downsweep branches have lower voltages than the
upsweep branches [see the inset to Fig. 3(a)]. Furthermore,
in this high-bias regime, the [IVCs show small sawtoothlike
jumps [see the inset to Fig. 3(a)].

B. Imaging filaments

Simultaneously with recording IVCs during a current
sweep, photomicrographs are acquired. We present a selec-
tion of these photomicrographs in Fig. 3(b) (left-hand
column) for the second current sweep. The animation in
Appendix C (Video 1) shows a movie of the full current
sweep.

The following remarks are crucial for interpreting the
results. As deduced from the images acquired during the
temperature sweeps, metallic and insulating domains have
different optical reflectivities, allowing us to assign metal-
lic and insulating resistivities to dark and bright regions
of the device, respectively. From Fig. 1(c), we learn that
dark areas in the photomicrograph indicate a metallic V,03
phase, while the bright areas indicate an insulating phase.

Photomicrograph A in Fig. 3(b) is acquired at bias point
A on the upsweep branch of the second current sweep, just
before the large voltage jump appears. The photomicro-
graphs acquired between zero bias and bias point A are all
identical (see the animation in Video 1 of Appendix C).
The V,0; thin film between the electrodes is insulating
(bright) with several small metallic (dark) inclusions and
the device is in a high-resistance state. The metallic inclu-
sions appear after the voltage jump of the first current
sweep. Photomicrograph B corresponds to bias point B,
immediately after the large voltage jump, indicating an
abrupt switching of the device to a low-resistance state.
A narrow metallic (dark) filament connects the electrodes
at an oblique angle «, shunting the insulating film. With
further increase of the current, the filament width increases
(see photomicrographs B-D) by growing to the right. Bias
point D is at I = 20 mA, which terminates the upsweep
branch. When the current is reduced, the filament splits

054027-5



MATTHIAS LANGE et al.

PHYS. REV. APPLIED 16, 054027 (2021)

(a)

(b) Experiment Simulation

J (mA/um?®) T (K)

0.7 170 1531178

20 T T

18

....... First sweep
Second sweep
Simulation

l( 0

I
I
I
I
I
12 v

Current (mA)
S

Current (mA)
o
T

———

Voltage (V)

FIG. 3.

The electrical breakdown in a planar V,0; device at a base temperature 7, = 158 K at the onset of the IMT. (a) Measured

(blue) and simulated (red) IVCs. The letters label data points for which images are shown in (b). The arrows indicate the sweep
directions. The thick gray arrows indicate resistive switching to a low- and high-resistance state, respectively. The inset shows an
enlargement of the high-current section. (b) The left-hand column shows a selection of the photomicrographs acquired during the
second current sweep. The middle and right-hand columns show a selection of the simulated spatial distribution of the current density
J and the local device temperature 7, respectively. The dashed red lines for images B indicate an o &~ 17° inclination of the filament

with respect to the y direction.

into several branches (photomicrograph E). When the cur-
rent is reduced further, the splitting results in multiple par-
allel filaments (photomicrograph F). These filaments then
disappear one after the other (photomicrographs F—H).
Photomicrographs H and B are taken at almost the same
current value and are almost identical. Finally, when the
current is reduced to a bias point just below the second
voltage jump, indicating an abrupt increase of the device

resistance, the last remaining filament disappears and the
device returns to an insulating high-resistance state (see
the animation in Video 1 of Appendix C).

C. Discussion of experimental results

We derive additional relations (Fig. 4) from the IVC
and photomicrographs of the second current sweep, which
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FIG. 4. The relations derived from the IVC and photomicro-
graphs of the second current sweep in Fig. 3: (a) the conductance
versus the current; (b) the current versus the power; (c) the esti-
mated total filament width versus the current; (d) the resistivity
of the metallic phase, estimated from the filament width, ver-
sus the current. The horizontal line indicates the resistivity of the
metallic phase ppet used in the numerical simulations to obtain
agreement with the experimentally measured resistance in the
metallic phase.

help us to interpret the results. The derivation of the con-
ductance (G = I/V) versus current and the current versus
power (P =1 x V) relations [Figs. 4(a) and 4(b), respec-
tively] is straightforward. In Fig. 4(c), the filament width
is estimated by dividing the dark filament area in the pho-
tomicrographs by the filament length, which is estimated
by approximating the filament as a straight line. The fila-
ment resistivity Pfijament 15 derived similarly, assuming that
the filament extends throughout the thickness of the V,0;
film.

Now, we revisit the IVCs and the photomicrographs
shown in Fig. 3. The overall behavior of the device is
characteristic of an electrothermal breakdown [41]. The
increasing slope after the linear (Ohmic) section in the
low-bias-current regime, before switching to the high-
resistance state, can be explained by a decrease of the
device resistance due to Joule heating. According to the
R(T) curve shown in Fig. 1(b), close to the IMT an increase
in the device temperature results in a considerable decrease
in the device resistance. This effect produces the observed

back bending of the IVC. The system then becomes elec-
trothermally unstable and the horizontal jump is the result
of the formation of an electrothermal filament. Image B
of Fig. 3(b) clearly shows the appearance of this metal-
lic filament. The vertical progression of the IVC with
increasing [ after switching to the low-resistance state
is associated with an increase in the filament width [see
Fig. 3(b), images B—D]. The second horizontal jump dur-
ing the return current sweep indicates an abrupt increase
of the device resistance associated with the disappearance
of the conducting filament (see the animation in Video 1
of Appendix C).

From Fig. 4(b), we learn that resistive switching occurs
at maximum power. Considering the IVC of the second
sweep [Fig. 3(a)], there is a slight back bending before
the jump, indicating resistive switching. In the IVC of
the first sweep, this back bending is more pronounced. If
resistive switching were purely electric driven, the resis-
tive switching would occur at maximum voltage, which is
not the case. This is further evidence for an electrothermal
breakdown. According to Fig. 4, in the high-bias regime
after resistive switching, the device conductance, power,
and filament width have an overall linear current depen-
dence, while the filament resistivity is almost constant.
Again, these dependencies are characteristic of an elec-
trothermal breakdown, where the device current flows in
a metallic filament and the current controls the width of
this filament via Joule heating. Figure 4(d) shows good
agreement of the filament resistivity with the resistivity
of the metallic phase oy, used for numerical simulations
(see Sec. IV D). We note that the initial steep decrease of
Pfilament Versus / in Fig. 4(d) might be due to the possibil-
ity that right after its formation (or before its extinction),
the filament does not yet expand throughout the entire film
thickness and/or that the filament width is below the spa-
tial resolution of the microscope. In both cases, we would
slightly overestimate pgjament- However, we also note that
the independently determined conductance versus current
[Fig. 4(a); from IVCs] and filament width versus cur-
rent [Fig. 4(c); from images] curves match very closely,
including the jumps at distinct current values. This indi-
cates that the minimum filament width is very likely not
much smaller than what we observe by imaging. Moreover,
this again clearly demonstrates how the overall device
resistance in the low-resistance state is governed by the
optically detected filamentary structures.

We observe atypical effects, which can only be
explained by features that are not included in the most sim-
ple electrothermal model. First, the filament is not straight
along the y axis but, rather, connects the electrodes at an
oblique angle o of approximately 17° with respect to the
y direction [see image B in Fig. 3(b)]. In a homogeneous
medium, one would expect that the shortest possible cur-
rent path is preferred and the filament should follow the y
direction. Second, during the downsweep, the filament first
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splits into several branches and then it divides into multi-
ple parallel filaments [see images E and F in Fig. 3(b)].
Because adjacent regions in the film are thermally cou-
pled in the lateral direction, for a homogeneous medium
one would expect that, as current decreases, the filament
shrinks from its sides, since the filament temperature is
highest in its center, so that the colder sides will transi-
tion into the insulating state more readily. Third, for high
bias currents in the low-resistance state, there is hysteresis
in the IVC [see the inset to Fig. 3(a)] and in the conduc-
tance, power, and filament width versus current relations
(Fig. 4). However, after an electrothermal breakdown in a
homogeneous medium without thermal hysteresis, the cur-
rent should control these parameters without hysteresis in
the IVC.

D. Numerical model

We develop a numerical model to investigate whether
the electrical breakdown is electrothermal and whether the
phenomena that are atypical for an electrothermal break-
down in a homogeneous medium without thermal hystere-
sis result from the strain-induced spatial variation of the
MIT-IMT temperatures (see Fig. 2). A detailed description,
based on Ref. [61], is given in Appendix B.

The numerical model is based on a 2D resistor network
(see Fig. 8 of Appendix B1), for which the current dis-
tribution is solved via mesh-current analysis, while the
thermal properties are modeled with a finite-difference
approximation of the time-dependent heat equation. The
heat conduction is incorporated using the backward Euler
method. Latent heat is included. We account for the ther-
mal coupling to the cryostat cold plate.

The four (or three) resistors of every cell in the 2D net-
work have an individual hysteretic R(7) dependence with
the MIT-IMT temperatures corresponding to the experi-
mentally determined values of Fig. 2. Deep in the insu-
lating state, we assume the same resistivity pj,s(7) for
all cells, which is determined from the measured R(7T)
curve and, in the metallic state, we assume a constant
Pmet = 4.6 12 m for all cells, also determined from the
measured R(7) curve [Fig. 1(b)]. With this approach, the
strain-induced variation of the MIT-IMT temperatures is
included in the model. For a detailed description, see
Appendix B2.

Prior to the simulation of an entire current-sweep
sequence, for each pixel the high- or low-resistance state
within the hysteretic 7 range is set, depending on the
history. This procedure takes into account, e.g., previous
current-sweep sequences and hence can capture history
effects in simulations for different current sweeps. For a
given bias current value, the mesh-current analysis and
the time-dependent heat equation are solved with small
time steps until the solution reaches a steady state. Sub-
sequently, the procedure is repeated with an incremented

current value. In this way, we calculate the IVC and
the spatial distribution of the current density J and the
temperature 7.

E. Comparison of simulations with experimental
results

The simulation results are included in Fig. 3 for direct
comparison with the experimental data. The model is
numerically stable over almost the whole parameter space,
except for a section in the first current sweep after the resis-
tive switching. For this reason, we focus our discussion on
the second sweep. We note that the simulation of the first
sweep reveals that after return to zero current, some resis-
tors remain in the metallic state. This is consistent with
the imaging results, which show that metallic inclusions
appear after the first sweep. For the simulation of the sec-
ond sweep, this information from the simulation of the
first sweep is included, which explains why we also find
different results in the simulations of different sweeps.

The heuristic numerical model, which includes strain
effects in the V,0;3 thin film indirectly via the MIT-
IMT temperature maps, reproduces the resistive switching
very well. Comparing the simulated IVC with the mea-
sured IVC in Fig. 3(a), the threshold currents for resistive
switching are very similar and the maximum voltage in
the simulation is only 14% smaller than in the experi-
ment. The model reproduces the appearance and disap-
pearance of the metallic filament accompanying resistive
switching [see Fig. 3(b) and the animation in Video 1 of
Appendix C]. Additionally, the effects, which are atypi-
cal for an electrothermal breakdown (discussed above), are
also reproduced.

The agreement of the electrothermal model with the
experimental results supports the hypothesis that an elec-
trothermal breakdown induces resistive switching. The
simulated images for bias points A and B in Fig. 3(b)
demonstrate the current and temperature redistribution.
As discussed in Sec. I, this redistribution results from a
runaway effect driven by electrothermal instability. In par-
ticular, the simulation for bias point A already shows an
inhomogeneous T distribution within the entire device area
prior to resistive switching. After switching to the low-
resistance state at bias point B, a single metallic filament
appears in the optical image and the simulation shows that
the current density is concentrated in this filament, with a
local temperature of approximately 20 K above the base
temperature 73, while the area outside the filament cools
down. At bias point B, the simulation still shows a few fila-
mentary regions with slightly enhanced temperature, while
with further sweeping up the bias current, these areas also
cool down close to T}.

Remarkably, the simulated data do not only reproduce
all the experimentally observed features in the IVCs but
also in the shape and direction of the metallic filament.
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The filaments in the photomicrographs and the simula-
tion both connect the electrodes at an oblique angle of
a ~ 17°, following roughly one preferred axis of the her-
ringbone domains [see Fig. 1(c)]. The minimum filament
width, right before the device switches back to the high-
resistance state, is approximately 0.5 pum, which corre-
sponds to the domain size. However, we note that the value
of 0.5 um has to be considered as an upper limit, as this
is also the spatial resolution of the optical microscope.
These observations support the idea that the herringbone
domain structure significantly affects the details of resistive
switching.

The effects that are atypical of an electrothermal break-
down, such as hysteresis and sawtoothlike jumps in the
IVC, filament branching, and splitting, seem to have the
same cause: a hysteretic and strain-induced heterogenous
electrothermal medium.

Considering the overall shape of the IVCs shown in
Fig. 3, the voltage is almost constant in the low-resistance
state. This behavior is typical for an electrothermal
breakdown, where a Joule-heating filament controls the
voltage across the device. Usually, the filament growth
with applied current is reversible and the increasing
and decreasing current curves are congruent in this bias
regime. However, the IVCs are hysteretic [see the inset
to Fig. 3(a)]. We argue that the hysteresis in the ther-
mally driven MIT-IMT, i.e., the shift between the MIT
and IMT temperatures in V,03, is causing this hysteresis
in the IVCs. When the device is biased on the increas-
ing current branch, the width of the filament increases and
more and more regions undergo an IMT. For electrical bias
on the decreasing current branch, the situation reverses,
i.e., the width of the filament reduces and more and more
regions undergo a MIT. As Tyt > Ty, more Joule-
heating power is required to drive regions through the IMT
on the increasing current branch than on the decreasing
current branch, when regions are driven through the MIT.
Hence, for a given current /, the voltage V' is higher in
the increasing current branch than in the decreasing current
branch.

The sawtoothlike IVC jumps [see the inset to Fig. 3(a)]
are due to discontinuous generation and extinction of entire
filaments or segments of filaments. We attribute this to
filament edge pinning of boundaries between the insulat-
ing and metallic phase due to the spatial variation in local
IMT temperatures. In particular, the filament does not grow
continuously as the current is increased but switches adja-
cent domains to the metallic state as soon as the dissipated
power is sufficient. For increasing currents, only a sin-
gle filament is visible in the photomicrographs, the width
of which increases for increasing currents. For decreas-
ing currents, the expected behavior is that the filament
width will decrease continuously. However, the filament
branches and splits into multiple filaments (see Fig. 3 and
the animation in Video 1 of Appendix C). The varying

local MIT-IMT temperatures (see Fig. 2) define percola-
tion paths to which the filaments can lock in. Consequently,
when the current is reduced, it distributes along these
percolation paths. The geometry of these paths closely
resembles the spontaneously forming domain configura-
tion observed during temperature sweeps in the phase
coexistence regime at the MIT. For the same reason, the
filament is not connecting the electrodes along the shortest
path but at an oblique angle. In contrast to the filament
in the photomicrographs, the filament in the simulation
consists of multiple filaments for biasing on the increas-
ing current branch, although it is more compact than for
the decreasing current branch. One explanation is that we
cannot resolve these multiple filaments in the photomicro-
graphs due to the limited resolution of the microscope.
Another explanation is that the simulation uses transition-
temperature maps derived from a series of fixed domain
patterns, while in reality the domains are plastic (see the
discussion in Sec. III B and Fig. 7 in Appendix A3), i.e.,
the domain walls can move. Due to this plasticity, there
might be a tendency of the domains to merge, which is not
reflected in the numerical model.

V. CONCLUSIONS

We demonstrate electrothermally induced resistive
switching in a current-biased planar V,0; thin-film device
with a base temperature at the onset of the IMT. Pho-
tomicrographs show the appearance of a metallic fila-
ment that accompanies resistive switching. A model of
the resistive switching reveals that the spatial variation in
local MIT-IMT temperatures influences the details of the
electrothermal breakdown.

The variation of the local MIT-IMT temperatures is the
result of strain minimization in the V,0j3 thin film and we
conclude that elastic energy influences resistive-switching
properties by affecting the filament configuration. There-
fore, the influence of strain on the dynamics of switching
devices should be taken into account and may allow for
novel ways of tuning their properties.

These findings demonstrate the crucial role played by
Joule heating and strain effects in this class of memris-
tive devices, which are considered as promising build-
ing blocks in neuromorphic computing. Obviously, the
approach taken in this work can also be applied to other
Mott-insulator systems.
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APPENDIX A: PHASE SEPARATION AT THE
MIT-IMT

This appendix provides further details on the phase sep-
aration of the investigated V,0; film across the MIT and
the IMT.

1. Evolution of domain configurations across the
MIT-IMT

Figure 5(b) shows a more detailed series of photomicro-
graphs at temperatures 7 across the MIT-IMT. The R(T)
curves [Fig. 5(a)] are acquired with a bias current / =
5 pA. The capital letters indicate the acquisition tempera-
tures of the photomicrograph series. The R(T) curves show
a 4-order-of-magnitude change of R across the MIT-IMT,
with a thermal hysteresis of approximately 5 K between the
cooling and heating branches. The minimum temperature
within the thermal cycle is 80 K.

The transition between the two phases progresses
through the formation of domain patterns with dark and
bright contrast that are identified as metallic and insulating
regions, respectively. Starting from a homogeneous metal-
lic state (A: 176 K), small insulating islands begin to form
(B: 170 K) that grow and connect to form a herringbonelike
domain pattern (C: 168 K and D: 166 K). At this point, the
metallic domains still provide continuous paths connecting
the electrodes. These get disconnected when the tempera-
ture is further decreased (E: 164 K and F: 162 K), which
goes along with a steep increase in resistance, as the cur-
rent now has to flow through parts of the film that are in the
insulating phase. At even lower temperatures (G: 161 K,
H: 160 K, and I: 158 K), the V,0; film is in a state where
metallic patches are embedded within an insulating matrix.
The size of the metallic domains decreases with decreasing
temperature until the sample is in an almost homogeneous
insulating state (J: 152 K).

The heating branch shows a slightly different behav-
ior. Beginning from the insulating state (K: 160 K), small
metallic islands appear (L: 164 K and M: 166 K) that
connect to elongated domains (N: 167 K and O: 168 K).
These domains are wider than the domains in the cooling
branch and have a different preferred direction. Upon fur-
ther increase of the temperature, more metallic domains
appear and long metallic paths are created that eventually
form continuous metallic paths that connect the electrodes
(P: 170 K). The metallic regions grow (Q: 172 K and
R: 174 K) until only isolated insulating patches are left
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FIG. 5. The phase separation in V,03 at the MIT-IMT: (a)
R(T) curves; (b) images acquired at the points, labeled A-T in
(a), during cool-down and warm-up of the sample.

(S: 176 K). Eventually, the film arrives in a homogeneous
metallic state (T: 180 K).

2. Directionality and periodicity of the domain
patterns

The preferred direction of the domains and their peri-
odicity can be estimated from the FFT) of the optical
images. This is shown for selected temperatures in Fig. 6.
Angles are measured clockwise with respect to the vertical
axis, i.e., they correspond to the definition of « for optical
images in the main text. The FFT of the domain configu-
ration in the MIT [Figs. 6(a) and 6(b)] clearly shows four
peaks that correspond to directions of 99° and 169°, with a
mean periodicity of 1.3 um at 166 K and 1.5 um at 162 K.
The preferred orientations of the long axis of the domains
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FIG. 6. The domain configuration (left) and FFT (right) for selected temperatures of (a) 166 K and (b) 162 K in the cooling branch
(MIT) and (c) 168 K and (d) 172 K in the heating branch (IMT). The dashed lines highlight the predominant directionality of the long
axis of domains in the real-space images and in which the peaks occur. The angles are measured clockwise with respect to the vertical
axis. The inner (outer) circles in the FFT correspond to a spatial frequency of 1/um (2/pm).

in real space are perpendicular to the directions found in
the FFT and are indicated by the broken lines at 9° and
79° in the optical images. Figures 6(c) and 6(d) show the
domain configuration and FFT for temperatures of 168 K
and 172 K in the IMT. At 7T = 168 K, it is not possible
to distinguish the peaks of the 99° and 169° axes in the
FFT. However, the real-space image at 168 K shows that
many of the domains are still oriented along the 9° and
79° axes, while some domains have an orientation that lies
in between these axes. At 172 K, on the other hand, only
a few domains are oriented along the 9° axis and the pre-
ferred directions become 22° and 79°, which is observed in
the FFT as a narrowing of the peaks in the angular direc-
tion. The mean periodicity of the domains in the heating
branch (IMT) is found to be 2.2 um at 168 K and 1.8 um
at 172 K.

3. Reproducibility of the domain configuration

Figures 7(a) and 7(b) show the domain configuration
at 168 K in the heating branch for two subsequent mea-
surement runs. A complete thermal cycle (heating to room
temperature and cooling to 80 K) separates the two images.
While the overall density of metallic domains is simi-
lar, the domain patterns differ significantly. For compar-
ison, a color-coded superposition of the images in Figs.
7(a) and 7(b) is shown in Fig. 7(c). Metallic domains
that are present in both Figs. 7(a) and 7(b) appear dark.
Domains that are present only in Fig. 7(a) are represented
in green, while those that are present only in Fig. 7(b) are

represented in red. It is apparent that the domain configura-
tion for repeated measurements is neither deterministic nor
random. The same holds true for other temperatures in both
the MIT and IMT. This indicates that the phase separa-
tion is not due to growth-induced local inhomogeneities of
the film—e.g., in chemical composition—which could lead
to a spatially varying transition temperature but, rather, is
caused through minimization of local strain, as proposed
by McLeod et al. [50].

APPENDIX B: NUMERICAL MODEL

This appendix describes the numerical model, which is
used to simulate the IVCs and spatial distribution of tem-
perature 7 and current density J in the V,03 films. This
description is based on chapter 5.4 in Ref. [61].

1. Resistor network and mesh-current analysis

To calculate the current distribution, the sample is
approximated by a 2D resistor network that is constructed
from a square primitive cell with edge length Ax = Ay
that contains one node and four resistors. The resulting
resistor network, obtained by assembling » primitive cells
in the x direction and m primitive cells in the y direction,
is shown in Fig. 8. The four resistors within each prim-
itive cell with index i,j, with i € {1,m} and j € {1,n},
are assigned the same resistance R;;. The resistors at the
left and right edges of the resistor network are truncated,
making the boundary insulating, and a perfectly conduct-
ing wire connects the bottom and top edges to the current
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FIG. 7. The reproducibility of the domain configuration.
(a),(b) Optical images, recorded at 168 K in the heating branch
for two subsequent runs with a full thermal cycle in between.
(c) The color-coded superposition of images from (a) and (b).
Metallic domains that are present in both (a) and (b) appear
dark. Metallic domains only present in (a) are green, while those
only present in (b) are red. Insulating domains present in both
micrographs are shown in yellow.

source. The loops formed by four neighboring nodes and
the resistors between them are called essential meshes.
For the complete resistor network, one obtains a set of
a = (n— 1)(m + 1) equations for a essential meshes plus
the equation for the current source mesh, which serves as a
boundary condition. This set of equations is assembled into
a(a+ 1) x (a+ 1) matrix W, so that the equation system

-
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FIG. 8. The resistor network of m x n primitive cells used to
approximate the resistance of the sample. Each primitive cell
(red squares) contains one node and four resistors (except for
the columnsj = 1 andj = n, with only three resistors per primi-
tive cell). A mesh current /;; (blue) flows in each of the essential
meshes of the resistor network. An additional mesh containing
the current source is connected to the left-hand side of the resistor
network.

can be written in matrix form as

]11 0

W 11,,?71 =9 (B1)
Im+1,n—l 0
I 14

The solution of this equation system returns, for a given
bias current /, the voltage J across the network and the
mesh currents, from which the current through each of the
four resistors in the primitive cell 7,j can be calculated
according to

Liji =1y — I,
Lijo = Iiy1y — Iy,
Lij3 = Iyrg — e,

Lija = Irpri—1 — Teg—1, (B2)
where, by convention, currents flowing in the positive x
and y directions have positive sign. These describe the cur-
rent flow between adjacent primitive cells and are defined
on the boundary between them (cf. Fig. 9).

Although it is not properly defined, it is desirable to
evaluate the current density at the nodes. This is calculated
by interpolating the current densities at the boundaries of
the primitive cell, which delivers the current densities J;
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FIG. 9. On the definition of the currents [;; ; to [;; 4 flowing
through the resistors in the primitive cell 7, j , which are calculated
from the adjacent mesh currents.

in the x direction and J,):/ in the y direction, as well as the
magnitude of the current density J;7™:

x _ Lijo+1ija4
Y 2 Ay df
v o_ Liji+1j;3
& 2 Ax df

norm X 2 Y 2
=)+ (i)

with the film thickness dr. Note that these quantities
approach the correct value only for Ax, Ay — 0 and
might deviate from the correct solution for finite dimen-
sions of the primitive cell. Therefore, they are only used
for displaying the results and not as input for further cal-
culations. The power density p;; generated through Joule
heating in the primitive cell of volume V;; is a quantity
that is used for modeling the thermal characteristics of the
sample and is given by

(B3)

P R
Dij = —L i

_ 2 2 2 2
v, " AxAvd <]i,i,1 Tt 14 +Ii,/',4)'

(B4)
For the reasons mentioned above, the currents through

the boundaries are used to calculate the power dissipated
in the resistors within the primitive cell.

2. Definition of temperature-dependent resistivity

To approximate the temperature dependence of the resis-
tivity of the V,0; film, the following assumptions are
made. (i) The resistivity ppet in the metallic phase is con-
stant with respect to temperature and lateral position. (ii)
The resistivity pj,s deep in the insulating phase (at tem-
peratures far below the MIT-IMT temperatures) is homo-
geneous and has the same temperature dependence as the
globally measured R(7). (iii) For cool-down of the sample,
the increase in resistivity from ppe to pins in the transi-
tion region is described by a function /' (Tyyr (x,y) — T)
that increases from 0 above the MIT temperature Ty to 1
at low temperatures. Accordingly, the local resistivity for
cool-down of the sample is described by the function

omit (6,1, T) = pins (1) f [Twvrr (x,¥) — T1+ Pmer- (BS)

(iv) Similarly, for warm-up of the sample, the decrease in
resistivity in the transition region is described by the same
function f [Timrt (x,y) — T, which now has the difference
between the IMT temperature 77yt and the temperature as
argument:

PIMT (X,)/’ T) = Pins (T) f [TIMT (X,y) - T] + Pmet- (B6)

Since the transition temperatures vary spatially, this leads
to an inhomogeneous distribution of the resistivity in the
transition region, while the resistivity is homogeneous
outside the transition region. Note that the transition tem-
peratures Ty (x,y) and Tivr (x, ) that are used here to
define the temperature dependence of the resistivity are
determined experimentally (cf. Fig. 2), which should allow
for a good representation of the spatial dependence of the
resistivity.

The resistivity in the metallic phase is derived from
experimental data as ppe = 4.618 x 107 Qm. The resis-
tivity at low temperatures is obtained by fitting the mea-
sured R(T) curve in the temperature range from 80 K to
130 K with the function

Pins (1) = ae’” + ce™, (B7)

where a = 4.66 x 108 Qm, b = —0.1926/K, ¢ = 3.19 x
10° Qm, and d = —0.09849 /K. The function f that
describes the transition between the metallic and insu-
lating phases is obtained by running the mesh-current
analysis with the matrix R;; (T) as input for tempera-
tures throughout the transition region and adjusting f
until the measured resistance is reproduced. The resulting
temperature-dependent resistivity is shown in Fig. 10.
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FIG. 10. The modeling of the temperature dependence of the
V,03; resistivity. For the cooling branch, pyyr increases from
Pmet 10 pins for T' < Tyt (blue dashed line). In the heating branch
pvt decreases to pmet for T approaching Tpvr (green dashed
line).

3. Finite-difference approximation to heat equation

Heat transfer in solids is described by the parabolic
partial differential equation, known as the heat equation:

aT .
pepr = V(kVT) = gy, (BY)

where p is the density, cp is the heat capacity at con-
stant pressure, & is the thermal conductivity, and gy is the
volumetric heat source. In two dimensions and for a film
thickness d, this can be written as

aT 8 [ T\ 9 [, oT
e (A [ (A R 1: 0
PP ax( ax) 8y<y8y) o, (B9

or, if the thermal conductivity k = k, = k, is isotropic, as

oT ?T 3T qy
— k| —=+—=) =",
ot 0xz  0y2 ocp

where the thermal diffusivity « = k/ (pocp). The partial
derivatives in the heat equation can be approximated by
finite differences. The same discretization in space as for
the mesh-current analysis is used and the variables are
evaluated on the central node of the primitive cell with
index 7,/ . The time is discretized into time steps Az and
an index 7 is introduced describing the point in time. The
heat equation can be approximated in space and time using
a number of finite-difference methods. Here, the backward
Euler method is used which, in contrast to the forward
Euler or Crank-Nicolson method, is unconditionally sta-
ble and immune to oscillations. For a node spacing of Ax
and Ay and a time step At, the implicit discrete form of

(B10)

Eq. (B10) is given by

+1 +1 +1 +1
=T _K|:TZ/‘+1 - 27 + 155
At (Ax)?
1 1 1 .
(Ay)? pep

At this point, an additional thermal coupling to the bath
with temperature 7} is introduced, which is a conse-
quence of the heat flow to the cold finger through the
substrate of thickness d; and an effective thermal con-
ductivity k. This can be modeled as a heat source O =

ky (Tb — 77’/*1) AxAy/d, that is given by the power that is
transferred to the bath through a cuboid with cross section
Ax Ay and length d;. Accordingly, the volumetric heat
source in Eq. (BI1) is represented by the sum of Joule
heating p;; and a contribution of Q) lumped to the volume
Vi,jf

. T Qb ks +1
ql‘T,/ =pi; t Z :Pz‘TJ + dyd, (Tb - Tir,j ) (B12)
It is further assumed that the node spacing in the x and y
directions is equal (Ax = Ay). With the thermal diffusivity

to the bath k; = k/ (s cp,s), Eq. (B11) becomes

7 e K At
1 Yo (Ax)?
1 1 ! ! !
x (Tzfjl,/ + T}Jtl - 47:‘? + Tiii++1 T T'T:U)
LAL i At
_ P 2 ks (Tb _ 7;.71) _ (B13)
pcp  drdy

Rearranging this equation so that terms at time ¢ + 1 are on
the left-hand side and terms at time t are on the right-hand
side, and introducing the coefficients 4y =« At/ (Ax)?,

Ap = Ky At/ (df dy),and A, = At/ (p cp), results in

1 1 1

_Af 7-:[:,/ _Af szf—l + (1 +4Af +Ab) T;[,/+

— Ay T — Ay T — ATy = T + Ay pjj.

(B14)
These equations are assembled into a (m-n-+1) x

(m-n+ 1) heat transfer matrix H so that the equation
system is given by

TlrIH i +qulr,1
T‘r.Jrl T* +A pr
H- 1n — In q11,n , (B15)
T;jz_l Trrnn +qurft,n
Ty Toath
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FIG. 11. The temperature-dependent heat capacity cp (blue

curve) and enthalpy H (red curve). The latent heat AH at the
phase transition leads to a jump in enthalpy and a peak in heat
capacity. The broken lines show the IMT at T and the solid
lines the MIT at Tyqr.

where the last row contains the equation 7), = Ty, which
is used to set the bath temperature as a boundary condition.

The metal-insulator phase transition in V,0; is con-
nected to the occurrence of a latent heat of approximately
AH =2 kJ/mol & 13.3 kJ/kg that has to be supplied to
the system to change from one phase to the other [62].
The latent heat, which is represented by a jump in enthalpy
H, leads to a diverging heat capacity cp = dH /dT at the
phase transition [63]. The latent heat is represented in the
numerical model by introducing a temperature-dependent
heat capacity

AH (=17

cp (1) =

cpo + (B16)

where a constant heat capacity cpg = 0.45 kJ/ (kg K) and
a finite width A7 = 0.1 K of the phase transition around
the transition temperature 7, is assumed. The heat capacity
according to Eq. (B16) is shown in Fig. 11.

4. Simulation of electrical breakdown in V,0;

To simulate the electrical breakdown in V,03, the equa-
tions for the current distribution and heat transfer [Egs.
(B1) and (B15), respectively] are implemented and solved
in MATLAB. This is done by initializing the system at
zero bias current (ly,s = 0) and at the bath temperature
(Tij = Tpam) for t =0 and slowly ramping the current to
L% = 20 mA and back to /, e“‘; = 0 mA over time, with
a rate that is much slower than the thermal dynamics of
the sample, so that the system is modeled in quasistatic
approximation.

Figure 12 shows the program flow chart. First, the sys-
tem is initialized at the bath temperature, zero bias current,
and completely in the insulating phase. Then, the R;; for

v

Initialize: 1= 0; T;;= Topam;

t = 0; insulating |

rl Calculate R;; (T;)) |

set I(t+Af)
solve W for [}

solve H for T;; (++At) |

Adaptive time stepping

if T> Ty metallic
if T'< Tyt insulating

FIG. 12. The flow chart for the simulation.

the initial temperature and phase are calculated. The bias
current is increased to the value at the next time step,
t + At. The mesh-current analysis is solved and the current
distribution is calculated. The Joule heating is calculated
from R;; and the current distribution and input into the heat
equation, which is solved for the temperatures T;; (1 + Af).
Note that due to the strong temperature dependence of
resistivity and heat capacity, the system is highly nonlin-
ear as it approaches the MIT or IMT. To accurately capture
the nonlinearities, a sufficiently small time step Af needs
to be used. This is accomplished by using an adaptive time
step. If the maximum change in temperature,

AT:rgax[lTi,; (t+ A =Ty (0], (B17)
i

is larger than the convergence criterion §, the time step
is reduced and the temperature distribution is recalculated
using the smaller time step. If AT is far below the con-
vergence criterion, the time step is increased. When the
convergence criterion is satisfied, the phase transition is
evaluated: the material is set to the metallic phase, where
Tivt is exceeded and to the insulating phase, where the
temperature has fallen below Tyqr. Subsequently, the time
is incremented and the calculated temperature and phase
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distribution are used as inputs to calculate the new R;; val-
ues. The program runs in a loop, progressing through time,
until the bias current has reached its final value.

APPENDIX C: CURRENT-VOLTAGE RELATION,
PHOTOMICROGRAPHS, AND
COMPUTER-SIMULATION DATA COMBINED IN
ONE ANIMATION

To summarize the main results on resistive switch-
ing due to electrothermal filament formation, we combine
the electrical transport measurement data, the photomicro-
graphs, and the computer-simulation data in one animation
(see Video 1).
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There is growing interest in strongly correlated insulator thin films because the intricate interplay
of their intrinsic and extrinsic state variables causes memristive behavior that might be used for
bio-mimetic devices in the emerging field of neuromorphic computing. In this study we find that
laser irradiation tends to drive V2Og3 from supercooled /superheated metastable states towards ther-
modynamic equilibrium, most likely in a non-thermal way. We study thin films of the prototypical
Mott-insulator V2Os, which show spontaneous phase separation into metal-insulator herringbone
domains during the Mott transition. Here, we use low-temperature microscopy to investigate how
these metal-insulator domains can be modified by scanning a focused laser beam across the thin
film surface. We find that the response depends on the thermal history: When the thin film is
heated from below the Mott transition temperature, the laser beam predominantly induces metallic
domains. On the contrary, when the thin film is cooled from a temperature above the transition,
the laser beam predominantly induces insulating domains. Very likely, the V2Os thin film is in
a superheated or supercooled state, respectively, during the first-order phase transition, and the
perturbation by a laser beam drives these metastable states into stable ones. This way, the ther-
mal history is locally erased. Our findings are supported by a phenomenological model with a

2CNRS Laboratoire de Physique Théorique et Modélisation, CY Cergy Paris Université, 95302 Cergy-Pontoise Cedex, France

laser-induced lowering of the energy barrier between the metastable and equilibrium states.

Strongly correlated insulator thin films are the sub-
ject of intensive research in the emerging field of neu-
romorphic computing [1-4]. If these materials are
cooled to a temperature below the transition tempera-
ture, the charge carrier mobility is considerably reduced
due to electron-electron correlation effects like the Mott-
Hubbard interaction (e.g., V2Og [5-9]), charge trans-
fer (e.g., rare-earth nickelates [10, 11]) or dimerization
(e.g., VO2)[12]. This reduction in charge carrier mobil-
ity results in a metal-to-insulator transition (MIT) [13].
An equivalent insulator-to-metal transition (IMT) is ob-
served during heating. The electron-electron correlation
effects cause an intricate interplay of intrinsic and ex-
trinsic state variables that can be leveraged for engi-
neering neuromorphic devices [14]. One way to influence
strongly correlated insulator thin-film devices externally
is through exposure to light. For instance, light is used
to trigger resistive switching [15-18], to tune the resis-
tive switching voltage thresholds [19] or to tune the fre-
quency of relaxation oscillators [20] in VO3 devices. Fur-
thermore, because strongly correlated insulator thin-film
neuromorphic devices are usually operated in a critical
state at the onset of the IMT/MIT, their functionality
is affected by thermodynamics of phase transitions. For
instance, the hysteresis in resistance R vs temperature 7'
curves due to the first order MIT/IMT in VO, is lever-

* stefan.guenon@uni-tuebingen.de

aged for multistate resistive switching [21-23]. In V;Os,
the MIT/IMT is accompanied by structural (corundum
to monclinic) and magnetic (paramagnetic to antiferro-
magnetic) phase transitions, providing a complex inter-
play of many degrees of freedom [24-27]. As a founda-
tion of utilizing V,0O3-based neuromorphic device appli-
cations that are implementing light as an external stimu-
lus, one needs a better understanding of the phase tran-
sitions in V50s3.

We have investigated the effect of laser scanning ir-
radiation on a V4Os thin film during the IMT/MIT by
acquiring photomicrographs. Here we report on laser-
induced phase transitions. While at the IMT, the metal
phase is induced, the insulating phase is predominantly
induced at the MIT. The latter is surprising, because one
might expect the main effect of the laser irradiation to be
heating, which is expected to drive the system towards a
more metallic state.

The sample under investigation is a continuous 300-
nm-thick rf-sputtered V,Og3 film on an r-cut sapphire
substrate with gold electrodes evaporated on top (see
Ref. [28] for details); Fig. 1(a) shows its R(T') curve for
both heating and cooling. The resistance change of four
orders of magnitude at the phase transition is a sign of
high film quality.

We used the same optical microscopy setup as in Lange
et al. [29], where we have demonstrated that the change
in reflectivity allows for imaging the separation of the
insulating and metallic phases with 0.5 um spatial res-
olution. As described in Refs. [30, 31], the setup is a



cryogenic combined widefield and laser scanning micro-
scope. A sketch of the experimental setup is shown in
Fig. 1(b), and a detailed description is given in Ref. [32]
(Sec.I).

For this study, the photomicrographs are acquired in
the widefield mode with an monochromatic (532nm)
LED illumination, and the laser scanning mode is used
for exposing the sample under investigation to laser light
of 405 nm wavelength. The theoretical laser spot diame-
ter on the thin-film surface is 322 nm. We have measured
the incident laser power on the sample surface by replac-
ing the sample with a photodiode. The maximum laser
power is 919 uW. However, different laser powers were
chosen, throughout this study. For exposure, the selected
area is scanned line by line (line separation 100 nm) with
the laser in the continuous wave mode as depicted in
Fig. 1(b). During each line scan, the laser spot stays at
a position for 13 ms then it moves to the next position at
a distance of 100 nm.

The procedure to investigate the effect of laser scan-
ning irradiation is the following:

1. A photomicrograph (32x32 um?) of the thin film is
acquired.

2. A selected area (14x14 um?) is exposed to laser
light.

3. A second photomicrograph is acquired.

4. For the differential image, the first photomicro-
graph is subtracted from the second.

With this procedure, the laser-induced changes from the
metallic to the insulating and from the insulating to the
metallic phases are mapped.

We have exposed a V203 thin film by laser light at dif-
ferent temperatures during the IMT/MIT (Fig. 1). The
R(T') curve shows a hysteresis of several Kelvins due
to the first-oder nature of the IMT/MIT [7]. During
heating of the sample from 80K to room temperature,
the heating was interrupted four times during the IMT,
and a pristine (unirradiated) 14x 14 ym area was exposed
with 0.1 mW laser power according to the procedure de-
scribed above. The same procedure was chosen for cool-
ing from room temperature to 80K with 0.6 mW laser
power. Note, that we chose different pristine areas on the
sample for each scanning procedure. The photomicro-
graphs in Fig. 1(c),(d) (in particular, D and E) show the
characteristic herringbone domain pattern due to strain-
induced separation of the metallic and insulating phases
[29, 33]. A crucial result of this study is that during heat-
ing, mostly metallic domains are induced (dark patches in
the differential images in Fig. 1(c) and (d)), whereas dur-
ing cooling, predominantly insulating domains are cre-
ated by laser irradiation (bright patches in the differential
images in Fig. 1(c) and (d)). Furthermore, laser scanning
irradiation does not smear or destroy the herringbone do-
main patterns but modifies them by changing the ratio
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FIG. 1. (a) Zoom into the phase transition region of the
R(T) curve. The red and blue dashed arrows indicate the
heating and cooling branch, respectively. Inset: Full R(T)
curve of the V203 thin film sample under investigation with
same units as in the main graph. The capital letters mark
the set-temperatures in one thermal cycle, at which sepa-
rated squares in the V2Ogs thin film were irradiated using the
laser scanning mode. (b) Simplified schematic of the mea-
surement setup. Photomicrographs are acquired by widefield
microscopy before and after laser scanning within the dashed
square of pristine areas. (¢) Photomicrograph series demon-
strating the laser scanning irradiation effect acquired during
one heating run. For the differential images, the image before
laser irradiation was subtracted from the image after scan-
ning. The image contrasts were optimized for every temper-
ature. (d) Photomicrograph series acquired during cooling,
analogous to (c).

of the metallic and insulating surface areas. In an ad-
ditional experiment on a patterned VO3 thin film mi-
crobridge (see Fig. S2 in Ref. [32]) we show, that indeed
the laser-scanning-induced phase change has a significant
effect on the film resistivity. Moreover, we observe that
the size of the laser-induced domains is similar to the size
of the domains of the temperature-driven phase transi-
tion without laser exposure. This indicates, that domain
walls permeate the whole film, and that the laser-induced
phase transition is not only due to a surface effect.

We also modified the laser irradiation procedure to
determine the power thresholds for laser-induced phase
changes during heating and cooling (see Sec.III in
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filling factors affected by laser irradiation of 460 uW. (a) Fill-
ing factors of the metallic and insulating phases induced by
laser irradiation during heating. (b) Same filling factors dur-
ing cooling. (c) Filling factors of the insulating phase during
one thermal cycle.

Ref. [32] for details). It was found that laser irradi-
ation already at relatively low power levels induces a
phase change during heating (i.e., IMT), while during
cooling (i.e., MIT), the required laser power is consider-
ably larger. Moreover, the temperature range, in which a
laser-induced phase change was observable, is larger dur-
ing IMT, compared to MIT. Hence, the heating branch
of the transition seems to be more sensitive to laser irra-
diation than the cooling branch.

For a quantitative analysis of the laser-induced phase
changes, we investigated the filling factors, i.e., the ratio
between the surface area of a particular phase and the
total surface area of interest at a laser power of 460 uW.
This laser power was chosen because it is far from the
minimum and maximum threshold values for both cool-
ing and heating (see Sec.III in Ref. [32]). As mentioned
above, the metallic and insulating thin-film areas can
be clearly distinguished by their brightness level in the
photomicrographs (see Fig. 1 and [29]). However, these
brightness levels change from micrograph to micrograph.
Therefore, the following evaluation procedure was used
for determining the filling factors. We visually inspected
the (differential) micrographs in Fiji [34] and chose an

upper and lower limit for the brightness that separates
the particular two phases. A third brightness level was
calculated by averaging the upper and lower limit. For
these three brightness values, we calculated the filling fac-
tors, which correspond to the data points and the error
bars in Fig. 2, using a Python routine.

Figure 2(a) and (b) show the temperature dependence
of the filling factors of the laser-induced metallic and in-
sulating phases during heating and cooling, respectively.
Except for the fact that in the heating case, predom-
inantly the metallic, and in the cooling case, predom-
inantly the insulating phase is created, the overall be-
havior is very similar: the laser irradiation switches a
considerable percentage of the thin-film area during the
IMT from insulating to metallic (40% at 164 K) and dur-
ing the MIT from metallic to insulating (28% at 162 K).
Furthermore, in both cases, there is a temperature inter-
val in which a smaller amount of the minor phase (insu-
lating at the IMT and metallic at the MIT) is induced
as well.

Figure 2(c) shows the filling factor of the insulat-
ing phase before and after laser irradiation. The error
bars of the before-irradiation graphs are smaller com-
pared to the after-irradiation graphs because a larger
area was used for determining the filling factors before
irradiation. Like the R(T')-curves shown in Fig. 1(a),
the before-irradiation curves are hysteretic due to the
first-order character of the IMT/MIT phase transitions.
Most importantly, the after-irradiation curves (dashed
lines) lay between the curves before irradiation and are
almost identical for temperatures at 168 K and below
(solid lines). This implies that after irradiation, it is no
longer possible to decide (by means of the filling factor)
whether the film was in the heating or cooling branch.
In this sense, laser irradiation above the power threshold
erases the thermal history of the VoOg thin film.

The most intriguing result of this study is that laser
irradiation predominantly induces insulating domains in
large amounts during cooling. Considering the laser spot
as a local heat source, it is not surprising that laser irra-
diation induces metallic domains since the metallic phase
is the high-temperature phase of the Mott transition. In-
deed, we observe this behavior during heating of the sam-
ple through the IMT. However, the predominant laser-
induced creation of insulating domains during cooling is
puzzling. In other words, why does the effect of laser ir-
radiation depend on the thermal history? To answer this
question, the thermodynamic nature of the MIT/IMT of
the V503 thin film must be considered.

The thermodynamic description of V5Og thin films
is the subject of ongoing research [35-37]. It is recog-
nized that at the MIT, three phase transitions are cou-
pled: first, an electronic transition due to Mott-Hubbard
charge carrier localization, second, a magnetic transi-
tion from a paramagnetic-to-antiferromagnetic state, and
third, a structural transition from corundum to a mon-
oclinic crystal structure. Furthermore, as indicated in
Ref. [29], the characteristic herringbone domain pattern



resembles the solutions of the Cahn-Larché equation de-
scribing a phase separation due to spinodal decomposi-
tion [38]. Other studies also indicate that the IMT/MIT
is associated with a spinodal instability [39, 40]. Despite
those intricate details, the R(T)-hysteresis and the asso-
ciated latent heat at the IMT and MIT clearly indicate
a first-order phase transition. Consequently, it is safe to
assume that during heating the V5Og3 thin film is in a
metastable superheated state, and during cooling it is in
a metastable supercooled state. The most likely inter-
pretation of our results is that the perturbation releases
the V503 thin film from its metastable state, and when
the laser spot moves to a new position, the thin film re-
laxes locally into a stable state. The general details of
the perturbation induced by the laser beam are elusive
and additional effects might be at play, for instance, a
photoinduced change of the 3d-orbital occupation could
trigger the formation of metallic nanodroplets in the IMT
[41].

With respect to the MIT we measured electrical trans-
port properties during minor thermal cycles to investi-
gate how heating affects a V50O3 thin film in the criti-
cal state. This procedure emulates a heat source that
changes the temperature gradually on a large length
scale. A detailed description and discussion of these ad-
ditional experiments can be found in Ref. [32] (Sec. IV).
Although we found that a minor heating cycle can indeed
increase the resistance, the effect is not strong enough to
account for what we observed in the laser irradiation ex-
periment.

To elaborate on the matter of metastability, we dis-
cuss a phenomenological numerical model. In a two-
dimensional (2D) resistor network, each site can either
be metallic or insulating, depending on the local temper-
ature, which is updated at every simulation step. Solv-
ing Kirchhoff’s laws, currents and voltages on each site
are determined. A first-order Landau-type free energy
functional provides stable and metastable states sepa-
rated by a barrier. The laser irradiation is implemented
in the model by decreasing the barrier height to drive
transitions between insulating and metallic states. For
each site, the escape from a metastable state was deter-
mined by comparing random numbers to Boltzmann fac-
tors with a constant number of iterations. If the escape
criterion is fulfilled, the transition probability is given
by a Boltzmann distribution; see Sec.V in Ref. [32] for
details.

Our model reproduces the hysteresis in the R(T)
curves, as shown in Fig. 3(a). Figure 3(b) shows the
evolution of the filling factor of the insulating phase at
different laser intensities. With increasing laser intensity
the hysteresis is diminished, and eventually it is com-
pletely suppressed, similarly to the experimental results
in Fig. 2(c). In Fig. 3(c) we present a simulation series
of selected network maps before and after laser exposure
with moderate laser intensity (I'/kg = 600K), and their
corresponding differential images. For heating, the laser
induces predominantly metallic sites (Fig. 3(c)), for cool-

ing insulating sites (Fig. 3(d)). We note that during heat-
ing, the majority of sites goes into a metallic state (indi-
cated by black squares in the differential maps), while a
few sites revert back to an insulating state (indicated by
white squares in the differential maps); this reproduces
very well the experimental results. Moreover, this be-
havior reverses in the cooling branch (Fig. 3(d), again in
agreement with experimental observations. So, accord-
ing to the simulations, the laser irradiation enhances the
process of relaxing the system from a metastable state.
In conclusion, we can state that a V5O3 thin film in
the metastable state at the IMT/MIT is highly suscep-
tible to a local perturbation by a focused laser beam at
the sub-micrometer scale. Whether the laser perturba-
tion predominantly creates a metallic or insulating phase
depends on whether the film is in the heating or cool-
ing branch. Our observations tell that the laser beam
brings the system from a supercooled/superheated state
to the equilibrium one, provided that the laser power
is sufficient to overcome corresponding energy barriers.
This implies, that laser scanning irradiation can be used
to effectively erase thermal history and provides a novel
method to reset memristive devices locally. Our experi-
ments may also be considered as a clear indication that
external stimuli on a strongly correlated thin film in a
critical state can result in unexpected and presumably
non-thermal effects. Non-thermal effects have been in-
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FIG. 3. Results of numerical simulations based on a 2D resis-
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vestigated in ultra-fast pump-probe experiments on VOq
and V503 [41-45]. In contrast, in our experiment we have
a quasi-static setting. The findings of this study may
trigger additional experimental and theoretical studies
to explore the thermodynamics of phase transitions and
local perturbations in this class of materials.
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FIG. S1.  (a) V203 thin-film sample under investigation. Four parallel gold electrodes are used for measuring the R(T)
relation. (b) Simplified schematic diagram of the combined widefield and laser scanning microscope. The removable mirror is
used to switch between the two operation modes.

I. SAMPLE AND MEASUREMENT SETUP

The sample under investigation (Fig. S1(a)) is a continuous 300-nm-thick rf-sputtered V2O3 film on an r-cut
sapphire substrate. Using a shadow mask, four 2-mm-long parallel gold electrodes with a distance of 1.5 mm were
evaporated as contacts for resistance measurements. The sample is mounted in vacuum on the coldfinger of a liquid
Helium continuous-flow cryostat with a temperature range of 4.2K to 300 K. Electric transport measurements were
performed using a Keithley 2400 SourceMeter configured as a current source.

The experimental setup is a cryogenic combined widefield and laser scanning microscope, which is described in
detail in [1, 2]. Figure S1(b) shows a simplified schematic of the microscope setup that can be operated either in the
widefield or in the laser scanning mode.

The illumination for the widefield microscope is realized by a LED with 532 nm wavelength and follows a Kohler
illumination scheme. The depicted field lens is used to define the illuminated sample area. After passing a beam
splitter, the light is reflected by a removable mirror and is focused onto the sample by the microscope objective
lens. The microscope objective has a high numerical aperture (NA = 0.8), which allows for a working distance of
1mm. After reflection from the sample, the light travels the same way back, is deflected by the beam splitter and
then focused onto the sensor of a low noise SCMOS camera. This widefield microscope has a field of view (FOV) of
500x500 um? and a spatial resolution of 0.48 ym. The entire optical path of the widefield microscope is polarization
sensitive, which however is not relevant for this study.

The illumination for the laser scanning microscope is provided by a 405-nm-laser diode coupled into a single mode
fiber. The laser light is collimated and thereafter reflected by a fast steering mirror, that serves as scanning mirror.
In order to use this operation mode, the removable mirror is not inserted in the beam path. The laser beam is
focused onto the sample by the microscope objective lens. Assuming a Gaussian beam profile, the theoretical laser
spot diameter is 322nm (1/e? diameter). The FOV of the laser scanning microscope is identical with the FOV of the
widefield microscope. The polarization sensitive components and the detector unit of the laser light are not included
here, because in this study, we use the laser scanning microscope exclusively for irradiation.
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FIG. S2. Effect of laser irradiation on the resistance of a patterned V2Ogs microbridge. (a) Schematic of planar microbridge
device under test. (b) R(T') curves; red and blue dashed arrows indicate the heating and cooling branch, respectively. Capital
letters mark the set-temperatures, at which the device was irradiated. Inset: R(T') curves on expanded T scale. (¢) Photomi-
crographs demonstrating the laser irradiation effet acquired during one heating run. For the differential images, the image
before laser irradiation was subtracted from the image after scanning. The image contrasts on the microbridge were optimized
for both temperatures. The two Au electrodes used for the two point measurements are the rectangles in overload at the left
and right, respectively. The device resistance and the device resistance change due to laser irradiation are shown below the
micrographs. (d) analog to (c), but in the cooling branch.

II. MICROBRIDGE EXPERIMENT

In order to confirm the hypothesis, that laser scanning indeed induces phase transitions, we investigated its effect on
the electrical properties of a VO3 microbridge device in an additional experiment. The sample under investigation is
a planar microbridge device patterned in a 300-nm-thick film V2Og3 thin-film (same deposition procedure as in Sec. I)
using Ar ion milling, followed by Au deposition and lift-off to define Au contacts (see Fig. S2(a) for device dimensions).
The R(T') curve Fig. S2(b) shows irregular behaviour: at the MIT/MIT, the change in resistance is only about one
order of magnitude, and the insulating state still shows a relatively low resistance, i.e., the microbridge seems to be
shunted. Possibly, it is shunted at the edges of the microbridge or the Vo053 film was not completely etched down to
the substrate during the Ar-ion milling process leaving a thin ion-damaged residual layer. Nevertheless, the device is
still suitable to qualitatively assess the effect of laser irradiation on the film resistivity.

For the two-terminal layout we assume a well-defined homogeneous current distribution in the microbridge. To
bring the sample in a defined state in the heating branch, we used a thermal cycling procedure. This implies cooling
the sample to a temperature, where the hysteresis is closed (in this case T'=80K) followed by heating to the target
temperature. The same device was used for each laser-irradiation scan, so thermal cycling is required to bring the
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FIG. S3.  Power thresholds vs. temperature for laser irradiation-induced phase changes. The horizontal black dashed line
indicates the laser intensity used in Fig. 2 in the main manuscript. The vertical arrows on top of the figure indicate temperatures,
at which the laser does not induce a phase change. (a) heating branch. Inset: Differential image of a laser irradiation pattern
at 160 K. The corresponding laser intensities are displayed on the left axis. At laser intensities of 827 yW and above, a phase
change is only induced at the edge of the irradiated area. The scale bar indicates 10 ym. (b) cooling branch.

sample in a defined pristine state for imaging at every single set temperature. At every set temperature — after
acquiring a widefield micrograph (see left columns of Fig. S2(c¢) and (d)) — a single stripe of ~ 10 um width across
the middle of the bridge was scanned with the laser beam (same scanning parameters as in the main manuscript).
After irradiation a widefield micrograph was acquired (see middle columns of Fig. S2(c) and (d)). The right columns
of Fig. S2(c) and (d) show differential images, i.e., the image before irradiation was subtracted from the image after
irradiation. Simultaneously, we measured the device resistance before and after laser-irradiation with a bias current
of 1 uA.

Analogous to the results shown in the main manuscript, metallic and insulating phases are induced by laser irradia-
tion, which show up as black and white patches, respectively, in the differential images. Clearly, the data obtained on
this microbride show, that in the heating branch predominantly the metallic phase is induced, and that comes with
a reduction of the device resistance. In the cooling branch, mostly the insulating phase is induced, which leads to a
significant increase of the device resistance.

III. THRESHOLDS OF LASER SCANNING IRRADIATION

We modified the laser irradiation procedure to determine the power thresholds for laser-induced phase changes
during heating and cooling. Instead of scanning the whole 22 x 22 um? area with the same intensity, four 11 x 11 ym?
quadrants are exposed with different laser powers of 230 uW, 460 uW, 689 uW, and 919 uW. The two consecutive
quadrants, for which the first shows no and the next some laser-induced phase change, are chosen by examining
the corresponding photomicrographs. Following a nested interval procedure, an additional pristine area is exposed
to a quadrant pattern, with the minimum and maximum laser power corresponding to the power levels of the two
consecutive quadrants chosen before. Using the photomicrographs of this pattern, the lower and upper limits of the
laser power threshold are estimated, and these limits are averaged to calculate the threshold value.

The results are shown in Fig. S3. The temperature range, in which laser irradiation affects the V5Og film, is larger
during heating than during cooling. Further, the minimal power threshold in the heating branch is 11.5 uW (at
168 K and 178 K), which corresponds to a theoretical 0.3 mW /um? peak intensity assuming a Gaussian point spread
function. However, the minimal power threshold in the cooling branch is six times larger (69 uW, peak intensity
1.7mW/um?). During heating at low temperatures between 156 K and 160 K, the laser irradiation effect is reduced
for high power levels, and the induced phase changes are mainly limited to the edges of the exposed area (see inset
Fig. S3(a)). Empty markers in Fig. S3 indicate the corresponding laser power values. A similar effect was not observed
during cooling.

IV. THERMAL EFFECTS: MINOR LOOP EXPERIMENT

Since the laser irradiation effect discussed in the main manuscript involves focusing the beam onto a very small
region, it is important to check whether the observed phenomenology could simply arise from heating. To address
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FIG. S4. Effect of thermal cycle on the cooling branch. R(T) curve for 100-nm-thick VO3 including a minor temperature
cycle acquired in the middle of the cooling curve (cooling is marked by blue arrows, heating by the red arrow), starting at
Treverse =154 K (as indicated by the purple dashed line). The full thermal cycle is shown in the inset (same units as in the main
graph), heating curve is indicated in red).

this issue, we performed R vs T measurements on a continuous 100-nm-thick rf-sputtered V5Os3 film on r-cut sapphire
[3], with various temperature ramp protocols which would mimic possible laser-induced heating effects. We are
aware of the limitation of the difference between smooth adiabatic thermal cycling of the entire thin film and a local
laser-induced thermal perturbation.

Here we focus on measurements conducted on the cooling curve where the experiments on laser irradiation described
in the main manuscript showed a surprising increase in the insulating phase fraction in considerably large amounts.
To check whether a simple heating-cooling thermal cycle may induce a similar effect, we performed the following
experiments: first, we warmed the sample up to 210 K to ensure that it is in the fully metallic phase and then slowly
cooled it to Treverse =154 K which is in the middle of the resistive transition. This reversal temperature exhibits the
maximum slope of log(R) vs T', where the largest effects are expected in resistance change due to the proximity to the
percolation threshold. After reaching Tieverse We performed a minor heating loop, i.e., the sample was heated up by
a certain temperature AT and then cooled down to 100 K. Several runs were conducted with various values of AT

An example of the resistance recorded during such a procedure is shown in Fig. S4 for AT = 4 K which showed the
most pronounced effect, i.e., the strongest change AR in resistance at Tieyerse measured after performing the minor
heating loop. During most of this partial temperature cycle the resistance of the minor heating curve is higher than
during cooling, as expected. However, as Tieverse 18 approached again during cooling the resistance increases and
crosses that of the minor heating curve. After completion of the minor thermal cycle, R(Teverse) = 4530 €2, which
corresponds to an increase by ~ 5% over the starting resistance R(Tieverse) = 4330 2 measured before initiating the
minor temperature cycle. This increase in resistance is qualitatively similar to the effect observed in the case of laser
irradiation, where after exposure the insulating phase fraction has increased (see panels E-H in Fig. 1(d) in the main
manuscript). Contrary to the large effect observed in response to laser irradiation, which drives the film close to
thermodynamic equilibrium (increase in filling factor of the insulating phase by ~ 20 % in the middle of the cooling
branch; see Fig. 2(c¢) in the main manuscript), the minor heating cycles result in only a slight increase of ~ 5% in
resistance as compared to the original cooling branch. We note that the minor thermal cycling loop experiments were
repeated for several AT values and that from AT = 2K to 8 K none showed an increase in resistance at Tieverse larger
than 5 %.

However, quantitatively, it is found that the effect of temperature cycling on the phase fraction is significantly smaller
than that of the laser. Considering Fig. 2(c) in the main manuscript, the filling factors of the insulating phase at 157K
after laser exposure and at 155 K before exposure in the cooling branch yield the same value of ~ 0.9. Hence, the impact
of the laser irradiation in terms of phase filling factors would correspond to a shift in temperature by AT;,, = —2K.
That, in turn, would correspond to a relative change in resistance of AR/R = [R(155 K)—R(157K)]/R(155K)) ~ 91 %
from Fig. 1(a) in the main manuscript. Similar considerations can be made all over the temperature range from 155 K
to 168K in Fig. 2(c) in the main manuscript, and the relative resistance changes are always well above 5% (see
examples in Table I).

The conclusion that the effect of minor thermal cycles is considerably smaller than that of the laser is further
corroborated by the observation that the phase fractions after laser irradiation from both the heating and cooling
curves (Fig. 2(c) in the main manuscript) collapse to approximately the same intermediate values between the curves.
If the thermal cycling had a similar effect as the laser irradiation, we would expect it to result in a significant rise
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Supplementary Table 1. Estimated relative resistance changes by laser irradiation via filling factors of the insulating phase.

Th T ATy =Ty —TY filling factor of ins. phase AR/R = %
® (K () (%)
157 155 —2 ~ 0.9 91
160 157 -3 ~ 0.8 96
162 158 —4 ~ 0.7 83
164 160 —4 ~ 0.55 84
166 164 —2 ~ 0.4 35
168 166 -2 ~ 0.3 22

in resistance close to the mid-point value between the resistances of the cooling curve (4.33k(2) and heating curve
(177kQ) at Treverse (see Fig. S4). Since the resistance only increases to 4530 we conclude that the phase fraction
after the thermal cycling is much closer to that of the cooling curve than that observed after laser irradiation.

This points to a non-trivial effect of laser irradiation which provides a pathway towards the true equilibrium between
the insulating and metallic phases by lowering the free energy barrier between them.

V. MOTT RESISTOR NETWORK SIMULATION

We model and numerically solve our system as a Mott resistor network model as schematized in Fig. S5. A load
resistance Rjoaq is making a voltage divider circuit with a resistor tensor network.

In order to determine the resistance of the entire network, a small bias voltage Vi, is applied in order to obtain a
voltage Vg across the system

Rg

Vo= — 5
S RS + Rload

: ‘/in ) (Sl)

where Rg denotes the total resistance of the resistor network solved using Kirchhoff laws. Each site of our 50 x 50
grid is represented by four resistors of two possible values, Rye; and Rips.
In order to simulate the first-order transition we assume a free energy from Landau’s theory with shape [4, 5]

F(T,n) = h(T)n+p(T)n* + en’ . (s2)

FIG. S5. Schematic representation of the Mott resistor network model and simulation circuit. Light green represents insulating
sites with a high resistance Rins and the blue cells represent metallic sites with a low resistance Rmet-
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Supplementary Table II. Constant parameters of the free energy.

T, Ta ho/ks p1/ks c/ks
(K) (K) (K) (K) (K)
160 87 -2666.67 -200 4
T=150 T=160 T=170
3000 T N T T T . T N T N T b T L T M 1 M T T T b T N 1 b T ] 1000 T b T . T Ll T N T N 1 M T
2000 | - or ] |
- 250 F i Uy -
1000 - L ] I
_ I _ S00¢ 1 _ -1000 F .
S { % 750t 1 =<
< - =< ooal 1 = 2000f -
~>-1000 . -10007 ~
Soool -1250T i -3000 | §
| ] -1500 F ] I
23000 . 1750 F ] 4000 F ]
S TV T VN T NN TSR NN N S| | IR IS ST N N S N T |
6 4 2 0 2 4 6 6 4 2 0 2 4 6
n n

FIG. S6. Functional form of the free energy f(n) of the system with the parameters given in Table. II for three selected
temperatures: T'= 150K < T¢, T'= 160K = T, T = 170K > T,. The green markers show the local maxima FEy,;r, the blue
and red markers show the minima FEins and Fmet of the free energy, respectively.

T is the temperature, 7 is an order-parameter-like quantity,

T-—T,
h(T) =ho- m ) (83)
and
T-T,
p(T) = pr -~ (54)
A

with a critical temperature T., where the free energy is symmetric, and Ta, hg, p1, ¢ are constant parameters,
specified in Table II.

As illustrated for three selected temperatures around T in Fig. S6, the free energy exhibits two minima with energies
Fet and Fins and one local maximum FEy,.,. The temperature dependence of the energies of these stationary points
is shown in Fig. S7.

Each resistor in the network is in a metallic state with energy FEy¢ or in an insulating state with energy Fi,s. In
each simulation cycle, we assign an escape criterion to each site, dependent on whether the initial state is metallic or
insulating.

2000
\M/ L
< -4000
~ L
6000
-8000

1 n 1 I 1 L 1
150 160 170 180
temperature (K)

FIG. S7. Temperature dependence of the energies Fmer of the metallic state (red), Eins of the insulating state (blue) and
Epare of the barrier (green), computed as stationary points of Eq. (S2).
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Supplementary Table III. Constant parameters of the simulations.

‘/}n Cv kh Rmet Rins
V) (J/K) (J/K) (©) ©)
10~° 1 0.166 10 1.5-10"

e The criterion to reach the energy barrier from the metallic state is

—(Bvarr —Fmet —T)
PMet—)Barrier =e kBT . (85)

e The criterion to reach the barrier from an insulating state is

—(Eparr = Bins—T)

PIns—)Barrier =e€ kBT . (SG)

kp denotes the Boltzmann constant and I' the energy contribution of the laser in both equations. We generate a
random number between zero and one and compare it to the escape criterion of Eq. (S5) or Eq. (S6) with a constant
number of iterations, respectively. If the escape criterion exceeds the random number, we assign a resistivity Ri,s, by
assuming Boltzmann weights, with probability

e *kii;s
Pins = T B —Emet ’ (87)
e FBT ¢ kBT
or Rt with probability
—Emet
e FT
Pmet E—N —Frot (88)

ins

e *BT 4 ¢ kBT

T is the local temperature on the site updated at each cycle by the following formula using the heat equation through
the discrete Laplacian approximation

V2 first neighboors
Ty =Taws+ 5 p 4T~k >, T, (S9)
v <ik>

where the indices ¢ and j denote the coordinates of the site in the netwo'rk7 Tsubs the substrate temperature, C,
the specific heat of the system, kj the thermal conductivity and Zgris]:;e'ghboors denotes the summation over the
first neighbouring sites around the one with coordinates ij. The constant parameters used in our calculations are

summarized in Table III.
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