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Summary

The widespread use of chemicals in today's world has led to significant concerns about their
impact on human health and the environment. The traditional use of animal testing to establish
safe levels for chemicals is impractical due to cost and time constraints, animal ethics and
concerns about the relevance of animal data to humans. In response, there is a growing call for
a paradigm shift towards new approach methodologies (NAMs) that are animal-free and include
in silico and in vitro methods. In vitro bioassays using reporter gene cell lines are a key
component of the 3R (Replacement, Refinement, Reduction) strategy, as they offer a promising,
cost-effective and automatable alternative with high-throughput capabilities. To generate
reliable in vitro data, the planning, execution and evaluation of the bioassays must be carried
out with the utmost care. Chemicals are subject to various loss processes in the bioassay, which
can lead to a deviation between the dosed concentration and the actual bioavailable
concentration. These processes include reversible distribution and binding to media
components and plastic, but also irreversible loss processes due to volatilization or abiotic or
biotic degradation processes. If the latter loss processes remain unnoticed, this can lead to an
incorrect interpretation of the bioassay results and an underestimation of the chemical hazard.
The primary objective of this thesis was to improve the use of high-throughput cell-based
bioassays used for single chemical screening. The study aimed to identify potential challenges
and limitations, especially considering the influence of chemical transformation processes on
bioassay results. Baseline toxicity, the minimal toxicity of a chemical, is caused by
accumulation in the cell membrane and can be used to classify chemical toxicity. Chemicals
with higher measured toxicity than baseline toxicity may have a specific mode of toxicity and
lower experimental toxicity may indicate experimental artifacts and loss processes. A novel
baseline toxicity model was developed based on a critical membrane burden derived from freely
dissolved effect concentrations of charged and hydrophilic chemicals to consider distribution
processes to media components and to make the model applicable to a wide range of chemicals.
The measured cytotoxicity of 94 chemicals in three bioassays with different cell lines (AREc32,
ARE-bla, and GR-bla) were compared with baseline toxicity by calculating the toxic ratio (TR).
Between 44 and 50 chemicals could be identified as baseline toxicants and 22 to 28 chemicals
showed a specific toxicity mechanism (TR > 10). However, seven chemicals showed TR < 0.1,
which could be an indication of possible artifacts or loss processes. To identify abiotic
transformation processes of chemicals in in vitro bioassays, a high-throughput workflow was

developed based on 22 potentially unstable chemicals. Chemical stability was assessed in
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different bioassay media, buffer solutions (pH 4, 7.4 and 9) and solutions of bovine serum
albumin and glutathione to examine the influence of hydrolysis and covalent reactions with
proteins. Photodegradation and abiotic oxidative degradation were also investigated, but were
found to be less relevant for in vitro bioassay conditions. To assess the degradation kinetics of
the chemicals, a high-throughput solid-phase microextraction (SPME) workflow using a
BioSPME 96-Pin Device was established for extracting chemicals from the exposure solutions.
The results indicated that the main contributors to the depletion of test chemicals in the bioassay
media were reactions with hydroxide ions and covalent interactions with proteins. In silico
models predicting the half-life of the hydrolytic degradation of chemicals in the environment
and qualitative models based on structural features predicting reactivity towards proteins were
compared with the experimental results. Since these models were not tailored to the bioassay
conditions, there were deviations from the experimental results but the models provided a useful
initial estimate of stability. The reactivity of the chemicals with glutathione could not reflect
the stability in the bioassay medium but gave indications of the possible reactive toxicity of the
chemicals. This relationship was further investigated using ten (meth)acrylamides by
comparing their measured cytotoxicity and activation of oxidative stress response with their
reactivity towards glutathione. Notably, there was a linear relationship between the reactivity
of the tested acrylamides and the toxicity and activation of the oxidative stress response, while
methacrylamides did not react with glutathione and acted as baseline toxicants. The differences
in reactivity were explained by the lower electrophilicity of methacrylamides caused by their
different chemical structure. The metabolic activity was found to be different in all three cell
lines (AREc32, ARE-bla, and GR-bla) and ARE-bla showed the highest metabolic activity.
Cytochrome P450 enzymes could be induced by xenobiotic chemicals in ARE-bla and
AREc32. The effect concentrations of 94 chemicals measured in the three cell lines were
compared and none of the cell lines showed significantly higher or lower toxicity, which implies
that the differences in metabolic activity had no influence on the bioassay results. In summary,
this work contributes significantly to refining the interpretation of bioassay data by providing a
new baseline toxicity model and developing an experimental approach to assess chemical
stability. The knowledge gained from this work on the high-throughput testing of chemicals
improved the understanding of potential confounding factors in bioassay results and laid the

foundation for improved risk assessment methods using in vitro bioassays.



Zusammenfassung

Die weitverbreitete Verwendung von Chemikalien in der heutigen Welt hat erhebliche
Bedenken hinsichtlich ihrer Auswirkungen auf die menschliche Gesundheit und die Umwelt
verursacht. Die herkdmmliche Verwendung von Tierversuchen zur Festlegung sicherer
Grenzwerte fiir Chemikalien ist aufgrund von Kosten- und Zeitbeschrinkungen, ethischen
Bedenken im Umgang mit Tieren und Zweifel hinsichtlich der Relevanz von Tierversuchsdaten
fiir den Menschen unpraktisch geworden. Die Reaktion darauf ist ein zunehmendes Verlangen
nach einem Paradigmenwechsel hin zu sogenannten ,,New Approach Methodologies* (NAMs),
die frei von Tierversuchen sind und in-silico sowie in-vitro Methoden einschlieBen. In-vitro
Biotests mit Reportergen Zelllinien sind ein wesentlicher Bestandteil der 3R-Strategie
(Replacement, Refinement, Reduction), da sie eine vielversprechende, kostengiinstige und
automatisierbare Alternative mit der Moglichkeit auf Hochdurchsatz bieten. Um zuverldssige
in-vitro Daten zu generieren, miissen die Planung, Durchfiihrung und Auswertung der
Biotestverfahren mit grofter Sorgfalt erfolgen. Chemikalien unterliegen verschiedenen
Verlustprozessen im Biotest, die zu Abweichungen zwischen der dosierten Konzentration und
der tatsdchlich bioverfiigbaren Konzentration fithren konnen. Diese Prozesse umfassen
reversible Verteilung und Bindung an Bestandteilen des Mediums und Plastik, aber auch
irreversible Verlustprozesse aufgrund von Verfliichtigung oder abiotischen oder biotischen
Abbauvorgingen. Wenn die zuletzt genannten Verlustprozesse unbeachtet bleiben, kann dies
zu einer falschen Interpretation der Biotest-Ergebnisse und einer Unterschitzung des
chemischen Risikos fiihren. Das Hauptziel dieser Arbeit war es, die Anwendung von
Hochdurchsatz-Biotests zur Testung von Einzelstoffen zu verbessern. Die Studie hatte zum
Ziel, potenzielle Herausforderungen und Einschrinkungen zu identifizieren, insbesondere unter
Beriicksichtigung der Einfliisse von chemischen Transformationsprozessen auf die Biotest-
Ergebnisse. Die Grundlinientoxizitit (Basistoxizitit), die minimale Toxizitédt einer Chemikalie,
wird durch die Anreicherung in der Zellmembran verursacht und kann zur Klassifizierung der
chemischen Toxizitidt verwendet werden. Chemikalien mit hoherer gemessener Toxizitét als die
Basistoxizitidt konnen einen spezifischen Toxizitdtsmechanismus aufweisen, wihrend eine
geringere experimentelle Toxizitédt auf experimentelle Artefakte und Verlustprozesse hinweisen
kann. Ein neuartiges Modell fiir die Basistoxizitit wurde entwickelt, basierend auf einer
kritischen Membrankonzentration, die aus frei-gelosten Effektkonzentrationen geladener und
hydrophiler Chemikalien abgeleitet wurde, um Verteilungsprozesse zu Medienkomponenten zu
beriicksichtigen und das Modell fiir eine Vielzahl von Chemikalien anwendbar zu machen. Die

gemessene Zytotoxizitdt von 94 Chemikalien aus drei Biotests mit verschiedenen Zelllinien
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(AREc32, ARE-bla und GR-bla) wurde mit der Basistoxizitidt verglichen, indem das toxische
Verhiltnis (TR) berechnet wurde. Zwischen 44 und 50 Chemikalien konnten als basistoxisch
eingestuft werden, und 22 bis 28 Chemikalien zeigten einen spezifischen
Toxizititsmechanismus (TR > 10). Allerdings zeigten sieben Chemikalien TR < 0,1, was auf
mogliche  Artefakte oder Verlustprozesse hindeuten konnte. Um  abiotische
Transformationsprozesse von Chemikalien in in-vitro Biotests zu identifizieren, wurde ein
Hochdurchsatz-Arbeitsablauf basierend auf 22 potenziell instabilen Chemikalien entwickelt.
Die chemische Stabilitit wurde in verschiedenen Biotest-Medien, Pufferlosungen (pH 4, 7.4
und 9) sowie Losungen von bovinem Serumalbumin und Glutathion gemessen, um den Einfluss
von Hydrolyse und kovalenten Reaktionen mit Proteinen zu untersuchen. Der Photoabbau und
die abiotische oxidative Degradation wurden ebenfalls untersucht, erwiesen sich jedoch als
weniger relevant fiir in-vitro Biotest-Bedingungen. Um die Abbaukinetik der Chemikalien zu
ermitteln, wurde ein Hochdurchsatz-Festphasenmikroextraktion (SPME) Arbeitsablauf unter
Verwendung eines BioSPME 96-Pin-Device etabliert, um die Chemikalien aus den
Expositionslosungen zu extrahieren. Die Ergebnisse deuteten darauf hin, dass Reaktionen mit
Hydroxidionen sowie kovalente Reaktionen mit Proteinen die Hauptursache fiir die Abnahme
der Testchemikalienkonzentration im Biotest-Medium waren. In-silico Modelle, die die
Halbwertszeit des hydrolytischen Abbaus von Chemikalien in der Umwelt vorhersagen, und
qualitative Modelle basierend auf strukturellen Merkmalen, die die Reaktivitdt gegeniiber
Proteinen vorhersagen, wurden mit den experimentellen Ergebnissen verglichen. Da diese
Modelle nicht auf die Biotest-Bedingungen zugeschnitten waren, gab es Abweichungen von
den experimentellen Ergebnissen, aber die Modelle lieferten eine niitzliche erste Schitzung der
Stabilitdt. Die Reaktivitdt der Chemikalien mit Glutathion konnte die Stabilitdt im Biotest-
Medium nicht widerspiegeln, gab jedoch Hinweise auf die mogliche reaktive Toxizitit der
Chemikalien. Diese Beziehung wurde weiter untersucht, indem die gemessene Zytotoxizitit
und Aktivierung der oxidativen Stressantwort von zehn (Meth)acrylamiden mit ihrer
Reaktivitit gegeniiber Glutathion verglichen wurden. Bemerkenswerterweise gab es einen
linearen Zusammenhang der Reaktivitdt der getesteten Acrylamide mit der Toxizitit und
Aktivierung der oxidativen Stressantwort, wihrend Methacrylamide nicht mit Glutathion
reagierten und basistoxisch wirkten. Die Unterschiede in der Reaktivitdt wurden durch die
geringere Elektrophilie der Methacrylamide aufgrund ihrer unterschiedlichen Struktur erklért.
Die metabolische Aktivitit war in allen drei Zelllinien (AREc32, ARE-bla und GR-bla)
unterschiedlich, wobei ARE-bla die hochste metabolische Aktivitit zeigte. Cytochrom P450-

Enzyme konnten durch xenobiotische Chemikalien in ARE-bla und AREc32 induziert werden.
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Die Effektkonzentrationen von 94 Chemikalien, die in den drei Zelllinien gemessen wurden,
wurden verglichen, und keine der Zelllinien zeigte signifikant hohere oder niedrigere Toxizitit,
was darauf hindeutet, dass die Unterschiede in der Stoffwechselaktivitit keinen Einfluss auf die
Biotest-Ergebnisse hatten. Zusammenfassend trigt diese Arbeit erheblich dazu bei, die
Interpretation von Biotest-Daten zu verfeinern, indem sie ein neues Modell fiir die
Basistoxizitit eingefiihrt hat und einen experimentellen Ansatz zur Bewertung der chemischen
Stabilitdit entwickelt hat. Die aus dieser Arbeit gewonnenen Erkenntnisse zur
Hochdurchsatzpriifung von Chemikalien verbessern das Verstindnis potenzieller Storfaktoren
in Biotest-Ergebnissen und legen den Grundstein fiir verbesserte Methoden der

Risikobewertung mit in vitro Biotests.
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1. Introduction

1.1 Chemical risk assessment

Chemicals play a crucial role in our modern society, offering numerous advantages across
various industrial domains, including healthcare, commodities, and agriculture. They are
utilized in the production of drugs, plastics, pesticides, and a variety of other applications.
Consequently, the chemical industry is growing worldwide and the number of registered
chemicals is increasing. Since June 2008, the European Chemicals Agency (ECHA) has done
104,078 registrations, comprising 22,502 chemicals, under the Registration, Evaluation,
Authorization and Restriction of Chemicals (REACH) and around 1700 registrations are added
each year (ECHA 2023b; Muir et al. 2023). In addition to all the positive aspects, there is also
a growing concern about the effects of this increasing number of chemicals on people and our
planet (Arp et al. 2023). The World Health Organization (WHO) estimated that more than 2
million deaths were linked to chemical exposures worldwide in 2019 (WHO 2021). A number
of steps have already been taken in recent years to restrict the use of harmful chemicals. For
example, the ban on bisphenol A in thermal paper, which came into force in 2017 (EC 2016),
or the proposed ban on the class of per- and polyfluoroalkyl substances (PFAS) in the European
Union, which was presented at the beginning of 2023 (ECHA 2023a) and has been discussed
by representatives of politics, science and industry to date. The European Commission has taken
steps to address the imperative for public safety by publishing its “Chemicals Strategy” within
the framework of the European Green Deal (EC 2020). This strategy outlines a series of
initiatives aimed at fostering a toxic-free environment and safeguarding both people and the
ecosystem from potentially harmful chemicals (Magurany et al. 2023). Risk assessment of
chemicals is therefore an important task for the governments of countries worldwide and
decisions on banning or restricting chemicals must be made according to the latest scientific
knowledge to protect people and our planet. As depicted in Figure 1, risk is defined as the
likelihood of a chemical to cause an adverse effect, which is determined by the toxic potential
of the chemical (hazard) and the amount of the chemical to which organisms are exposed
(exposure). The first step in chemical risk assessment is the identification of hazardous
chemicals. This involves considering chemical properties, like persistence, bioaccumulation
and toxicity (PBT) (EP&EC 2006) or possible modes of toxicity, such as carcinogenicity,
mutagenicity or reproductive toxicity (CMR). Toxicity assessment evaluates the adverse effects
of chemicals on living organisms by studying the dose-response relationship and by identifying
the specific target organs and modes of toxic action (Adeleye et al. 2015). Exposure assessment

determines the levels of exposure to a chemical through various routes, such as inhalation,
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ingestion, and dermal contact. This step considers factors like frequency, duration, and

concentration of exposure (Rice et al. 2008).

EXPOSURE

Figure 1: Graphical depiction of the meaning of the terms hazard, exposure and risk in the

context of risk assessment.

The conventional approach of using animal studies to define safe levels of chemicals
for humans has been standard for many years. However, a comprehensive risk assessment of
chemicals using animal-based studies is not feasible, as animal testing for the risk assessment
of a single chemical is extremely costly and can take several years to complete (Van Norman
2019). In addition, the relevance of toxicity data from laboratory animals for humans is
questionable, as biological variability and interspecies extrapolation are possible sources of
error (Leist and Hartung 2013). Therefore, in recent years, there have been calls for a paradigm
shift to improve the relevance, efficiency and ethical acceptance of chemical risk assessment
(Schmeisser et al. 2023; van der Zalm et al. 2022). These so-called new approach
methodologies (NAMs) are characterized by the principle of the 3Rs, meaning the
“Replacement, Refinement and Reduction” of animals in research (Burden et al. 2015) and the
use of advanced technologies such as high-throughput screening methods, omics technologies
(genomics, proteomics and metabolomics), and computational modeling to generate large-scale

data sets for comprehensive risk assessment (Thomas et al. 2013).



1.2 In vitro bioassays for single chemical screening

The publication of the Toxicity Testing in the 21st Century (Tox21) strategy by the U.S.
National Research Council in 2007 has been one of the most groundbreaking achievements in
in vitro toxicology of the recent past (NRC 2007). As part of Tox21, which is a collaboration
between various research institutions and government agencies in the United States, around
10,000 chemicals were tested in a high-throughput screening (HTS) format and the resulting
data was made publicly available. Over 50 bioassays were used in this project to identify
molecular initial events (MIE) or key events (KE) associated with nuclear receptors and cellular
stress response pathways and to develop adverse outcome pathways (AOP) of these chemicals

in humans (Ankley et al. 2010).

In vitro bioassays are a promising alternative to animal testing and therefore an
important part of the 3R principle. They are cost-effective, can be automated and can be carried
out in high-throughput format using multi-well plates and robotic platforms (Hartung 2011).
Many different multi-well plate systems have already been established using different model
organisms in vivo, such as nematodes (Caenorhabditis elegans), fruit flies (Drosophila
melanogaster) or zebrafish embryos (Danio rerio), as well as in vitro systems using primary
cells or cell lines from humans or different animal species. The use of human cell lines for
human risk assessment of chemicals eliminates the need for interspecies extrapolation, making
data from in vitro bioassays even more meaningful than in vivo data from distant species in
some cases (Leist and Hartung 2013). Many in vitro cell-based bioassays utilize immortalized
reporter gene cell lines, which can identify specific toxicity mechanisms on the cellular level.
The cell lines are usually genetically modified and contain genes for molecular receptors or
other cellular targets coupled with a reporter gene. The expression of the reporter protein
visualizes the activation of the molecular target by a test substance (Wang et al. 2020). Reporter
enzymes are, for example, B-lactamase or luciferase, which are able to generate fluorescence or
luminescence using appropriate substrates. This signal can then be quantified and the measured
fluorescence or luminescence is proportional to the activation of the molecular target (Wang et
al. 2006; Zlokarnik 2000). In addition to unspecific cytotoxicity, these assays measure specific
biological endpoints or responses, which can include (hormone) receptor activation or
inhibition, xenobiotic metabolism, adaptive stress response or reactive toxicity (Escher et al.
2021). By testing the effects of chemicals in multiple in vitro bioassays with different endpoints,

modes of toxic action (MOA) of the chemicals can be identified.



After damage caused by stressors, adaptive stress response pathways are triggered to
reestablish cellular homeostasis. Many diseases, like diabetes, cancer, and neurodegenerative
conditions, involve oxidative stress, which can be induced by a variety of xenobiotic chemicals
(Barnham et al. 2004; Gorrini et al. 2013). Electrophilic chemicals and chemicals generating
reactive oxygen species (ROS) can activate the oxidative stress response. Various mammalian
reporter gene assays assess this response, such as the AREc32 cell line (Wang et al. 2006) or
CellSensor™ ARE-bla Hep G2 cell line (Bogen 2017). Figure 2A shows the oxidative stress
response via the Kelch-like ECH-associated protein 1 (Keap-1) and nuclear factor erythroid 2-
related factor 2 (NRF-2) pathway. Nrf-2 activity is regulated by the repressor protein Keap-1
in the cytoplasm and is constantly degraded through the ubiquitin—proteasome pathway. In the
presence of oxidative stress, Nrf-2 undergoes dissociation from Keap-1 and moves to the
nucleus, where it forms heterodimers with small musculoaponeurotic fibrosarcoma (Maf)
proteins. Binding of this complex to the antioxidant response elements (ARE) of the DNA
initiates the transcription of protective genes as a defense mechanism against oxidative stress
(Deshmukh et al. 2017; Taguchi et al. 2011). In reporter gene cell lines, multiple copies of the
ARE are located upstream of a reporter gene such as B-lactamase or luciferase, which is
expressed after exposure to chemicals that activate the oxidative stress response, such as the
reference compound fert-butylhydroquinone (tBHQ) and can be quantified via fluorescence or

luminescence detection (Wang et al. 2006; Zhao et al. 2016).

A growing amount of endocrine-disrupting chemicals (EDCs) in the environment has
been a focus of science for several years. Nuclear hormone receptors like the glucocorticoid
receptor (GR), estrogen receptor (ER) or androgen receptor (AR) are primary targets of EDCs
(Gore et al. 2015). In the past decade, bioassays have played a crucial role in identifying nuclear
receptor agonists or antagonists. As depicted in Figure 2B, reporter gene cell lines for GR
activation (e.g. GeneBLAzer™ GR-UAS-bla HEK 293T cell line) express the ligand-binding
domain of human GR, which is present in the cytoplasm. When chemicals bind to the receptor
binding domain, the resulting receptor-ligand complex dimerizes and is translocated into the
nucleus. There it interacts with the glucocorticoid response elements (GRE) of the DNA, which
are located upstream of the target genes and, in the case of the GR-bla cell line, upstream of a
B-lactamase reporter gene. The expression of the target genes and of B-lactamase is induced and
can be quantified (Oakley and Cidlowski 2013). Corticosteroid receptors, such as GR, are
widely distributed in organisms and play a role in various diseases. They mediate the actions of
steroid hormones (glucocorticoids) involved in numerous physiological processes.

Disturbances in glucocorticoid action have can lead to adverse effects in humans, for example,
4



congenital malformation, affective disorders, immune, cardiovascular and allergic diseases or
cancer (Odermatt and Gumy 2008; Zhang et al. 2019). Dexamethasone is a glucocorticoid
pharmaceutical and known GR agonist and it was used as a reference chemical for the GR-bla

bioassay.
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Figure 2: Cellular pathways of oxidative stress response activation (A) and glucocorticoid
receptor activation (B) in reporter gene cell lines. ROS = reactive oxygen species, tBHQ = tert-
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1.3 Baseline Toxicity

In 1992, Verhaar et al. developed a classification scheme for the toxicity of chemicals (Verhaar
et al. 1992). The four chemical classes were inert chemicals, less inert chemicals, reactive
chemicals and specifically acting chemicals. Later, the difference between the first two groups
was explained by the use of the octanol-water partitioning constant (Kow) as a descriptor of
hydrophobicity. By using more appropriate descriptors, such as the liposome-water partitioning
constant (Kiip/w), both classes could be summarized as baseline toxicants (Vaes et al. 1998).
Baseline toxicity, often referred to as narcosis, means the loss of membrane integrity and
function leading to cell death, as shown in Figure 3 (van Wezel and Opperhuizen 1995). The
underlying mechanisms of baseline toxicity are still not fully explained and there are various
theories according to which either the structure of the lipids or the proteins of the membrane is
disturbed or the interaction of the two (van Wezel and Opperhuizen 1995). Baseline toxicity is
a non-specific toxicity mechanism and caused by chemical accumulation in the membrane,
which means that it is not the nature but only the concentration of the chemical in the cell
membrane that is responsible for the toxicity, which means that hydrophobic chemicals have a
higher baseline toxicity than hydrophilic chemicals because they accumulate in the membrane
to a greater extent (Konemann 1981). The relationship between toxicity and hydrophobicity is
used by so-called quantitative structure-activity relationship (QSAR) models to predict the
baseline toxicity of a chemical. Comparing observed toxicity with the predicted baseline
toxicity can indicate a specific or reactive MOA. Empirical baseline toxicity QSARs for various
aquatic species (Escher et al. 2017; Kliiver et al. 2016) and reporter gene cells (Escher et al.
2019; Lee et al. 2021) have been published, which use only Kiip/w as an input parameter. Since
experimental data for Kipw are rare, linear solvation energy relationships (LSER) (Ulrich et al.
2017) or linear free energy relationships (LFER) (Endo et al. 2011) are often used for the
prediction of Kiipw. QSAR models can also be applied to ionizable chemicals if the Diip/wis used
as an input parameter instead of the Kipw, as it includes the speciation of the chemical at a

certain pH (usually 7.4) (Escher et al. 2017; Escher and Schwarzenbach 2002).
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1.4 Chemical exposure in in vitro bioassays

A chemical undergoes the toxicokinetic and toxicodynamic phases between exposure to a
chemical and the occurrence of a biological effect (Figure 4). The toxicokinetic phase,
determines the concentration of a chemical that reaches the cellular target site. The
toxicodynamic phase involves all cellular toxicity pathways that lead from a molecular

interaction to an observable effect (Wang and Tan 2019).

In vitro reporter gene bioassays can be used to identify the toxicodynamic processes of
a chemical, as they delve into the mechanisms and effects of the chemical at the cellular and
molecular levels (Andersen and Krewski 2009). They can identify MIEs like receptor binding,
modulation of protein or lipid structures or DNA, and thus indicate cellular toxicity pathways.
MOAs and AOPs of chemicals can be unraveled using in vitro bioassay effect data by linking
cellular toxicity mechanisms to organ-level responses or whole organism effects (Escher and
Hermens 2002). Toxicokinetic processes define the behavior of a chemical in the body and
comprise absorption, distribution, metabolism, and excretion (ADME). Toxicokinetics are
dependent on the physicochemical properties of the chemical and the metabolic capacity of the
cells and determine how much of a substance reaches the target site and its potential for

accumulation (Dixit et al. 2003).
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Figure 4: Toxicokinetic and toxicodynamic processes in in vitro bioassays. The Figure was
adapted from Escher B, Neale P, Leusch F. 2021. Bioanalytical Tools in Water Quality
Assessment. IWA Publishing.



In vitro tests offer advantages over in vivo tests for the determination of toxicodynamic
processes, but one downside is that they can only partially represent toxicokinetic processes
and in vivo tests are still necessary to investigate the toxicokinetic behavior and ADME
processes of chemicals. Toxicokinetics are essential to translating external chemical exposure
concentrations (e.g. from inhalation) into concentrations at the target site (e.g. in the cells of the
respiratory epithelium). Quantitative in vitro to in vivo extrapolation (QIVIVE) compares in
vitro effect concentrations from cell-based tests with measured or modeled plasma

concentrations to assess the chemical risk for exposed people (Wilk-Zasadna et al. 2015; Yoon

etal. 2015).

The exposure concentration of the chemical in the in vifro bioassay should be taken into
account to provide reliable input parameters for QIVIVE. The chemical is subject to various
toxicokinetic processes in the in vitro system that determine its concentration at the target site.
This information is lost if nominal in vitro effect concentrations are used, because these are
based on the initial chemical concentration added to the test system and can therefore cause an
inaccurate assessment of the chemical risk. Various reversible distribution processes, as well as
irreversible transformation processes of the chemical, can result in incorrect in vitro data,
reducing the reliability and trust in in vitro bioassays. To circumvent these problems, a careful
assessment of chemical exposure in in vitro bioassays is necessary (Heringa et al. 2003; Yoon

etal. 2012).

1.4.1 Chemical partitioning and loss processes in vitro bioassays
Within the in vitro bioassay well, test chemicals can be distributed between different
compartments. The largest compartment is the bioassay medium, but the cells, the air above the

medium and the well plate can also play a role (Figure 5).

The composition of the bioassay medium depends on the assay and cell type and should
provide optimal cell nutrition. The major component of the medium is water, which is
supplemented with nutrients, salts, hormones and growth factors (Davis 2002). An important
component of most cell culture media is fetal bovine serum (FBS), which is a multicomponent
mixture of important growth factors, hormones, vitamins, trace elements and other proteins that
are necessary for good cell growth and proliferation (Brunner et al. 2010). Since a main
component of FBS is bovine serum albumin (BSA), cell culture media that are supplemented
with different percentages (usually between 2% (v/v) and 20% (v/v)) of FBS have different
protein contents. Some chemicals, such as hydrophobic chemicals or acids, show a high affinity

for serum albumin and have low freely dissolved concentrations (Cfee) compared to nominal
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concentrations (Cpom) in FBS-rich media. Therefore, the actual bioavailable concentration is
reduced by chemical partitioning to components of the bioassay medium (Henneberger et al.
2019a; Henneberger et al. 2020). On the one hand, the binding of the test chemicals to the
medium proteins causes a discrepancy between in vitro and in vivo conditions and makes it
difficult to compare the effects of bioassays with different media. On the other hand, the
sorption, especially of hydrophobic chemicals, to the components of the medium can also be
utilized. Fischer et al. (2019) established the term "serum-mediated passive dosing" (SMPD),
using the high protein content of FBS in the bioassay medium as a reservoir for chemicals,
similar to conventional passive samplers (e.g. PDMS). Since binding to FBS is an equilibrium
process, SMPD can stabilize the concentration of chemicals in the bioassay and increase
chemical solubility in the bioassay medium. The binding behavior of albumin and xenobiotic
chemicals has been intensely investigated in recent years and three main high-affinity binding
sites have been identified (Peters 1995; Zsila 2013) that can interact with organic acids and
hydrophobic chemicals. However, these binding sites can also be saturated, which leads to a
lower binding affinity at high chemical concentrations. Especially organic acids often show a
concentration-dependent, non-linear binding to albumin (Henneberger et al. 2019a). BSA-water
distribution ratios (Dpsaw) can be determined using ultracentrifugation, ultrafiltration,
equilibrium dialysis and solid-phase microextraction (SPME) (Buscher et al. 2014). Although
equilibrium dialysis is the conventional and most widely used method, the relevance of SPME
for the measurement of distribution ratios and freely dissolved concentrations of chemicals has
increased in recent years (Peltenburg et al. 2015). If experimental Dpsasw are not available, they
can also be predicted using LSER (Ulrich et al. 2017) or QSAR models (Endo and Goss 2011;
Qin et al. 2024). In addition to albumin and other proteins, FBS also contains lipids in the form
of different lipoproteins. However, these only make up a very small percentage of the medium
and are therefore less relevant for the distribution of chemicals. However, hydrophobic
chemicals can also bind to lipids in the medium, reducing Cree. This can be described by the
liposome-water distribution ratio (Dipw), Which can either be determined experimentally

(Escher et al. 2002) or modeled (Endo et al. 2011; Ulrich et al. 2017).

Microtiter plates are commonly made of polystyrene (PS), which is an important
sorption phase for neutral, hydrophobic chemicals that can bind to plastic via adsorption as well
as absorption (Fischer et al. 2018b; Kramer 2010). Even if distribution to PS is relatively slow,
this can be important, especially for bioassays using media with low FBS content in high-tier
well plates. Chemical distribution into the well plate can be up to 99% of the total chemical

amount within 96 h for chemicals with logarithmic octanol-water partitioning constants (log
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Kow) > 5 (Fischer et al. 2018b). Higher levels of FBS in the medium can prevent this distribution
process since the FBS represents an additional sorption phase and thus stabilizes the exposure

concentration in the bioassay (Fischer et al. 2018b; Fischer et al. 2019).
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Figure 5: Distribution and loss processes of test chemicals in in vitro bioassays. Crree is the

freely dissolved concentration in the bioassay medium or the cell.

While chemical partitioning to medium components or well plate plastic is a reversible
process, there are also irreversible loss processes that can deplete the chemical from the
bioassay medium. Volatile chemicals can evaporate from the bioassay medium into the
headspace of the well and since the well plate cannot be sealed airtight for the necessary gas
exchange, the chemicals can evaporate from the plate and thus disappear from the bioassay
system (Riedl and Altenburger 2007). High-throughput bioassays in multi-well plate format are
therefore not applicable for volatile chemicals and special exposure-controlled systems need to
be applied (Kramer et al. 2010). Dosing of semi-volatile chemicals can lead to cross-
contamination of neighboring wells, affecting bioassay responses. The protein content of the
medium can influence the volatility of the test chemicals since only the free fraction of the
chemical can evaporate from the medium. Therefore, Escher et al. proposed a volatility cut-off

for in vitro bioassays based on the medium-air partitioning constant (Kmediumvair) Of the chemical,
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saying that chemicals with Kmediunair < 10,000 L/L cannot be tested in standard HTS bioassays

because of possible loss to the air (Escher et al. 2019).

The target site of the chemical in the bioassay is the cell, which is why the concentration
in the cell (Ceen) is the most accurate concentration metric for the description of toxicity
(Groothuis et al. 2015). Due to the small volume of cells compared to the other compartments
of the bioassay, it is difficult to determine Ccen experimentally and only possible using very
large cell quantities in cell culture flasks or via fluorescence microscopy with fluorescent test
chemicals (Fischer et al. 2018a). It can be assumed that chemicals usually enter the cell via
passive diffusion, although active transport may play a role for some chemicals. In the cell,
chemicals undergo the same partitioning processes as in the bioassay medium, since cells also
contain water, proteins and lipids as partitioning phases. However, the types of proteins and
lipids in the cell can differ from those in the medium, which can lead to differences in
distribution. Unlike the bioassay medium, cellular proteins are not mainly albumin, so
especially for chemicals with specific binding to albumin (e.g. organic acids), Dgsa/w should
not be used to describe the distribution to cellular proteins. Instead, partitioning constants or
distribution ratios to structural proteins should be used, as these better represent the non-specific
binding to cellular proteins (Henneberger et al. 2016; Henneberger et al. 2020). QSAR models
for the prediction of structural protein-water partitioning constants (Kspsw) for neutral or cationic
chemicals (Endo et al. 2012) as well as structural protein-water distribution ratios for anionic

PFAS (Dspw) (Qin et al. 2024) have been developed.

Chemical partitioning into cell membranes can be described using Diipw, as liposomes
are phospholipid bilayer vesicles that are very similar to the cell membrane structure. Cells also
contain storage lipids, which are less polar and mostly consist of triglycerides and sterol esters
(Walther and Farese 2012). For the prediction of the distribution to storage lipids, Diipw is less
suitable, especially for ionizable chemicals. Partitioning constants to other lipids or oils like
triolein, octanol or olive oil can be used instead to better predict this distribution (Geisler et al.

2012; Quinn et al. 2014).

Simple mass-balance models (MBMs) have been developed to estimate the external
freely dissolved concentration (Cree), the cellular concentration (Ceen) or the concentration in
the cell membrane (Cmembrane) from Chom and partitioning constants of the chemicals between
water and the lipid or protein phase of the medium (Kiipw or Kprouw) or the cells (Kceiyw)
(Armitage et al. 2021; Armitage et al. 2014; Fischer et al. 2017). By using distribution ratios

(Dripiw, Dprouw, Deelyw) instead of partitioning constants, which include chemical speciation, the
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models can also be applied to ionizable chemicals. While Cree predicted with MBMs showed
good agreement with measured Crree for neutral chemicals and bases, most of the models did
not show good agreement with experimentally determined Ctree for organic acids, as they do not
consider the non-linear binding to proteins (Henneberger et al. 2020; Huchthausen et al. 2020).
Ctee must therefore either be determined experimentally or more complex models must be
developed for this group of chemicals (Qin et al. 2023). A calculation of the chemical
distribution using mass-balance models only works if the chemical concentration remains stable
over time. Abiotic transformation processes like hydrolysis, oxidation or covalent reactions
with proteins are an irreversible source of chemical loss in the bioassay medium and metabolic
degradation reactions can take place in the cells. These processes must therefore be excluded

in advance to allow reliable prediction of Cpyee.

1.4.2 Experimental exposure assessment

Quantitative in vitro-to-in vivo extrapolation (QIVIVE) is a method utilized to translate effect
concentrations from in vitro bioassays into human exposure concentrations that can cause the
same effects in the human target organ or tissue (Yoon et al. 2012). The nominal concentration
(Chom), 1.e., the dosed concentration, is mostly used as an input parameter for QIVIVE models
as it is easily available. A thorough investigation of these processes is necessary to gain a better
understanding of the chemical exposure in the bioassay and to provide reliable data for QIVIVE
since in vitro bioassays are subject to different partitioning and loss processes of chemicals
(Giilden and Seibert 2003). The freely dissolved concentration (Cree), the total cellular
concentration (Ccen) or the concentration in the cell membrane (Cmembrane) Were considered to
be better dose metrics, as they better reflect the effective concentration at the target side of the
chemical (Groothuis et al. 2015). Cee has been proven to be a suitable metric for assessing
exposure in in vitro bioassays, as it can be determined experimentally, whereas the experimental

determination of Ceent Or Cmembrane 1S Very laborious.

Henneberger et al. (2019a) developed a solid-phase microextraction (SPME) method
for the measurement of distribution ratios of chemicals to biological materials, like proteins and
lipids, and applied the method successfully to measure Cree of chemicals in in vitro bioassays
(Henneberger et al. 2019b; Huchthausen et al. 2020). SPME has been developed by Arthur and
Pawliszyn as a simple sample extraction technique using polyimide-coated single SPME fibers
(Arthur and Pawliszyn 1990). Sample extraction is based on the equilibrium partitioning of
chemicals between the sample and the coating material (Pawliszyn 2012). Through the

development of versatile, biocompatible coating materials like C18 or polydimethylsiloxane
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(PDMS) (Musteata et al. 2007), SPME has become a universal tool for the determination of
distribution ratios of chemicals to biological materials or the measurement of Cfee. SPME can
be applied for in vitro bioassays as it can remove biological materials that would disturb the
instrumental analysis, requires only small sample volumes down to 30 uL and has relatively
short equilibration times (Huchthausen et al. 2023; Peltenburg et al. 2015; Vaes et al. 1996).
The commercial release of a BlioSPME 96-Pin Device (Roy et al. 2021) allowed an increase in

sample throughput and automation of the SPME procedure in this thesis.

1.4.3 Abiotic transformation

All chemicals have a lifetime and are able to change their chemical structure as a result of
external influences, meaning that so-called parent chemicals are converted into transformation
products with altered chemical properties. Chemical transformation can therefore also be
relevant in the context of in vitro bioassays, as the concentration of a test substance can decrease
over time and the concentration of transformation products can increase (Figure 6). Chemical
transformation processes can occur abiotically or biotically and are subject to the principles of

reaction kinetics and thermodynamics.
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Figure 6: Abiotic transformation processes and cellular metabolism in in vitro bioassays.

While persistent chemicals can remain in the environment for multiple decades, half-

lives of unstable chemicals in the range of a few hours to minutes are not uncommon (Mansouri
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et al. 2017; Queen 1967). In order to evaluate the relevance of transformation processes for the
conditions and time scales of in vifro bioassays, it is important to determine which reaction
processes play a role, which transformation products are formed and what the kinetics of the
transformation reactions are in order to determine the degradation rate of the test substance.
The reaction rate is the speed at which reactants are degraded and products are formed. These
reactions are defined by rate laws, which describe the relationship between the rate of a
chemical reaction and the concentrations of its reactants. In first-order reactions, the rate is
directly proportional to the concentration of a single reactant A, with k being the first-order rate

constant (Eq. 1) (Schwarzenbach et al. 2002).

d[A] = -
2 = k< [A] (1)
If the concentration of two reactants A and B determines the reaction rate, it is a second-

order reaction, with k£’ being the second-order rate constant (Eq. 2) (Schwarzenbach et al. 2002).

d[A] _ .,
AN — k7 x [A] % [B] 2)

In reactions of two chemicals where one reactant (e.g. reactant B) is present in excess,
the rate law can be simplified by setting k = k’[B]o since the concentration of B stays apparently
constant over time. The rate law that appears first-order with respect to the limiting reactant is
therefore called pseudo-first-order kinetics and k is called the pseudo-first-order rate constant

(Schwarzenbach et al. 2002).

The main component of bioassay media is water, which is why hydrolysis is an
important transformation process for in vitro bioassays. Hydrolytic reactions are usually
substitution reactions that replace an atom or functional group of a molecule with water.
Hydrolysis usually occurs via nucleophilic substitution (Sn1 or Sn2) or via addition-elimination
mechanisms, depending on the type of the leaving group (Bouyacoub et al. 1996; Hegarty and
Frost 1973). Since water is present in excess in the bioassay medium, hydrolysis reactions are
usually pseudo-first-order reactions. These can be catalyzed by both acids (protons, H*) and

bases (hydroxide ions, OH"). Since water always consists of the three components that are in

equilibrium (H2O = H* + OH"), the overall hydrolysis kinetics can be described with three

individual reactions.

k= Iy [H'] + ky,0 + kop < [OH] 3)
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In hydrolysis reactions, water or hydroxide ions (base-catalyzed hydrolysis) act as
nucleophiles. As defined by Lewis, a nucleophile (Lewis base) is a substance that can donate
an electron pair, while an electrophile (Lewis acid) can accept an electron pair (Lewis 1923).
Pearson extended this classification by introducing the concept of hard and soft acids and bases
(HSAB principle). The hardness of an electrophile or nucleophile can therefore be related to its
polarizability. Hard electrophiles and nucleophiles are relatively small and difficult to polarize,
while soft electrophiles and nucleophiles are relatively large and easy to polarize (Pearson
1990). According to the HSAB principle, molecules with the same polarizability, i.e., hard
electrophiles with hard nucleophiles and soft electrophiles with soft nucleophiles, react

preferentially with each other (Lopachin et al. 2012).

With the addition of serum proteins to the bioassay medium, additional reaction partners
for test chemicals in addition to water and hydroxide ions are added. While water and hydroxide
ions are rather hard nucleophiles, soft electrophiles react primarily with easily polarizable thiol
groups of cysteines. For this reason, especially soft electrophiles such as type-2 alkenes, form

covalent bonds with medium proteins (LoPachin and Gavin 2012).

Autoxidation is the spontaneous reaction of a chemical with molecular oxygen in the
absence of light (Richardson 1932). Photooxidation is triggered by ultraviolet (UV) or visible
light, which accelerates the oxidation reactions (Altshuller et al. 1962). In both processes,
reactive oxygen species are formed, which can lead to chemical transformations. Autoxidation
takes place very slowly for most chemicals without catalysts. Photooxidation is particularly
relevant for the transformation of chemicals in the environment but likely to play a minor role

in in vitro systems without exposure to light.

1.4.4 Metabolism

Similar to the bioassay medium, abiotic transformation processes like hydrolysis or covalent
reactions with proteins can also occur after the chemical has entered the cell. However,
enzymatically catalyzed metabolic transformation processes are of greater importance inside
the cell (Caldwell et al. 1995) (Figure 6). The so-called biotransformation of xenobiotic
chemicals is a highly regulated process that involves several different enzymes and serves the
detoxification and elimination of foreign substances from the cell or the body (Caldwell et al.
1995). Liver cells are the primary location of biotransformation in the body, but other organs
such as the kidneys and intestine also play a role. Xenobiotic metabolism is regulated by

multiple complex signaling pathways, which mostly use nuclear receptors such as the aryl
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hydrocarbon receptor (AhR) and the pregnane X receptor (PXR) as sensors for xenobiotic stress

and regulate the expression of important metabolizing enzymes (Zanger and Schwab 2013).

The process of biotransformation consists of three phases (phase I, II and III). Phase 1
involves oxidative reactions mostly catalyzed by cytochrome P450 monooxygenases (CYP),
increasing the chemical polarity and reactivity. Phase II is a detoxification phase involving
conjugation reactions of hydrophilic chemicals or phase I products with polar molecules to
increase the polarity for excretion (Williams 1959). Phase III involves the excretion of polar

conjugates from phase II by active transport (Kim 2002).

Phase I metabolism is especially relevant for hydrophobic chemicals, which are difficult
to remove from the cell or body. CYP enzymes represent a superfamily of highly conserved,
heme-containing proteins that occur in almost all species and play a central role in phase 1
biotransformation. The group of CYP450 enzymes comprises numerous isoforms, enabling
them to catalyze the oxidation of a variety of structurally diverse substrates (Esteves et al. 2021).
The active site of CYP450 enzymes contains a heme-iron center, which enables the activation
of molecular oxygen. Nicotinamide adenine dinucleotide phosphate (NADPH) or nicotinamide
adenine dinucleotide (NADH) usually serve as reduction equivalents for this redox reaction
(Denisov et al. 2005). Other phase I enzymes are flavin-containing monooxygenases (FMO),
dehydrogenases, amide oxidases and epoxide hydrolases. All of these enzymes catalyze
reactions such as dealkylation, epoxidation, hydroxylation and oxidation, which increase the
hydrophilicity, polarity and reactivity of the substrates, making them suitable substrates for
phase II enzymes (Croom 2012). Due to their high reactivity, phase I transformation products
often have a higher toxicity than the parent substances, which can lead to undesirable adverse

effects on cellular metabolism (Coecke et al. 2006).

Phase II metabolism is characterized by the conjugation of hydrophilic, reactive
xenobiotics or transformation products from phase I with polar molecules such as glutathione,
sulfate, glucuronic acid or N-acetylcysteine. In this phase, hydrophilic chemicals and reactive
intermediates are detoxified and prepared to be eliminated from the cell. Phase II enzymes are
transferases such as glutathione S-transferases, glucuronosyltransferases or sulfotransferases

(Croom 2012; LeBlanc 2008).

Metabolic transformation is highly relevant for in vitro bioassays as it can lead to
chemical loss and detoxification on the one hand and to the bioactivation of the test chemical

and the generation of toxic transformation products on the other.
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1.5 Aims of this thesis

The aim of this thesis was to improve bioassay screening of single chemicals with regard to
exposure, chemical transformation and baseline toxicity to increase the quality and reliability

of in vitro effect data used for human risk assessment.

For the evaluation of in vitro effect concentrations, baseline toxicity is often used to
distinguish specifically acting chemicals from baseline toxicants, but existing baseline toxicity
QSARs were not validated for their applicability for very hydrophilic chemicals (log Diip/w < 0)
or anionic chemicals (Lee et al. 2021). One aim of Publication III was to define the critical
membrane burden for cell-based in vitro bioassays on the basis of neutral, hydrophilic
chemicals and measured freely dissolved concentrations of ionizable chemicals and to develop
anominal baseline toxicity QSAR using a mass balance model (Fischer et al. 2017). This QSAR
enables the prediction of baseline toxicity for neutral as well as charged and hydrophilic as well
as hydrophobic chemicals. The use of freely dissolved effect concentrations allowed a direct
derivation of the critical membrane burden with only Diip/w as an input parameter and chemical
partitioning processes were taken into account. The predicted baseline toxicity was compared
with measured cytotoxicity from high-throughput screening of 94 chemicals in three bioassays.
Specifically acting chemicals were identified by comparison with baseline toxicity. In addition,
special attention was paid to chemicals showing lower effects than baseline toxicity, as this
artifact may indicate loss of the chemical due to problems or errors in experimental
performance, such as precipitation of the test chemicals, or degradation of the chemical in the

bioassay.

In the next part of the thesis, potential transformation processes in the bioassay were
investigated that could have led to such underestimation of toxicity. The aim of Publication I
was to develop a framework for the experimental determination of abiotic transformation
processes, including hydrolysis, oxidation, photodegradation and irreversible reactions with
proteins in the assay medium. A selection of 22 presumably unstable chemicals was used to
develop an experimental workflow for abiotic stability testing to identify chemical
transformation processes and determine degradation rates. The method used in this workflow
was solid-phase microextraction (SPME) with a Supel™ BioSPME 96-Pin Device and
chemical concentrations were quantified using liquid chromatography and mass spectrometry
(LC-MS). The obtained experimental data were compared with predictions from in silico
models developed for environmental degradation processes to examine the applicability of

these models under bioassay conditions.
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The developed workflow was applied to a set of reactive acrylamides and non-reactive
methacrylamides in Publication Il to measure their reactivity toward the two biological
nucleophiles glutathione and 2-deoxyguanosine, representing reactivity against proteins and
DNA in the cell. Soft electrophiles like acrylamides react preferably with soft nucleophiles like
thiol groups of glutathione (Lopachin et al. 2012), which should be confirmed with this work.
In order to achieve a higher throughput and minimize experimental variations, the workflow
was partially automated as part of Publication Il. Measured degradation rates of different
acrylamides were compared with bioassay effects (cytotoxicity and oxidative stress response
activation) in three cell lines to examine the relationship between abiotic reactivity and the

toxicity of chemicals. Quantum chemical calculations were used to scrutinize this relationship.

The last part of the thesis aimed to investigate the relevance of cellular metabolism in
in vitro bioassays. In Publication III, the metabolic activity of three different cell lines was
characterized with and without the use of chemical inducers. Measured in vitro effect
concentrations (cytotoxicity and oxidative stress response activation) from cell lines with
different metabolic activities were compared to investigate the impact of cytochrome P450

enzyme (CYP) activity on bioassay results.

The overarching goal of this thesis was to demonstrate the relevance of baseline toxicity,
chemical exposure and transformation for in vitro bioassays and how this knowledge can be
utilized to improve bioassay planning, execution and data evaluation. Special attention was paid
to the abiotic and metabolic stability of test chemicals in in vitro systems to increase the
understanding of abiotic and biotic transformation processes, to provide methods to determine
the stability of chemicals in the assay system and to evaluate the influence of chemical

transformation on bioassay results.
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2. High-throughput screening of single chemicals

2.1 Cell-based reporter gene bioassays

High-throughput bioassays have emerged as powerful tools in the field of chemical risk
assessment in recent years, revolutionizing the way we evaluate the potential hazards and risks
associated with exposure to various chemicals (Judson et al. 2010). The rise of technological
advancements in our society is resulting in a growing release of chemicals into the environment,
presenting potential risks to both humans and animals. For this reason, there is a growing need
for efficient experimental and predictive methods to assess the safety of these compounds
(Basketter et al., 2012; NRC, 2007). Cell-based high-throughput reporter gene bioassays enable
the testing of a large number of chemicals in a short time, which has become an important
component of toxicity screening, mode of action elucidation and hazard identification (Adeleye
et al. 2015). The use of cell-based bioassays is not only more time- and cost-effective but also
reduces the ethical concerns associated with animal testing (Tice et al. 2013). This change is in
line with the 3Rs principle for animal testing, which emphasizes the need to minimize the use
of animals in research (Burden et al. 2015). In vitro bioassays also provide valuable information
on a variety of endpoints, such as the activation of cellular stress response pathways or
endocrine disruption, which may indicate adverse effects in humans (NRC 2007). In vitro
bioassays thus represent a promising alternative to the traditional risk assessment of chemicals,

which relied on time-consuming and resource-intensive animal testing.

The use of multi-well plates (96 to 1536-well) and robotic liquid handling platforms
allows for high sample throughput, automation and standardization of in vitro bioassay
workflows. The bioassay workflow applied in Publication Il and Publication III is shown in
Figure 7. Bioassays were performed over three consecutive days, with cell seeding on day one,
chemical dosing on day two and detection of cytotoxicity and reporter gene activation on day
three. Detailed protocols for the in vitro bioassays used can be found in Publication Il and
Publication III and in the literature (Escher et al. 2012; Konig et al. 2017; Neale et al. 2017).
Briefly, cell suspensions in the corresponding bioassay media were prepared and cells were
dispensed into 384-well plates using a MultiFlow dispenser. The number of cells was adapted
so that at the end of the bioassay (after 48 h), a confluence of approximately 80% was achieved
in the unexposed wells. Cells were incubated at 37 °C and 5% CO- for 24 h to allow the cells
to settle and attach to the plates. Chemical solutions in bioassay medium were prepared by
directly dissolving the pure chemicals in medium or by pipetting an aliquot of a solvent stock

solution (e.g., methanol or DMSO) into an aliquot of medium. Chemical solutions were diluted
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serially with bioassay medium using a Hamilton Microlab Star robotic system and transferred
to the cell plates. Cell confluency was determined utilizing an IncuCyte S3 Live-Cell Analysis
System directly after and 24 hours after chemical dosing as a measure of cytotoxicity. After the
confluency measurement, reporter gene activation was quantified using a multimode plate
reader (Tecan), measuring either luminescence or fluorescence depending on the reporter

enzyme used (Escher et al. 2012; Konig et al. 2017; Neale et al. 2017).

Dispensing of Preparation of Combination of Confluency : Confluency Quantification of
cells : dosing plates plates measurement i measurement reporter protein/

» Cell plate 384-well : s eg, 96-wellplate + Cell plate + dasing plates « Start of exposure H « End of exposure enzyme
* 24 hinincubator H = 24 hincubation ¥

Day 1 Day 2 Day 3

Figure 7: Workflow for high-throughput reporter gene bioassays. The Figure was created by

Luise Henneberger.

The assays used in Publication Il and Publication III were AREc32, ARE-bla and GR-
bla. AREc32 and ARE-bla carry multiple copies of the antioxidant response element (ARE)
and detect the oxidative stress response of chemicals via activation of the Nuclear Factor
Erythroid 2 related Factor 2/Kelch-like ECH-associated protein 1 (Nrf-2/Keap-1) pathway
(Figure 2A) (Shukla et al. 2012; Wang et al. 2006). GR-bla detects glucocorticoid receptor
(GR) activation (Figure 2B) (Wilkinson et al. 2008).

Measured effects were plotted against tested concentrations to derive concentration-
response curves (CRC) for the test chemicals. Full CRCs are normally log-concentration-
response plots with a sigmoidal form, but on a linear concentration scale, CRCs have been
shown to be linear up to 30% effect (Escher et al. 2018). The ICjo is the concentration at which
cell viability is reduced by 10% and was calculated from the slope of the regression of the linear

range of the concentration-response curve (Eq. 4).

10%
ICyp= — 4)

slope

Cytotoxicity can cause artifacts in reporter gene bioassays, e.g., it can mask reporter

gene activation. In addition, the so-called “cytotoxicity burst,” which means an unspecific
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activation of various metabolic pathways shortly before cell death, can lead to an apparent
activation of reporter gene activity (Judson et al. 2016). For this reason, only concentrations
that are below cytotoxicity were considered for the evaluation of reporter gene activation. The
ICio served as a threshold for cytotoxicity and only concentrations below the ICjo were

considered for the CRCs of reporter gene activation.

Analogous to the calculation of cytotoxicity, the activation of GR was also calculated
from the slope of the linear part of the CRC. Dexamethasone was the reference chemical in the
GR-bla assay and was also dosed on all bioassay plates to determine the maximum effect. The
responses of the test chemicals were calculated relative to the maximum effect of the reference
compound. The concentration where 10% of the maximum effect was reached (ECio) was

reported as a measure of GR activation and calculated with Eq. 5.

10%

slope

EC,o= (5)

No maximum effect could be determined for AREc32 and ARE-bla, as there is no
maximum for the oxidative stress response activation. Therefore, the induction ratio (IR) was
used as a measure of reporter gene activation instead of the percentage of maximum effect. As
a measure of the amount of luciferase, the relative light units (RLU) were measured and the IR
was calculated by dividing the RLU of the sample by the RLU of the control (Eq. 6). The CRCs
for oxidative stress response are mostly linear up to an IR of 5, so only values below an IR of

5 and below IC;g were used for the CRCs.

RLU (sample) 6
Z?:l RLU (control) (6)
n

IR=

CRC:s for the oxidative stress response were obtained by plotting IR against the
concentration. The concentration that led to an IR of 1.5 (ECir15) was used as a threshold for
activity as it is three times the standard deviation of the effect of the unexposed cells (Eq. 7)

(Escher et al. 2012).

0.5

slope

ECr; 5=

(7)

The specificity ratio (SR) is the ratio between cytotoxicity (ICio) and reporter gene
activation (ECio or ECiris) and can be calculated using either measured cytotoxicity
(SReytotoxicity) Or baseline toxicity (SRpaseline) (EQ. 8). A SR > 10 means that the measured effect
is specific and a SR < 10 represents unspecific effects that are connected to cytotoxicity (Escher

et al. 2020).
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IC10,e)q:)erimf:>ntal or ICIO,baseline (8)

specificity ratio (SRCytotoxicity or SRbasehne) = ECm 13 or ECwe

2.1.1 Challenges of single chemical screening

High-throughput in vitro reporter gene bioassays have many advantages over animal testing.
They are more cost-effective, ethically acceptable, can be automated and have a higher sample
throughput. They therefore allow the generation of a large amount of toxicity data, which, in
combination with suitable in silico models, represents a promising possibility for human risk
assessment of chemicals (next generation risk assessment, NGRA) (Dent et al. 2021; Moxon et
al. 2020). Despite all of these benefits, there are also obstacles that complicate the routine use
of in vitro bioassays in the risk assessment of chemicals. If left unaddressed, these can lead to

misjudgments and, thus, a loss of confidence in bioassay data.

(1) Partitioning of chemicals to components of the bioassay medium or the plastic material of
the well plates can lead to a lower bioavailable concentration but can also stabilize the chemical

concentration (Fischer et al. 2018b; Henneberger et al. 2019b; Huchthausen et al. 2020).

(2) Volatile chemicals are not suitable for high-throughput testing as they can dissipate from
the bioassay medium and semi-volatile chemicals can spread over the bioassay plate and

contaminate neighboring wells (Escher et al. 2019).

(3) Hydrophobic chemicals with low water solubility can precipitate in the bioassay medium,

leading to false dosing concentrations (Fischer et al. 2019).

(4) Unstable or reactive chemicals are prone to transformation processes like hydrolysis or
covalent reactions with proteins in the bioassay medium (Publication I) or chemicals can be

taken up and metabolized by the cells (Fischer et al. 2018a; Fischer et al. 2020).

Unnoticed, all these effects can have a negative impact on the quality of the bioassay
data and, in the worst case, lead to a misinterpretation of the toxicity of the chemical. In recent
years, however, experimental strategies and models have been developed to uncover some of
these processes and decipher their impact on the in vitro effect data. In the following chapters,
irreversible chemical loss processes such as abiotic or biotic transformation will be discussed
in detail and experimental methods for determining these processes and their significance for
in vitro bioassays will be explained. A new model for assessing baseline toxicity, combined
with insights into chemical transformation, will help to enhance the accuracy of in vitro
screening of single chemicals. This will lead to more reliable data for assessing the risk of

chemicals.
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2.2 Baseline toxicity

Baseline toxicity results from the accumulation of chemicals into cellular membranes, a
phenomenon associated with the lethal body burden principle (Mccarty 1986), where the
membrane serves as the target site of the chemical. Similarly, a critical membrane burden can
be derived that is independent of the chemical’s physicochemical properties. The critical
membrane burden for 10% cytotoxicity (IC10,membrane) for reporter gene cell lines was found to
be 69 mmol/Lrip (Escher et al. 2019). However, this value was derived for neutral chemicals
from nominal effect concentrations (IC10,n0m) using a mass balance model. In Publication III, a
new ICio,membrane Was derived from freely dissolved effect concentrations (ICio,frec), Which
consider the partitioning of the chemicals to components of the bioassay medium and cells and

are therefore directly linked to the ICi0,membrane (EqQ. 9).
ICIO,membrane= IC]O,freex Dlip/w (9)

For hydrophilic chemicals (Kiipw < 1), IC10,nom €quals IC1o free (Henneberger et al. 2019b),
as these chemicals do not show binding to medium components. For more hydrophobic
chemicals, a mass-balance model can predict nominal baseline toxicity (ICi0nom, baseline) from
IC10,membrane by dividing the bioassay medium into different partitioning phases (lipid, protein,
water) (Eq. 10) (Fischer et al. 2017).

IC 0 nom,baseline = W X (I + Dgsayw % VFproteinmedium + Piip/w > VFlipid medium) (10)

Partitioning to cells can be neglected as they make up only a small fraction of the total
protein and lipid volume of the bioassay (Qin et al. 2024). To calculate the ICi0nom, baseline, the
volumes of lipid and protein in the bioassay medium and the distribution coefficients between
the water and these phases were obtained from the literature or predicted with QSAR models

(Endo et al. 2011; Gobas et al. 1988; Qin et al. 2024; Ulrich et al. 2017).

Chemicals can be classified based on their MOA. The toxic ratio (TR) is the ratio of the
IC10,nompasetine and the experimental cytotoxicity and serves as an indicator of the specificity of
a compound's toxicity (Eq. 11) (Verhaar et al. 1992). A TR between 0.1 and 10 suggests
baseline toxicity, while a TR equal to or above 10 indicates a reactive or specific mode of toxic
action (Maeder et al. 2004; Verhaar et al. 1992). TR below 0.1 can indicate experimental
artifacts or loss of the chemicals since baseline toxicity is the minimal toxicity a chemical can
have.
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toxic ratio (TR)= —C10 bascline (11)

IC 10,experimental

Baseline toxicity provides important information for in vitro bioassays, as it allows
better planning of bioassay dosing and a classification of the measured effects (Escher et al.

2019).

2.2.1 Baseline toxicity QSAR

ICi0 values of 14 hydrophilic chemicals with log Kiipw between -1.04 and 0.81, measured for
AREc32, ARE-bla and GR-bla in Publication III and ICig free Values of 14 ionizable chemicals
and caffeine measured for AREc32 (Huchthausen et al. 2020) were used to derive an
IC10,membrane of 26 mmol/Liyip + 3.3 mmol/Ly, by linear regression of log 1/ICio free against log
Diipiw and a slope fixed to 1 (Figure 8A+B). The newly defined IC10,membrane Was a factor 2.65
lower than the previously published IC10,membrane fOr reporter gene bioassays that was based on
nominal concentrations only (Escher et al. 2019). Chemical partitioning to medium proteins
and lipids must be considered to derive IC10,nom baseline from the newly defined IC10 membrane. The
distribution ratio to bovine serum albumin (Dgsaw) can be used as a proxy for the partitioning
to medium proteins and the distribution ratio to liposomes (Diip/w) as a proxy for the partitioning
to medium lipids. Desaw can be calculated directly from the Diipw, but the linear relationship
for neutral and cationic chemicals is different than that for anionic chemicals, resulting in

different QSAR equations for the different substance classes.

By insertion of the newly defined ICio,membrane and the QSAR for the calculation of
Dgsanw for neutral chemicals (Endo and Goss 2011) or anions (Qin et al. 2024) in Eq. 10, a
QSAR fOI‘ IC]Ovnomvbase]ine can be deriVed.

_ 26 mmol/Ly;p 0.70 % log Dy + 0.34
IClO,nom,baseline (neutral) - x (1 +10 L X VFprotein,medium + Dlip/w X

lip/w

VFlipid,medium) (11)

26 mmol /Ly;, <

(1 +100.75 xlog Djppw +1.01 VF

IC 10,nom,baseline (an 10 I’IIC) = protein,medium +D lip/w X

lip/w

VFlipidmedium) (12)

AREc32 and ARE-bla bioassay media were supplemented with 10% FBS or dialyzed
FBS, so for both bioassays, a generic QSAR with measured protein and lipid contents of
3.00 x10* L/L protein and 7.00 x10° L/L lipid was applied. GR-bla bioassay medium was
supplemented with 2% charcoal-stripped FBS with a protein content of 9.40 x10* L/L and a

lipid content of 1.47 x10 L/L (Qin et al. 2024).
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All resulting QSAR models for ICionom,baseline for neutral and anionic chemicals in

AREc32 and ARE-bla or GR-bla bioassays are shown in Figure 8C.

A Cfree B Cmembrane C Cnom @ Hydrophilic AREc32
7 7 7 & Hydrophilic ARE-bla
g < 6- 6 | & Hydrophilic GR-bla
= | @ 5 s 5 = Huchthausen et al.
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3 4 5 A4 4| ;
£ e E $&°° — Cieo QSAR
& & LEa & 3 i T wet Ciyee QSAR with slope = 1
F 2 o 24 ol 2@
g) 1 = 1 % (o'n 14 eg 'CIﬂ.m.embrana
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Figure 8: Experimental derivation of nominal baseline toxicity QSARs for neutral and anionic
chemicals for AREc32, ARE-bla and GR-bla cell lines. A: Logarithmic reciprocal ICo free (10g
1/IC10,free) Of test chemicals plotted against logarithmic liposome-water distribution ratios
(Dripiw). The black solid line is the linear regression of the data points and the dotted black line
is the linear regression with a slope fixed to 1, which was used to derive the critical membrane
concentration for baseline toxicity (IC10,membrane). B: Logarithmic reciprocal IC1o,membrane (l0g
1/IC10,membrane) Of test chemicals plotted against Diipw. The solid grey line indicates the constant
CMB of 26 mmol/Ly;, derived from the linear regression from A. C: Logarithmic reciprocal
ICi0nom (log 1/IC10) of test chemicals plotted against Dipw derived with the mass-balance
models for neutral and anionic chemicals. The red solid line indicates the generic QSAR for
AREc32 and ARE-bla for neutral chemicals and the red dotted line indicates the generic anionic
QSAR. The green solid line indicates the generic QSAR for GR-bla for neutral chemicals and
the green dotted line indicates the anionic QSAR for GR-bla. The Figure was taken from
Publication III.

2.2.2 Effects of single chemicals compared to baseline toxicity

The selection of chemicals in Publication III was based on various aspects. Chemicals with
different biological activity, target site and endpoints, as well as baseline toxicants, were
selected to cover different modes of action. In addition, the chemicals should have an
environmental relevance or relevance to humans. The chemicals should cover diverse
physicochemical properties, although hydrophobic and volatile chemicals were excluded due
to their inapplicability in some biological test systems. A complete list and more detailed
information on the 94 chemicals selected can be found in Publication III. All chemicals were
screened for their toxicity in the AREc32, ARE-bla and GR-bla bioassays in Publication I11.

The ICiopaseline Were calculated for all chemicals with experimental or predicted Dipw and
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compared with the experimental ICo of the chemicals from the AREc32, ARE-bla and GR-bla
assays (Figure 9). The newly derived baseline QSAR was found to be superior to previously
published models as it was able to predict IC1o paseline also for hydrophilic chemicals with Diipsw
< 0 and anionic chemicals. The toxic ratio of the chemicals was used to identify chemicals with
specific toxicity (TR > 10) and baseline toxicants (10 > TR > 0.1). The number of specifically
acting chemicals was between 22 (ARE-bla) and 28 (GR-bla), which accounts for 23% to 30%
of all tested chemicals and azacytidine, a cytostatic pharmaceutical, had the highest TR in all
assays. The majority of chemicals (between 44 and 50 chemicals) were classified as baseline

toxicants in all assays.
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Figure 9: Cytotoxicity of test chemicals compared to baseline toxicity. Logarithmic reciprocal
ICy0 were plotted against logarithmic liposome-water distribution ratios (log Diipw) of the test
chemicals. The black line indicates IC1opaseline, the grey area indicates a toxic ratio (TR) between
0.1 and 10. A and D show data from the AREc32 assay for neutral (A) and anionic chemicals
(D). B and E show data from the ARE-bla assay for neutral (B) and anionic chemicals (E). C
and F show data from the GR-bla assay for neutral (C) and anionic chemicals (F). The Figure

was adapted from Publication III.
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Seven chemicals had TR below 0.1 in the three bioassays, which is an artifact that can
indicate chemical loss or experimental errors, as discussed in more detail in Publication III.
Baseline toxicity is the minimal toxicity of a chemical and measured toxicity cannot be lower.
Possible causes of the loss of chemicals in in vitro bioassays are precipitation, volatilization,
abiotic degradation or metabolization and the latter two will be discussed in more detail in the
following chapters. Hence, TRs below 0.1 may indicate experimental problems or chemical
instability and effect data for such chemicals should be carefully analyzed and possible loss

processes excluded.
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3. Chemical transformation in in vitro bioassays

3.1 Abiotic transformation processes

In order to use the data from in vitro bioassays for human risk assessment of chemicals, stable
chemical exposure is necessary, since models for quantitative in-vitro-to in vivo extrapolation
mostly use nominal chemical concentrations rather than measured concentrations. It is known
that various loss processes that occur during the bioassay can lead to a decrease in chemical
concentration. These processes include volatilization, sorption to the plastic of the well plate,
and partitioning to components of the medium or the cells. Left unnoticed, the deviation of the
actual bioavailable concentration from the nominal concentration may result in an
underestimated toxicity and thus weaken the confidence in in vitro data for the risk assessment
of chemicals. These loss processes are well known and both experimental methods and models
exist to calculate the losses (Escher et al. 2019; Fischer et al. 2018b; Fischer et al. 2017,
Henneberger et al. 2019b).

Abiotic transformation reactions of chemicals with components of the bioassay medium
have remained unnoticed for a long time, although these transformation processes can reduce
the concentration of chemicals in the medium, which can lead to an underestimation of in vitro
effects. In addition to this problem, active transformation products can be formed that might
have higher toxicity than the parent chemicals. If these processes are not detected, this can lead
to serious errors in the interpretation of in vitro bioassay results. However, the stability
measurement of chemicals in in vitro tests is time-consuming and labor-intensive and therefore
not compatible with high-throughput screening methods. This is why chemical stability is not
routinely measured and predictive models mostly only predict degradation under environmental

conditions and not for the specific conditions of in vitro bioassays.

In the next chapters, a framework for the stability assessment of chemicals in in vitro
bioassays, including an experimental workflow for determining abiotic stability as well as the
influence of hydrolysis reactions and covalent reactions with proteins, will be explained in more

detail.

3.1.1 Experimental workflow

In Publication I, a high-throughput framework for the determination and quantification
of abiotic degradation processes under in vitro bioassay conditions has been developed and is
shown in Figure 10. For the development of this framework, 22 potentially unstable chemicals

were selected from the literature. As a first step, degradation kinetics in bioassay medium were
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measured. Chemicals with degradation half-lives (#12) in bioassay medium > 100 h, which is
two times the maximum duration of a standard in vitro bioassay, were classified as stable and
bioassays for these chemicals could be run without chemical quantification. For chemicals with
t12 < 100 h, abiotic degradation during the bioassay could not be excluded, so the chemical
concentration in the assay medium before and after the bioassay should be measured to ensure
a stable exposure. The workflow was further used to unravel the mechanisms of abiotic
transformation in the bioassay medium. The two most important abiotic transformation
processes were hydrolysis and reactions with proteins, as the bioassay medium consists mainly

of water and protein supplements (FBS).

bioassay unstable, stable, no

Stability in 1 Low tiz, T High 5,
iH medium guantification guantification

Evaluation of degradation processes

i pH 4, acid-catalyzed hydrolysis
Stability at _
different p4  PH 7.4, neulral hydrolysis
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pH 9, base-catalyzed hydrolysis or autoxidation

Hydrolysis/ autoxidation do not explain
iz in bioassay medium

o Bovine serum albumin (BSA), mimic fetal
Protein bovine serum (FBS) proteins

- Glutathione {GSH), reference to reactive toxicity

Less relevant for in vitro bioassays

Photo-

ranriantal : Oxidation
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Fomo-
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Figure 10: Framework for high-throughput abiotic stability assessment of chemicals. #1/2 is the

degradation half-life. The Figure was adapted from Publication I.
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Hydrolysis reactions at neutral pH were a ubiquitous source of chemical loss in the
bioassay medium. In order to gain insight into the hydrolysis mechanism, the degradation
kinetics of the chemicals were also measured at acidic (pH 4) and basic (pH 9) pH values.
Autoxidation, i.e., the reaction with atmospheric oxygen, can also take place in the bioassay
medium, as oxygen is omnipresent. Autoxidation is also pH-dependent and occurs primarily at
a basic pH (Jiang et al. 2015). Therefore, it cannot be differentiated from base-catalyzed

hydrolysis using this workflow.

If degradation in bioassay medium was faster than in PBS, reactions with the proteins
in the medium probably played a role. The reactivity toward proteins was investigated using
bovine serum albumin (BSA) as a surrogate for fetal bovine serum (FBS), a component of many
bioassay media. In addition, the reactivity toward reduced glutathione (GSH, y-Glu-Cys-Gly)
was tested, which simulated the reaction potential of chemicals with a free thiol group and thus

represents an indication of possible reactive toxicity of the chemicals (Chapter 3.1.5).

In Publication I, photodegradation under xenon-light and abiotic oxidation with N-
bromosucchinimide were also investigated. These processes were found to be less relevant for
in vitro bioassays as they do not reflect the experimental conditions, as the assay medium does
not contain strong oxidizing agents and plates were incubated in the dark. However, the results
of this study can provide an indication of possible degradation of the chemicals in the

environment (photodegradation) as well as biotic degradation (oxidation) of the chemicals.

Figure 11 shows the depiction of a workflow for the experimental determination of
degradation half-lives, which was developed in Publication I and automated in Publication II.
The workflow was applied to measure degradation half-lives at different pH values to determine
the degradation kinetics and mechanism of autoxidation or hydrolysis. pH-buffered solutions
at pH 4 and pH 9 were prepared to measure either acid-catalyzed hydrolysis or reactions with
hydroxide ions as nucleophile (“base-catalyzed hydrolysis”). Degradation half-lives in
phosphate-buffered saline (PBS, pH 7.4) were measured to determine neutral hydrolysis and
reactions with water. Reactivity with proteins was measured in the presence of bovine serum
albumin (BSA) or GSH and different concentrations of GSH were used to determine second-

order degradation kinetics.
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Figure 11: Experimental workflow for determination of abiotic stability and degradation
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kinetics of test chemicals.

Chemical solutions in the different buffers or BSA or GSH solutions were prepared and
incubated for different periods of time between 30 min and 48 h. The incubation times were
selected based on the time frame of the in vitro bioassays in Publication Il and Publication 111,
which was 24 hours of incubation after chemical dosing. Chemicals were extracted from the
incubation solutions using the SPME method described in Publication I and Publication 11
using the Supel™ BioSPME 96-Pin Device (Sigma-Aldrich). The Supel™ BioSPME 96-Pin
Device allows simultaneous extraction of samples from 96-well plates, significantly increasing
sample throughput compared to single SPME fibers. The SPME method consisted of four steps
(conditioning, washing, extraction and desorption), as shown in Figure 12. Firstly, SPME pins
were conditioned in isopropanol for 20 minutes and washed with deionized water for 10
seconds. Afterwards, the pin device was transferred to the sample plates and chemicals were
extracted. Extraction times were 15 min at 37 °C and 1000 rpm in Publication I and
Publication II. Chemicals were desorbed from the pin coating in a desorption plate filled with
solvent-water mixtures whose composition depended on the chemical hydrophobicity. All steps
of the SPME procedure were performed manually in Publication I and automated on a Hamilton
Microlab Star robotic system in Publication II to increase sample throughput and reduce
experimental variability. After the SPME extraction, the chemical concentration in the

desorption solvent was quantified.
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Figure 12: Solid-phase microextraction (SPME) workflow for the Supel™ BioSPME 96-Pin

Device. Parts of the Figure were created by Luise Henneberger.

The strategy for the calculation of degradation half-lives is shown in Figure 13. Since
reaction partners (hydroxide ions or glutathione) were used in excess, their concentration was
assumed to be constant and pseudo-first-order kinetics were assumed. This means that only the
concentration of the test chemical determined the reaction rate. The plot of the natural logarithm
of the measured chemical concentrations against time showed a linear curve with a slope of -k,

which is the pseudo-first-order degradation rate constant.

In(C),=-kxt+Cy (13)
The degradation half-live (#12) was calculated from k using Eq. 14.

hp= (14)

Reactions in the test system could be broken down into reactions with water and
reactions with the present nucleophile (hydroxide ions (OH") or GSH). Since the concentration

of water was constant, k only depended on the concentration of the nucleophile.
k= k0 + ko * [OH] or k= kyy,o + kgsn % [GSH] (15)

A plot of k against the nucleophile concentration gave a linear curve with a slope of kon-

or kgsu and an intercept of kmo.
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Figure 13: Experimental determination of reaction rates of pseudo-first-order and second-order
reactions. k = pseudo-first-order degradation rate constant, kon- = second-order degradation rate
constant of the reaction of the chemical with hydroxide ion, kgsu = second-order degradation

rate constant of the reaction of the chemical with glutathione.

3.1.2 Stability in bioassay medium

As a first part of the framework developed in Publication I (Figure 10), chemical stability in
three bioassay media was determined. Figure 14 shows the degradation half-lives (#1,2) of the
chemicals from Publication I in three bioassay media, phosphate-buffered saline (PBS) and
pH 4, pH 7.4 and pH 9 aqueous buffers. Half of the chemicals were found to be unstable in
bioassay medium and/or PBS. The majority of these chemicals (phosmet, bendiocarb,
quercetin, malathion, andrographolide, L-sulforaphane, acetylsalicylic acid and carbofuran)
showed #12 < 24 h in at least one bioassay medium. Phosmet had the lowest #1/2 in all bioassay
media and PBS with 0.95 h in AREc32 medium being the lowest degradation half-life measured
in Publication I. Some of the chemicals (phosmet, bendiocarb, quercetin, acetylsalicylic acid)
had similar 71,2 in all three media as well as PBS, which indicates degradation independent of
the protein content of the solution. Hence, hydrolysis or autoxidation might be responsible for
this degradation. Other chemicals such as malathion, andrographolide, L-sulforaphane,
carbofuran and amoxicillin showed different #12 in the three media and PBS, indicating

reactivity towards proteins in the bioassay medium as a possible loss process of these chemicals.
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Figure 14: Stability of test chemicals in three bioassay media, PBS, and three pH buffers. The
different colors indicate the degradation half-life (#12) of the chemical in the respective medium
or buffer. Chemicals that were stable in all media and PBS are marked with an asterisk, and
chemicals that were stable in all media and buffers are marked with two asterisks. The Figure

was taken from Publication I.

3.1.3 Hydrolysis

In a hydrolytic reaction a chemical is cleaved through the addition of water. The reaction
mechanism of hydrolysis reactions is mostly a nucleophilic substitution, with water acting as
the nucleophile (neutral and acid-catalyzed hydrolysis). In base-catalyzed hydrolysis reactions,
the hydroxide ion acts as a nucleophile (Parekh et al. 2011). Hydrolysis reactions of chemicals
are common in industry, the environment and biological systems since many chemical groups
are prone to hydrolysis (e.g., esters, carboxylic acids, lactones, amides) (Fenner et al. 2013).
For many environmental contaminants, hydrolysis reactions in the environment are desirable,
as increasing contamination of the environment with persistent chemicals poses a major risk for
humans and wildlife (Hale et al. 2020). In in vitro bioassays, however, hydrolysis reactions can
lead to an unstable exposure of the test chemical, which can lead to an unnoticed
misinterpretation of the bioassay results. Media for cell-based bioassays normally include
buffers to stabilize pH during the assay at the physiological level. However, in reality, the pH
of the media is often higher (approximately 7.7) to compensate for the acidic metabolites of the
cells (Michl et al. 2019). Variations in the pH value of the medium can influence the stability
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of the test chemicals and thus reduce the comparability between different assays and with the

in vivo situation.

Ten chemicals investigated in Publication I showed degradation in all bioassay media
(Figure 14). This degradation could either be caused by hydrolysis reactions or by covalent
reactions with proteins in the medium. Eight of the chemicals also showed degradation in two
different buffers at pH 7.4, indicating hydrolytic degradation of the chemicals at physiological
pH. Autoxidation, meaning the oxidation by oxygen in the air (Crounse et al. 2013), could also
be a potential degradation mechanism for these chemicals. However, the two processes can
only be distinguished experimentally by identifying specific transformation products. For the
differentiation of acid- or base-catalyzed hydrolysis, the degradation kinetics of the test
chemicals were measured at different pH values. Most of the chemicals had a lower degradation
half-life at pH 9 compared to pH 7.4 (Figure 14), which suggests that base-catalyzed hydrolysis
was the predominant reaction. The second-order reaction rate constant of the reaction with
hydroxide ions could be determined from the pseudo-first-order degradation rate constants
plotted against the pH (hydroxide ion concentration). Figure 15 shows the pseudo-first-order
and second-order kinetics and suspected chemical reaction of carbofuran. The reaction of
carbofuran was supposed to be base-catalyzed carbamate hydrolysis (Seiber 1978) and the
second-order reaction rate constant was found to be 3.42 x 10* M'h"!. The reaction rate of the
reaction with water could be derived from the intercept of the fit in Figure 15B and was close
to zero. Apparently, neutral hydrolysis played no role in the degradation of carbofuran and acid-

catalyzed reactions at pH 4 were observed only for sethoxydim and dinoseb (Figure 14).
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Figure 15: pH-dependent degradation of carbofuran with pseudo-first-order degradation at
different pH values (A), resulting second-order degradation of reaction with hydroxide ions
(OH) (B) and proposed chemical reaction mechanism (Seiber 1978) (C). The Figure was
adapted from Publication I.
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3.1.4 Reactivity towards proteins

Reversible binding of mostly hydrophobic or acidic chemicals to proteins is a known process
in biological systems that limits the bioavailability of chemicals (Groothuis et al. 2015; Giilden
and Seibert 1997). These processes have been extensively studied in the past in the context of
in vitro bioassays and experimental methods as well as predictive models have been developed
to determine the freely dissolved fraction of chemicals (Fischer et al. 2017; Henneberger et al.
2019b; Huchthausen et al. 2020). The ability of chemicals to form covalent, irreversible bonds
with proteins or peptides has long been neglected in this context. These processes are common
in toxicology, as they often lead to a dysfunction of proteins inside the cell and thus to a toxic
outcome, which will be discussed in detail in the next chapter. With regard to exposure
assessment, however, such irreversible reactions can lead to a reduction in chemical
concentration, which in turn can falsify bioassay results. Five of the test chemicals from
Publication I showed faster degradation in bioassay medium than in buffer solution at pH 7.4
(Figure 14). Apparently, for these chemicals, reactions with proteins play a role. The
degradation half-lives of the chemicals in BSA and GSH solutions were determined to confirm
the hypothesis. Five chemicals showed significantly faster degradation in either BSA or GSH
solutions compared to buffer solution at pH 7.4. The reaction of 1,2-benzisothiazol-3(2H)-one,
2-methyl-4-isothiazolinone and L-sulforaphane with GSH took place immediately, so no
degradation rate could be calculated. With BSA as well as in the medium, however, 1,2-
benzisothiazol-3(2H)-one and 2-methyl-4-isothiazolinone showed no degradation. This means
that the reactivity of the chemicals with GSH does not allow a direct conclusion about the
stability of the chemicals in bioassay medium but can provide information about their reactive
toxicity (Chapter 3.1.5). For andrographolide and pretilachlor, the second-order degradation
rate constants of the reaction with GSH could be determined and were 438 M~'h™! and 38 M 'h’!,
respectively. Andrographolide, bendiocarb, L-sulforaphane, malathion, and oxytetracycline
showed faster degradation in the BSA solution compared to buffer at pH 7.4, indicating covalent
reactions with proteins as a loss process. However, for bendiocarb, malathion and
oxytetracycline, hydrolysis was also observed, which makes it difficult to say whether there is
an additional reaction with proteins or whether the results were caused by experimental

variations of the hydrolytic degradation.
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3.1.5 Reactive toxicity

In Publication I, reactions of the test chemicals with the proteins of the bioassay medium and
with glutathione were observed. If these reactions occur in the bioassay medium, this leads to
a reduction in the chemical concentration, which can lead to a misinterpretation of the toxicity
of the chemicals. However, it has been shown in numerous studies that reactivity towards
proteins or glutathione in cells can be the molecular initiating event of many adverse effects
and associated diseases (Divkovic et al. 2005; Lopachin and Decaprio 2005). Therefore, the
relationship between protein reactivity and the cytotoxicity of chemicals was investigated in
Publication II. A subset of ten acrylamides and methacrylamides was selected for this purpose,
as acrylamides are electrophilic and reactive chemicals whose toxicity exceeds baseline toxicity
(Blaschke et al. 2012; Freidig et al. 1999a). Their high toxicity is usually caused by irreversible
interactions with biological nucleophiles containing thiol, amino or hydroxyl groups (Harder et
al. 2003a). In Michael addition reactions with biological nucleophiles (Michael donors),
acrylamides act as a Michael acceptors (Ramirez-Montes et al. 2022). They belong to the so-
called soft (polarizable) electrophiles, which react preferentially with soft nucleophiles such as
thiols (Pearson 1990). Since glutathione (GSH) is abundant in cells and has a free thiol group,
it serves as a cellular target for reactive electrophiles, protects cells from oxidative stress and
supports cellular homeostasis. (Ketterer 1982; Reed 1990). Pseudo-first-order degradation rate
constants of ten differently substituted (meth)acrylamides were measured at different
concentrations of GSH and second-order degradation rate constants of the reaction with GSH

were derived. Figure 16 shows the results for acrylamide.
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Figure 16: Pseudo-first-order degradation of acrylamide at different glutathione (GSH)
concentrations (A), resulting second-order degradation of the reaction with GSH (B) and

proposed chemical reaction. The Figure was adapted from Publication II.
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None of the tested methacrylamides showed reactivity with GSH, which could be
explained using quantum chemical calculations by the electron-donating effect of the methyl
group, which lowered the electrophilicity of these chemicals (Freidig et al. 1999b; McCarthy et
al. 1994). The methacrylamides also showed the lowest cytotoxicity of the ten test chemicals in
the AREc32, ARE-bla and GR-bla assays and could all be classified as baseline toxicants. The
tested acrylamides had TR between 0.2 (N-benzylacylamide) and 2227.7 (N,N-
methylenebisacrylamide), indicating either baseline toxicity or a highly specific toxicity
mechanism. For all acrylamides, in vitro bioassay effects from the three assays were compared

with second-order degradation rate constants with GSH (kgsn) (Figure 17).
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Figure 17: Linear regression of cytotoxicity (log 1/IC10) (A) and activation of the oxidative
stress response (ECris) (B) plotted against reactivity with GSH (kgsu). (C) Regression
parameters of linear regression. AA was excluded from the fit of the oxidative stress response.

The Figure was taken from Publication I1.

There was a linear relationship between measured effect concentrations and kgsu for all
acrylamides and for cytotoxicity as well as activation of the oxidative stress response. N, N-
diethylacrylamide (NDA) and N-benzylacrylamide (NBA) showed the lowest in vitro effects
and also the lowest reactivity. This observation was consistent with the results of quantum
chemical calculations. These calculations suggested that the presence of two ethyl groups on
the nitrogen atom of NDA hinders the formation of the intermediate state in the reaction with
GSH (Bent et al. 2015). Additionally, the merging of the orbitals of the phenyl ring of NBA
with those of C, and Cp reduces the electrophilicity. Since GSH reactivity correlated with both
measured effects, it could be concluded that the effects are connected and do not happen
independently. The predominant mode of toxic action was supposed to be the formation of
reactive oxygen species (ROS), which trigger the oxidative stress response of the cells and

ultimately cause cell death. In addition, a direct reaction of the chemicals with GSH disturbs
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the intracellular redox homeostasis, making the cells more vulnerable to ROS (Zhao et al.

2022a; Zhao et al. 2022b).

The study has shown that the reactivity of chemicals to proteins or GSH does not only
represent the loss of the chemical during the in vitro bioassay. Rather, these reactions could
also be directly linked to the toxicity of the chemical. Additionally, none of the
(meth)acrylamides showed reactivity towards 2-deoxyguanosine (2DG) which served as a
proxy for DNA reactivity. This result was expected due to the softness of the electrophiles and
could be confirmed experimentally. Mutagenic or carcinogenic effects of these chemicals are
therefore unlikely without further chemical activation. In conclusion, it can be said that
measuring the chemical reactivity not only helps to assess the exposure of the chemical in the
bioassay but can also be used directly to interpret the toxicity and make statements about the

mode of action.

3.1.6 Models for abiotic transformation

The need to assess the abiotic stability of chemicals has been known for a long time and is
omnipresent, especially in environmental sciences, as the fate of xenobiotic chemicals has been
investigated in numerous studies (Chu et al. 2009; Kumar et al. 2023). Also, in the
pharmaceutical and agrochemical industries, stability studies are integrated into the drug or
pesticide development process as they provide important information about shelf-life and
degradation products and pathways (Bajaj and Singh 2018; Foti et al. 2013; Zhang and Yang
2021). However, the need for abiotic stability testing has not yet fully arrived in in vitro
toxicology. Experimental assessment of the abiotic stability of test chemicals is labor- and cost-
intensive and not compatible with high-throughput in vitro bioassays in 384- or 1536-well
plates. Nevertheless, it is necessary to generate reliable data and avoid false-negative or false-
positive bioassay results. Therefore, there is a great interest in simplifying the stability
assessment by using in silico models for the prediction of abiotic stability. Hydrolysis was
identified as one of the main degradation pathways in in vitro bioassay medium, so modeling
the potential hydrolytic degradation of test chemicals would increase the reliability of bioassay
results. Many models and programs for hydrolytic stability assessment are based on data from
drug development or the environmental fate of chemicals. There are numerous databases
collecting chemical stability data for pharmaceuticals like Pharma D3 (Alsante et al. 2014) or
DELPHI (Pole et al. 2007) or data for the environmental fate of chemicals (EPA 1998). There
are also many open-source programs for the prediction of chemical stability, like HY DROWIN
(EPI Suite, US Environmental Protection Agency) (EPA 2012) or Chemical Transformation
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Simulator (CTS, US Environmental Protection Agency) (EPA 2019). HYDROWIN predicts
acid- or base-catalyzed hydrolysis rate constants and half-lives for six chemical classes
(Howard and Meylan 1992) and CTS predicts biological and environmental degradation
pathways and products as well as half-lives (Tebes-Stevens et al. 2017; Yuan et al. 2020).

Data and models for protein reactivity are mainly based on toxicological profiling of
chemicals for their skin sensitization, respiratory sensitization or aquatic toxicity potential, as
all of these endpoints involve covalent reactions of chemicals with proteins (Aptula et al. 2009;
Enoch et al. 2009; Schultz et al. 2007). Analysis of these endpoints has been used to generate a
number of structural alerts that identify functional groups associated with covalent binding to
proteins (Enoch et al. 2011). These alerts are implemented in a number of software programs,
such as Derek Nexus (Lhasa Limited, https://www.lhasalimited.org/solutions/skin-
sensitisation-assessment/), TOPKAT (Enslein 1988) or the modules of the OECD QSAR

toolbox (Dimitrov et al. 2016) among many others.

In Publication I, the experimental stability data for hydrolysis at pH 7.4 and reactivity
toward bovine serum BSA and GSH were compared with predictions of six different models
(CTS and HYDROWIN for hydrolysis and four models from the QSAR toolbox for protein

reactivity), as shown in Figure 18.

For hydrolysis at pH 7.4, HYDROWIN identified four of the eight chemicals that were
unstable in the experiment and CTS identified five chemicals. Both models also predicted
additional chemicals to be hydrolyzed. Both 8-gingerol and oxytetracycline, which showed
hydrolysis in the experiments, were not predicted by any of the models. Eight chemicals showed
reactivity with BSA or GSH in the experiment and four models were used to predict protein
reactivity. None of the models was able to predict all of the chemicals that showed reactivity in
the experiment and some models also generated warnings for chemicals that were stable in the
experiment. The protein binding OASIS model was able to correctly classify the most reactive
chemicals of all models (six of the eight chemicals), but gave warnings for seven additional
chemicals. The protein binding CYS model could only identify three of the reactive chemicals

but also only gave a wrong alert for one chemical.
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Figure 18: Comparison of experimental stability at pH 7.4 (A) or with glutathione (GSH) or

bovine serum albumin (BSA) (B) with stability predictions from different in silico models.

All in all, it can be concluded that models for the abiotic stability of chemicals that are
not designed for the specific conditions of in vitro bioassays do not allow a quantitative
assessment of chemical stability in the bioassay. However, these models can be used to increase
awareness of degradation processes and to scrutinize bioassay data for suspect chemicals. Also,
structural alerts for reactivity with proteins can be used not only to assess stability in the

bioassay medium but also to provide an indication of the reactive toxicity of the chemicals.
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3.2 Metabolic activity of reporter gene cell lines

Cellular metabolism, or biotransformation of xenobiotic chemicals, means the transformation
of a chemical into structurally different metabolites inside the cell (Coecke et al. 2006). In the
body, biotransformation is a crucial process that takes place primarily in the liver and influences
the physicochemical properties of chemicals, their distribution and their toxicity. Xenobiotic
metabolism can be separated in two phases. In phase I, mainly oxidation reactions take place,
which are catalyzed by cytochrome P450 (CYP) enzymes. The aim of these reactions is to
increase the polarity of xenobiotic substances and thus facilitate their excretion (Croom 2012).
In phase II, the metabolites formed in phase I undergo conjugation with polar molecules like
glutathione or glucuronic acid to further increase the polarity of the metabolites (Iyanagi 2007).
In phase I of xenobiotic metabolism reactive intermediates can be formed (bioactivation). These
metabolites can have a higher toxicity than the parent substances and can be involved in various
adverse effects, such as carcinogenesis or neurotoxicity, by reacting with proteins or DNA

(Maggio et al. 2021; Souza et al. 2016).

It has been shown in many studies that reporter gene cell lines have limited metabolic
activity and therefore cannot represent the in vivo situation (Coecke et al. 2006; Qu et al. 2021).
Still, there is evidence in the literature that cytochrome P450 (CYP) enzyme activity can be
induced by some xenobiotic chemicals, resulting in a higher metabolic capacity of the cells
(Choi et al. 2015; Fischer et al. 2020). To ensure accurate in vitro data, it is necessary to
determine the metabolic activity of reporter gene cell lines with and without xenobiotic
activation and examine how it affects the bioassay results. The biotransformation of chemicals
can have two consequences, as shown in Figure 19. Firstly, degradation of the chemical can
decrease the chemical concentration, leading to lower toxicity (detoxification). Secondly,
cellular CYP enzymes can produce one or more reactive metabolites, which may have a higher
toxicity than the parent substance. In this case, it must be ensured that the metabolization of the
test substance also takes place in the bioassay, as otherwise the toxicity of the substance may

be misjudged.
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Figure 19: Possible impact of metabolic transformation of test chemicals on in vitro bioassay

results.

3.2.1 Metabolic characterization of reporter gene cell lines

In Publication 111, the metabolic activity of the three reporter gene cell lines AREc32, ARE-bla
and GR-bla was measured with and without previous incubation of the cells with the CYP
inducers omeprazole (Novotna et al. 2014) and benzo[a]pyrene (Pushparajah et al. 2017). All
reporter gene cells are based on different cell lines, so different metabolic activity was expected.
ARECc32 is based on the MCF-7 human breast cancer cell line. ARE-bla is based on the HepG2
human liver cancer cell line and GR-bla is based on the HEK293T human embryonic kidney
cell line. Figure 20 shows the results of the metabolic characterization. CYP activity was
measured using the 7-ethoxyresorufin O-deethylation (EROD) assay, the 7-ethoxy-4-
trifluoromethylcoumarin O-deethylation (EFCOD) assay and the 7-benzyloxy-4-
trifluoromethylcoumarin O-deethylation (BFCOD) assay. All three cell lines had low or non-
detectable basal CYP activities in all three assays. ARE-bla had the highest basal CYP activity
of the three cell lines, as expected from its liver cell background. CYP activity was not or only
very slightly induced by omeprazole and benzo[a]pyrene (BaP) in GR-bla cells. A slightly

higher induction was achieved for AREc32, with BaP being the stronger inducer. The strongest
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induction was achieved for ARE-bla, with the highest CYP activity measured after incubation
with BaP in the EROD assay (151.00 pmol of resorufin formed per minute per mgprotein
(pPMOlresorufin Min™! Mgprorein')). As a comparison, the CYP activities of rat liver S9 were also
quantified. The EROD activity of the S9 was 695.17 pmolresorufin Min"! Mgprotein™’ Which is 4.6
times higher than the EROD activity of ARE-bla.
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Figure 20: Results of EROD, EFCOD and BFCOD assays for AREc32 (MCF-7), ARE-bla
(HepG2) and GR-bla (HEK293T) cells without chemical exposure and after exposure to
omeprazole or benzo[a]pyrene (A) and for rat liver S9 as a positive control (B). CYP activity
was measured as amount of resorufin (Nresorufin, EROD) or amount of 7-hydroxy-4-
trifluoromethylcoumarin (ngrc, EFCOD and BFCOD) formed per minute and per mgpotein. The

Figure was taken from Publication III.

The results shown in Publication III prove that the CYP activity of reporter gene cell
lines can be activated by xenobiotic chemicals, as previously reported in the literature (Fischer
et al. 2020). Especially HepG2 cells showed a strong inducibility of CYP activity. These results
suggest that test chemicals in the in vitro bioassay may increase the CYP activity of the cells,
potentially causing a metabolic transformation of the chemicals in the assay. However, the
quantification of CYP activity does not allow a conclusion about the impact on the bioassay
results. Chemical metabolization can lead to bioactivation as well as detoxification, and in the
latter case, the cellular concentration of the chemical must be significantly reduced to have an
effect. It must therefore be clarified how this will affect the bioassay results of the respective
cell lines and chemicals. Data from metabolically active cells (HepG2) in particular should be

critically reviewed and examined for possible metabolization of the test substances.
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3.2.2 Comparison of in vitro effects from cell lines with different metabolic
activity

In Publication III, 94 chemicals were systematically screened for their cytotoxicity in three
different cell lines of different origin and with different CYP activities (AREc32: MCF-7, ARE-
bla: HepG2 and GR-bla: HEK293T). The ARE-bla cell line, derived from a HepG2 cell line,
showed the highest basal CYP activity and inducibility of all three cell lines. It also had the
highest number of chemicals for which no ICi value could be determined (16 chemicals). For
example, dexamethasone showed low IC1o in GR-bla but was not cytotoxic in AREc32 or ARE-
bla, which can be explained by a specific toxicity mechanism of dexamethasone, which is also
the reference compound for the GR-bla cell line (Li et al. 2012b). Chlorpyrifos-oxon was also
only cytotoxic in the GR-bla assay, which might be explained by the higher protein content of
the AREc32 and ARE-bla bioassay media and a suspected loss through reaction with medium
proteins (Schopfer and Lockridge 2019).

A comparison of all measured ICio values of all assays showed slightly lower
cytotoxicity (higher ICio) for most chemicals in ARE-bla. However, an analysis of variance
(ANOVA) of the three datasets showed no significant difference with a P-value of 0.3647.
Compared to the ICio values of GR-bla (Figure 21A), which showed no CYP activity, the
measured effect concentrations of AREc32 and ARE-bla showed a good agreement within a
factor of 10 in most cases. There are larger deviations for some chemicals, but these mostly also

occur for AREc32, which showed only a slight inducibility and no basal CYP activity.

The basal CYP activity of ARE-bla was between 9.5 and 870.8 times lower than the
measured CYP activity of rat liver S9. Apparently, this is not sufficient to metabolize the test
substances in the in vitro bioassay or the metabolites and parent chemicals have similar
cytotoxic effects. There was a noticeable trend that, for many chemicals, the measured ICo
values in ARE-bla were slightly higher than those of the other two cell lines. This difference
was found to be not significant and less than a factor of 10 for the majority of chemicals, and
therefore below the measurement uncertainty of the biological system. However, in order to
exclude a metabolic transformation of the chemicals with certainty, it is necessary to measure
the concentration before and after incubation with the cells and/or to identify metabolites
formed. Furthermore, none of the chemicals were found to have significantly higher
cytotoxicity in ARE-bla, which contradicts the formation of reactive metabolites through
metabolic activation. For example, cyclophosphamide is known to be metabolized in vivo to

the bioactive products phosphoramide mustard and acrolein (Steinbrecht et al. 2020), which
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would cause significant higher cytotoxicity in in vitro cell-based bioassays than the parent

chemical. In Publication IIl however, cyclophosphamide had the same effects in all cell lines.
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Figure 21: A: log 1/ICjo measured in AREc32 or ARE-bla plotted against 1/IC1o measured in
GR-bla. Red circles indicate results for AREc32, blue triangles indicate results for ARE-bla.
The black line indicates a perfect agreement between the results of the cell lines. The grey area
indicates a deviation by a factor of ten. HCP = Hexachlorophene, CdCl, = Cadmium chloride,
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could be determined in both assays (black circles). For chemicals without measured cytotoxicity
in at least one assay, SRpaseline Was used (grey circles). Chemicals that showed oxidative stress
response activation only in one assay are indicated with white circles. The Figures were taken

from Publication I11.

Figure 21B shows a comparison of the specificity ratio (SR) of the oxidative stress
response activation from AREc32 and ARE-bla. 31 chemicals activated the oxidative stress
response in AREc32, but only 17 chemicals in ARE-bla. For the chemicals that were active in
both assays, the SR of both assays had a good agreement, but 17 chemicals that were moderately
specific (1 <SR <10) in AREc32 did not activate the oxidative stress response at concentrations
below cytotoxicity in ARE-bla and cadmium chloride that had an SR of 17.8 in AREc32 was
not active in ARE-bla. Apparently, ARE-bla has a lower sensitivity for oxidative stress

response activation as moderately specific chemicals are not identified. Furthermore, the ECr1.5
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of the reference chemical fert-butylhydroquinone was 1.75 times higher for ARE-bla than for
AREc32 and showed a higher variability between replicates, emphasizing the lower sensitivity

of the ARE-bla assay.

The confirmation that the different basal CYP activity and inducibility of CYP activity
of the different reporter gene cell lines have no significant influence on the results of the
bioassays is encouraging for the use of in vitro bioassays for chemical risk assessment. A loss
of the test chemicals due to metabolic degradation would have falsified the results of the
bioassay and reduced the reliability of the in vitro data, since a stable exposure of the chemicals
in the bioassay is essential. The results obtained confirm those of previous studies, which found
that reporter gene cell lines have negligible metabolic activity (Qu et al. 2021; Wilkening et al.
2003). Nevertheless, in some cases, it is necessary to metabolize chemicals before or during the
bioassay in order to assess the toxic effects of the metabolites. This is relevant for a number of
endpoints, especially genotoxicity (Shah et al. 2016), neurotoxicity (Flaskos 2012) and skin
sensitization (Nilsson et al. 2005). Since reporter gene cells apparently cannot metabolize these
compounds sufficiently, additional metabolizing systems must be used. If this investigation is
neglected, it can also lead to a misjudgment of the toxicity of a chemical and its metabolites

generated in vivo.
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4. Implications:

4.1 Key findings

This doctoral thesis focused on the difficulties of single chemical screening in high-throughput
bioassays, considering baseline toxicity and both abiotic and biotic transformation processes.
Chemical transformation processes can lead to a deviation between the bioavailable
concentration in the test system and the dosed nominal concentration and can cause incorrect
effect concentrations and, thus, an incorrect assessment of the toxicity of a test chemical. Apart
from this, transformation products can also have more toxic effects than their parent chemicals,

even if metabolism mostly leads to detoxification and an overall decrease in toxicity.

For this reason, the importance of careful experimental planning of bioassay dosing and
examination of the physicochemical properties of the test chemical, as well as an exposure
assessment in the bioassay using experimental methods or models, was emphasized. A baseline
toxicity QSAR was developed in Publication I1I based on freely dissolved effect concentrations
of hydrophilic and ionizable chemicals that can be applied to a wider range of test chemicals
than previous QSARs. The predicted baseline toxicity can serve as guidance for choosing
appropriate dosing concentrations, can identify specific toxicity mechanisms and can also be
used as a quality control for bioassay data. In a high-throughput screening of 94 chemicals in
three bioassays, approximately 7% of the chemicals showed significantly lower toxicity than
the predicted baseline toxicity. This observation may indicate experimental artifacts and suggest
a loss of the chemical in the assay. Thus, possible abiotic transformation processes should be

verified for these chemicals using in silico models or experimentally.

An experimental workflow for abiotic stability assessment of chemicals was established
in Publication I using a high-throughput solid-phase microextraction (SPME) method. This
workflow can be applied to identify chemical transformation processes in in vitro bioassays and
to elucidate their impact on bioassay results. By using this workflow, degradation half-lives of
test chemicals in different bioassay media could be determined. Abiotic hydrolysis and covalent
reactions with proteins could be identified as the main abiotic degradation pathways in in vitro
bioassays, while photodegradation and oxidation played only minor roles. In Publication II, the
workflow was automated on a Hamilton robotic platform and used to determine the reactivity
of acrylamides towards glutathione. The linear correlation between glutathione reactivity and
cytotoxicity, as well as oxidative stress response activation, allowed conclusions about the
mode of action of these substances. This correlation showed that abiotic transformation
processes can not only lead to a loss of the chemical over time and thus reduce the in vitro
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effect, but that abiotic reactions such as covalent reactions with proteins can also be directly

linked to the toxic effect of the chemical.

Cytochrome P450 activities were found to be low in AREc32, ARE-bla and GR-bla cell
lines, which are based on MCF-7, HepG2 and HEK293T cells, but could be induced by
chemicals like omeprazole or benzo[a]pyrene (Publication III). There was no significant
difference between the effect concentration measured for the different cell lines for 94 single
chemicals, so the low cellular xenobiotic metabolism activities of the three cell lines were found
to have no impact on chemical toxicity. If the toxicity of chemical metabolites should be
investigated, external metabolization systems must be used to achieve biotransformation of the

chemicals.

Although there is no simple general strategy for dealing with chemical transformation
in in vitro biotests, the tools developed in this thesis can help to diagnose if transformation,
whether abiotic or biotic, has affected the bioassay results. The consequences and necessary
measures always depend on the chemical, the type of transformation and the bioassay. It is
important to keep in mind the possibility of chemical transformation in the in vitro system and
to understand its relevance and significance for bioassay results. Careful planning of the biotests
and a critical review of the results can help uncover possible loss processes and thus avoid
inaccurate effect concentrations. The methods and guidelines provided in this thesis can give

some guidance.
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4.2 Exposure assessment for single chemical screening

Back in 1538, Paracelsus wrote a sentence that became one of the fundamental principles of
toxicology and remains valid centuries later: “All things are poison, and nothing is without
poison; the dosage alone makes it so a thing is not a poison” (Paracelsus 1538). This quote
underlines the importance of considering the dose in in vitro toxicology. Toxicity is determined
by the concentration of a chemical at the cellular target site and the potential to trigger the
molecular initiating event (MIE) (Proenca et al. 2021). The nominal concentration (Chom) is the
most widely used concentration metric for in vitro bioassays because it is easily accessible.
Chom can differ greatly from the biologically effective concentration in the in vitro system due
to various loss processes such as binding to proteins of the medium or the plastic material of
the plates, volatilization or abiotic degradation processes. The experimental measurement of
the freely dissolved concentration (Ctee) in the in vitro bioassay can be a promising alternative,
as it can reveal these loss processes (Groothuis et al. 2015). Measured Cee can be a valuable
input for QIVIVE models as they allow a better comparability of the in vitro and in vivo
situations and give a better representation of the concentration at the target site (Heringa et al.
2004; Kisitu et al. 2020). Studies measuring Ciee in in vitro bioassays showed a linear
relationship between Cfree and Chom for the majority of chemicals, whereby Cree was similar to
Chom for neutral, hydrophilic chemicals and bases, as these did not show strong binding to
medium components (Henneberger et al. 2019b; Huchthausen et al. 2020). For neutral,
hydrophobic chemicals, strong binding to the proteins and lipids of the bioassay medium was
observed, so Ciee Was much lower than Chom for these chemicals (Henneberger et al. 2020;
Henneberger et al. 2019b). For organic acids, a concentration-dependent binding to proteins
was observed, showing a high affinity at low concentrations and a low affinity at high
concentrations (Henneberger et al. 2019a; Henneberger et al. 2019b; Huchthausen et al. 2020).
The measurement of Ciree at different time points also allowed an assessment of the stability of
the chemical concentration over the time of the assay (Henneberger et al. 2019b; Huchthausen
et al. 2020). However, experimental measurement of Cree is very labor-intensive and
incompatible with high-throughput screening and the need for rapid data generation for a large
number of chemicals. Mass-balance models can reliably predict Cree for various groups of
chemicals, but are not applicable if irreversible loss processes occur. New approach
methodologies in HTS format often rely on a combination of experimental and modeling

approaches to account for chemical loss processes.

There is not a single relevant concentration metric for in vitro bioassays and the

selection of the concentration metric should always consider the purpose and function of the in
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vitro data. For many chemicals and testing scenarios, the nominal concentration can be enough
to describe the in vitro effect. However, a careful consideration of the assay setup and
physicochemical properties of the chemicals prior to the bioassay is essential to identify all
possible sources of chemical loss processes (Groothuis et al. 2015). If data from in vitro
bioassays is used as an input parameter for QIVIVE for the assessment of safe exposure levels
for humans, the most accurate in vitro models should be used to guarantee a good agreement
between the in vitro and in vivo concentrations, either by measuring Ctrec Or by validating mass-
balance models for a realistic prediction. Without exposure estimation, in vitro bioassay data
can still be useful for qualitative hazard identification or prioritization of chemicals, but careful
planning, including (1) the examination of physicochemical properties, (2) solubility in
bioassay medium, (3) possible volatilization or (4) abiotic or biotic degradation, and finally (5)
critically scrutinizing the bioassay results, should always be included in in vitro toxicological

testing (Yoon et al. 2012).
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4.3 Influence of abiotic transformation processes on in vitro data

The previous chapter described the importance of exposure assessment for the reliable use of
in vitro bioassay data and the use of mass-balance models to estimate exposure concentrations
of chemicals. However, these models can only be applied if the test chemical concentration is
stable over the course of the bioassay. Irreversible loss processes like volatilization, abiotic
degradation processes or cellular metabolism will lead to changes in the chemical equilibrium
and false model predictions. Volatile chemicals are out of the applicability domain of high-
throughput bioassays and special setups are necessary to test the toxicity of these chemicals

(Escher et al. 2019; Kramer et al. 2010).

Abiotic hydrolysis and covalent reactions with proteins were identified as the two major
abiotic degradation processes in the in vitro bioassay medium. The degradation half-lives of
test chemicals were found to be as low as 0.95 h, leading to a complete chemical transformation
within the 24-hour incubation time of the bioassays used in this thesis. Only the comparison of
measured total or freely dissolved concentrations at different time points in the course of the
bioassay could detect these loss processes. Without experimental exposure measurement,
degradation processes would remain unnoticed and could lead to an underestimation of the

toxicity of chemicals.

As long as it is not ensured that degradation processes occur equally in humans, in vitro
data for unstable chemicals should not be used for human risk assessment. However, measuring
chemical stability is not easy to integrate into a routine high-throughput screening of chemicals,
as both extraction methods and analytical methods have to be developed and the appropriate
instruments must be available. Prediction models based on the stability of chemicals in the
environment can be used for the prediction of the hydrolytic half-lives of chemicals. The
“Virtual Cell Based Assay” developed by the European Union’s Joint Research Centre is a
dynamic model for the simulation of the kinetics and of test chemicals in cell-based in vitro
assays and includes predicted degradation rates of the test chemicals to estimate chemical
exposure concentrations (JRC et al. 2010; JRC et al. 2011). Nevertheless, such predictions
should be handled with caution, as they may differ from the actual degradation under bioassay
conditions because they are not tailored to the conditions of in vitro bioassays. Larger data sets
with measured degradation rates under bioassay conditions are needed for quantitative
prediction of chemical transformation in in vitro bioassays and to build more reliable and
quantitative models. In vitro data of unstable chemicals can only be used for qualitative

estimations of toxicity mechanisms in vivo as long as no toxic transformation products are

53



formed. A comprehensive identification and quantification of formed transformation products
and a comparison of in vitro and in vivo degradation rates would be necessary to make
quantitative statements about toxicity. Furthermore, the question arises whether unstable
chemicals have toxicological relevance, since such chemicals are usually degraded quickly in

the environment and also in the body and so human exposure to these chemicals should be low.

Models for reactivity to proteins are mostly qualitative and based on structural alerts.
Reactivity towards proteins in the bioassay medium represents an additional chemical loss
source that could cause apparently lower in vitro effects. Moreover, these processes can indicate
a mode of toxic action within the cell that is involved in different adverse outcomes such as
neurotoxicity (Lopachin and Decaprio 2005), skin sensitization (Aptula et al. 2005) or
hepatotoxicity (Yang et al. 2017). The measurement of chemical reaction rates with glutathione
can usually be directly linked to toxicity in vitro and corresponding QSAR models have already
been published for many in vitro systems (Harder et al. 2003b; Hermens 1990; Niederer et al.
2004). Overall, models for hydrolysis and protein reactivity can give an indication of possible
transformation and in vitro data for affected chemicals should be carefully examined and

experimental concentration measurements should be carried out if required.

Photooxidation was found to be negligible for in vitro systems with plate incubation in
the dark, but can be more relevant for assays that require incubation under light (e.g. algae test)
(Glauch and Escher 2020). Autooxidation could not be distinguished from hydrolysis without
the identification of transformation products and is only relevant for chemicals with certain

structural features (Hagvall et al. 2011).
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4.4 Influence of biotic transformation processes on in vitro data

Classic biotic transformation by microorganisms is not possible in in vitro systems due to the
sterile conditions, under which the assay is run. Biotic transformation by the cell lines, i.e.,
metabolism, can be considered as a loss process or part of the toxic response, where the formed
metabolites are either of lower toxicity (detoxification) or higher toxicity (toxification,
activation). Metabolism can only be considered as part of the toxic response if the cultured cells

have similar metabolic capacity as cells in vivo (Coecke et al. 2006).

Reporter gene cell lines used in high-throughput chemical screening showed limited
metabolic activity due to low CYP enzyme expression (Qu et al. 2021). However, the CYP
enzyme activity of certain cell lines could be increased by xenobiotic chemicals such as
benzo[a]pyrene (Fischer et al. 2020). The screening of 94 chemicals in three bioassays in
Publication Il showed that different metabolic activities had no significant effect on the
bioassay results for the selected chemicals and assays. On the one hand, this means that the
unintentional loss of chemicals through metabolism and the associated detoxification of test
chemicals can be excluded for the majority of chemicals, which strengthens the significance of
the obtained in vitro data. On the other hand, the lack of metabolic capacity of reporter gene
cell lines represents an apparent discrepancy between the in vitro systems and the conditions
that actually prevail in vivo. The in vivo formation of reactive (intermediate) metabolites leading
to increased toxicity is particularly well known in drug development (Thompson et al. 2016)

and also plays an important role in chemical risk assessment (Coecke et al. 2006).

Direct testing of known metabolites is often not possible because identification and
quantification are expensive and time-consuming and metabolites are often not commercially
available or unstable (Coecke et al. 2006). A better and therefore more widely used approach
for the risk assessment of metabolites is to increase the metabolic competence of in vitro
systems. This can be done with different approaches by adding either endogenous or exogenous
metabolization systems. Endogenous metabolization is based on the use of metabolically
competent cells and cell lines, such as primary or cryopreserved hepatocytes or various
hepatoma cell lines (e.g. HepaRG), which express all relevant metabolic liver enzymes
(Antherieu et al. 2012; Li et al. 2012a). The disadvantages of such cell-based systems include
the biological variability and short lifetime of primary hepatocytes, as well as the lengthy and
costly establishment of culture methods for such complex cell systems, which cannot be
combined with high-throughput screening of chemicals (Combes et al. 2002). Exogenous

metabolization systems normally use subcellular fractions, which are commercially available
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and much simpler to use and are therefore routinely utilized for the identification of adverse
effects of metabolites in the micronucleus or Ames test (OECD 2016; OECD 2020). The most
common systems are S9 fractions or microsomes obtained from chemically induced rat livers,
which contain the most important metabolizing enzymes (e.g., CYPs, glucuronosyltransferase,
esterase). In most cases, cofactors such as nicotinamide adenine dinucleotide phosphate
(NADPH) must be added for metabolic transformation (Ooka et al. 2020). The problem with
these exogenous systems is the biological variability of the subcellular fractions and their
animal origin, which is ethically questionable and does not fully represent human metabolizing
enzymes. In addition, both S9 and microsomes show cytotoxic effects when dosed directly to
the cells (Cox et al. 2016). Labor-intensive washing or extraction steps are necessary to avoid
these artifacts, which are time-consuming and also carry the risk of losing unstable metabolites.
Recently, immobilized SO fractions were developed using alginate microspheres, which showed
better compatibility with in vitro bioassays (Deisenroth et al. 2020). A promising alternative to
the conventional methods using biological enzyme fractions are so-called biomimetic catalysts.
These metalloporphyrins mimic the active side of CYP enzymes and catalyze a number of
oxidation reactions of xenobiotic chemicals that are also catalyzed by biological CYP enzymes
(Lohmann and Karst 2008). They have therefore been successfully used for the bioactivation of
test substances for Ames tests (Inami et al. 2009). One disadvantage of biomimetic catalysts is
their low regioselectivity compared to natural CYP enzymes (Chauhan et al. 2001). Apart from
experimental methods for chemical metabolization, in silico models for the metabolization of
chemicals, such as BioTransformer (Djoumbou-Feunang et al. 2019) or Metatox (Rudik et al.

2017) can be combined with in vitro bioassay data to predict possible effects in humans.
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4.5 Using baseline toxicity to improve single chemical screening

The concept of baseline toxicity was introduced over 30 years ago (Verhaar et al. 1992) and
can be used to evaluate the specificity of a toxic effect of a chemical. Instead of simply
comparing measured effect concentrations of chemicals, they can be normalized to their
minimal toxicity by calculating the toxic ratio (TR). Baseline toxicity occurs when chemicals
accumulate in the cell membrane, leading to cellular dysfunction. This is why hydrophobic
chemicals typically cause toxic effects at lower concentrations (Escher and Hermens 2002).
These effects do not necessarily indicate a specific toxicity mechanism but rather indicate a
stronger accumulation in the membrane. By using the TR as another indicator for toxicity, we
can separate the hydrophobicity-driven component of toxicity, which essentially determines the
internal concentration in cells (toxicokinetics) from the mode-of-action component of the effect

(toxicodynamics).

To predict baseline toxicity for a broad range of chemicals with different
physicochemical properties, a new baseline toxicity QSAR based on a newly derived critical
membrane burden of 26 mmol/Ly, for 10% cytotoxicity (IC10,membrane) Was developed in
Publication III. This critical membrane burden is more robust than the previously published
IC10,membrane for in vitro bioassays (Escher et al. 2019), as it was determined on the basis of effect
concentrations of hydrophilic chemicals or measured freely dissolved effect concentrations
(IC10,free) of ionizable chemicals. Hydrophilic chemicals do not bind to the proteins and lipids
of the bioassay medium. Therefore, their nominal effect concentration is similar to ICjo free.
Thus, the critical membrane concentration can be derived directly from the measured effect
concentrations of hydrophilic chemicals without having to consider the loss processes of the
chemical due to partitioning to medium components. By including both hydrophilic and
charged chemicals in the derivation of the QSAR model, it can be used to predict the baseline
toxicity of neutral and charged chemicals, as well as hydrophilic chemicals, down to a Dijp/w of

-1.

Approximately half of the tested chemicals in Publication III could be identified as baseline
toxicants without a specific toxicity mechanism and approximately a quarter to a third of the
chemicals showed TR > 10, indicating specific toxicity mechanisms. Chemicals showing
TR < 0.1 were of special interest, as this artifact may suggest experimental artifacts or loss

processes of the chemicals during the bioassay.
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4.6 Recommendations for future work

In the past years, in vitro toxicology has made good progress with regard to exposure
assessment of chemicals. The need to consider bioavailable chemical concentrations in
bioassays is nowadays well recognized, especially if in vitro data is used for human risk
assessment (Proenca et al. 2021). However, the need for high-throughput screening and the
generation of big data sets, as well as a lack of instrumentation and expertise, are obstacles to
the implementation of systematic concentration assessment of test chemicals. For this reason,
it is important to further increase the awareness of the relevance of experimental concentration
measurements and the application of models for exposure prediction. The ultimate goal is the

development of a universal exposure assessment strategy for a wide range of chemicals and

bioassays.
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Figure 22: Proposed framework for exposure and stability assessment of chemicals in in vitro
bioassays used for chemical risk assessment. #12 = degradation half-life, Kmediumw = medium-
water partitioning constant, ICopascline = baseline toxicity for 10% inhibition of cell viability,
Diipw = liposome-water distribution ratio, Kuw = air-water partitioning constant, -k = pseudo-

first-order degradation rate constant, TR = toxic ratio, CYP = cytochrome P450 enzyme

Figure 22 shows a framework for the investigation of exposure and stability of
chemicals in the in vitro bioassay, which summarizes the most important findings of this work.

The framework provides information on the necessary steps in bioassay dosing, performance
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and interpretation to identify chemicals for which experimental exposure measurements are
necessary, e.g. unstable chemicals, and gives guidance how abiotic and biotic transformation

can be further investigated.

4.6.1 Bioassay dosing planning

Prior to the bioassay, physicochemical properties of the chemicals should be compiled
and carefully reviewed. QSARSs can be used to model physicochemical properties used as input
parameters, but experimentally measured physicochemical properties should be used if
available to increase the accuracy of the exposure predictions. Exposure predictions should also
be used to plan dosing of chemicals based on their maximum solubility in bioassay medium
(Fischer et al. 2019). Chemicals with Kmedium/air below the volatility cut-off for in vitro bioassays
(Kmediunmvair < 10,000 L/L) are out of the applicability domain of standard HTS bioassays (Escher
et al. 2019). Precautions should also be taken when dosing semi-volatile chemicals, such as
sealing the test plate with air-permeable films and filling rows only with medium between rows
with chemicals to prevent contamination of neighboring wells (Escher et al. 2019). In addition,
chemically defined media without animal components, such as FBS (Rafnsdottir et al. 2023;
van der Valk et al. 2010), should be used when possible to minimize the variation in protein
and lipid content and thus provide reproducible exposure conditions. Furthermore, baseline
toxicity models should be used to predict the minimal toxicity as an anchor for dosing
concentrations (normally three times ICiopaseline) if this is below medium solubility. For this
purpose, the already published baseline toxicity models for cell-based assays (Publication II1
and (Escher et al. 2019; Lee et al. 2021; Qin et al. 2024)) should be reviewed and validated in
order to be able to make a clear prediction for each substance class. In silico models for the
prediction of hydrolytic stability, possible reactivity toward proteins or biotransformation

should be used to obtain first indications of possible instability.

4.6.2 Execution of HTS bioassays and interpretation of the results

In vitro bioassays in high-throughput format should be performed according to best
scientific practice with a high degree of standardization and automation. Bioassays normally
apply a large number of quality controls, such as a sufficient number of replicates, negative and
positive controls or long-term records of reference chemicals to ensure high data quality.
Directly using nominal effect concentrations from in vitro bioassays can be sufficient to
estimate the risk of chemicals, but for certain groups of chemicals, exposure in the bioassay
must be considered and Ctree can be a better dose metric than the nominal concentration. For a

large number of chemical classes, exposure can already be predicted using existing mass-
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balance models. For example, loss processes due to partitioning to media components, plastic
or the air are considered by these models (Escher et al. 2019; Fischer et al. 2018b; Fischer et al.
2017). However, irreversible loss processes due to abiotic or biotic degradation cannot be
modeled quantitatively. Predictions from mass balance models are only reliable if the chemical
concentration remains stable over time. Based on the ICiopaseline, the toxic ratio (TR) can be
calculated to assess the specificity of chemical toxicity compared to baseline toxicity. In
addition, a TR < 0.1 should be considered an indicator of experimental artifacts and the data of
the respective chemicals should be critically reviewed or experiments repeated to exclude
experimental errors. If experimental errors can be excluded, chemical transformation processes

should be considered as a cause for bioassay artifacts.

4.6.3 Stability assessment

The chemical stability should be determined experimentally for suspect chemicals with
predicted transformation and/or TR < 0.1. By focusing on the susceptible chemicals, the number
of experiments can be greatly reduced. However, it should be kept in mind that TR < 0.1 only
indicate artifacts or degradation for baseline toxicants, whereas for specifically acting chemicals
these processes could only lead to a lower TR or a wrong classification as baseline toxicants.
Direct exposure measurements in the in vitro bioassay would allow the best estimation of
chemical stability. However, such detailed investigations are often not possible in a high-
throughput environment without analytical capacities. Nevertheless, at least the concentration
at the beginning of the bioassay should be compared with the concentration at the end of the
bioassay in order to exclude transformation processes. Alternatively, the framework for stability
testing provided in Publication I can be used to unravel the transformation processes involved
(hydrolysis and reactivity toward proteins) and measure degradation half-lives. Measuring the
reaction rate constant of chemicals with GSH may give an indication of reactive toxicity in the
bioassay. Some chemicals can form toxic transformation products, which usually occurs
through metabolic transformation, but is also possible abiotically, for example, the formation
of disinfection by-products in water treatment (Mian et al. 2018). Most in vitro reporter gene
cell lines show only low metabolic activity and cannot reproduce the bioactivation of test
chemicals. For this reason, test chemicals must be transformed using external metabolism
systems to assess the toxicity of the metabolites. However, there is a lack of standardized
methods for this metabolization and existing methods often cause bioassay artifacts and are
based on animal materials (Coecke et al. 2006). The novel approach of using biomimetic
catalysts for the bioactivation of chemicals represents a promising alternative to conventional

methods and should therefore be investigated in the future for its compatibility with in vitro
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bioassays and the comparability of the metabolites formed with the in vivo situation. Chemicals
can be screened with and without bioactivation and thus the effects of possible metabolites can
be determined. The implementation of such a system would significantly increase the relevance
of in vitro data for human risk assessment, as the lack of metabolic capacity has been a major

disadvantage of in vitro bioassays to date.
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ABSTRACT: Abiotic stability of chemicals is not routinely tested Light

prior to performing in vitro bioassays, although abiotic degradation
can reduce the concentration of test chemicals leading to the
formation of active or inactive transformation products, which may
lead to misinterpretation of bioassay results. A high-throughput
workflow was developed to measure the abiotic stability of 22 test
chemicals in protein-rich aqueous media under typical bioassay
conditions at 37 °C for 48 h. These test chemicals were degradable
in the environment according to a literature review. The chemicals
were extracted from the exposure media at different time points
using a novel 96-pin solid-phase microextraction. The conditions
were varied to differentiate between various reaction mechanisms.
For most hydrolyzable chemicals, pH-dependent degradation in
phosphate-buffered saline indicated that acid-catalyzed hydrolysis was less important than reactions with hydroxide ions. Reactions
with proteins were mainly responsible for the depletion of the test chemicals in the media, which was simulated by bovine serum
albumin (BSA) and glutathione (GSH). 1,2-Benzisothiazol-3(2H)-one, 2-methyl-4-isothiazolinone, and L-sulforaphane reacted
almost instantaneously with GSH but not with BSA, indicating that GSH is a good proxy for reactivity with electrophilic amino acids
but may overestimate the actual reaction with three-dimensional proteins. Chemicals such as hydroquinones or polyunsaturated
chemicals are prone to autoxidation, but this reaction is difficult to differentiate from hydrolysis and could not be simulated by the
oxidant N-bromosuccinimide. Photodegradation played a minor role because cells are exposed in incubators in the dark and
simulations with high light intensities did not yield realistic degradation. Stability predictions from various in silico prediction models
for environmental conditions can give initial indications of the stability but were not always consistent with the experimental stability
in bioassays. As the presented workflow can be performed in high throughput under realistic bioassay conditions, it can be used to
provide an experimental database for developing bioassay-specific stability prediction models.

pH, water

B INTRODUCTION rely on constant chemical exposure in vitro as they are typically
The field of human risk assessment of chemicals has undergone a based on the extrapolation of nominal effect concentratim;s in
paradigm shift in recent years, movin§ away from animal testing vitro to predicted maximum plasma concentrations in vivo.

to mechanistic in vitro toxicology.'~* New methods are being The dosed (nominal) concentration is the primary concen-
developed to enable reliable risk assessment without causing tration metric used in in vitro toxicology.'’ Various loss
animal suffering. These so-called new approach methodologies processes, like volatilization, sorption to the plastic of the well
(NAM:s) also include the use of in vitro reporter gene bioassays, plate, and interactions with components of the medium or the
which can detect early cellular indicators for adverse outcomes cells, can cause the actual bioavailable concentration to deviate
in humans.” In various parts of the world, institutions such as the from the nominal concentration.''™'* Less attention has so far
U.S. National Research Council (NRC) or the U.K. National been paid to abiotic transformation of the test chemicals,

Centre for the Replacement, Refinement, and Reduction of
Animals in Research (NC3Rs) have worked to implement and
optimize in vitro assays for toxicity assessment.”” Compared to
conventional animal experiments, in vitro bioassays are more
cost-effective, can be automated, and, if fit-for-purpose, are
ethically more acceptable.

Quantitative in vitro to in vivo extrapolation (QIVIVE)
methods are used to extrapolate data from in vitro bioassays to
the in vivo situation and to draw conclusions about the safety of
chemicals in humans and the environment.® QIVIVE models

although it has been shown that test chemicals can react with

. 15,16 .
components of the bioassay medium. > ° Transformation
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Figure 1. Framework for HT abiotic stability assessment of the test chemicals. Abbreviations: ¢, ,, degradation half-life; BSA, bovine serum albumin;

GSH, glutathione; NBS, N-bromosuccinimide.

processes may lead to a decrease in the concentration of the
parent chemical over time, leading to an apparently lower effect.
In addition, inactive or active transformation products can be
formed, resulting in an underestimation or overestimation of the
toxicity of the chemical.'®'” If these processes remain
unnoticed, this might lead to considerable errors in QIVIVE
models.'® The stability of chemicals in in vitro assays is not
routinely monitored, and prediction models are not tailored to
bioassay conditions but rather to environmental degrada-
tion."””

The aim of this study was to develop a high-throughput (HT)
method to quantify degradation kinetics of chemicals in bioassay
media in the absence of cells to assess whether the chemical is
abiotically degraded in the time course of an in vitro bioassay. A
second aim was to decipher the transformation processes
involved, which might lead to conclusions about possible
transformation products. Understanding abiotic processes
under in vitro test conditions, both qualitatively and
quantitatively, is important as these processes have an impact
on how in vitro assay response data can be interpreted in a
QIVIVE context. In addition, the abiotic stability of the test
chemicals in the environment and mechanisms of trans-
formation were predicted with various freely available in silico
models'”™** to evaluate if it is possible to waive the experimental
stability assessment or have a screening step before running the
experimental workflow.

B EXPERIMENTAL FRAMEWORK FOR STABILITY
TESTING

The framework for stability testing is depicted in Figure 1. As first step,
the (pseudo) first-order degradation rate constants k and degradation
half-lives (t,/,) of all test chemicals in three different assay media were
determined over the relevant time window for routine in vitro bioassasys
(48 h) used for risk assessment”>** and environmental monitoring.”
Chemicals with ¢, > 100 h can be considered abiotically stable

under bioassay conditions, and the in vitro bioassay can be performed
without experimental quantification of exposure concentrations (Figure

868

1). For the method development and validation of the proposed
workflow, however, all subsequent tests were performed for all
chemicals. If t; , was <100 h, the abiotic stability should be investigated
in more detail and the relevant degradation processes identified (Figure
1). In this case, the experimental quantification of exposure
concentrations in the bioassay is recommended.

Four representative degradation processes in the bioassay medium
were evaluated: hydrolysis, reactivity toward proteins, photodegrada-
tion, and oxidation/autoxidation. Degradation in phosphate-buffered
saline (PBS) at pH 7.4, the pH of cell-based in vitro assays, is the core
experiment, as these degradation processes also occur in all other test
systems. If the t,,, in PBS equal those in the bioassay medium, no
further tests would be needed.

Autoxidation, i.e., the oxidation by oxygen in the air,>* often catalyzed
by traces of iron, cannot be experimentally distinguished from
hydrolysis using the present experimental setup but there are clear
structural alerts for autoxidation such as hydroquinone moieties in
polyphenols or benzohydroquinones.'®*® Autoxidation can also be pH-
dependent.”**” Hence, if such a structural alert was present in an
investigated molecule, we assumed that autoxidation was the dominant
mechanism over hydrolysis.

For those chemicals that were unstable in PBS, the mechanism of
hydrolysis/autoxidation was assessed with pH-dependent experiments
(Figure 1). Acid-catalyzed hydrolysis was assessed at pH 4, and the role
of the hydroxide ion as a nucleophile was determined at pH 9. This
setup was based on the “Fate, Transport and Transformation Test
Guideline” of the Office of Prevention, Pesticides and Toxic
Substances, United States Environmental Protection Agency
(OPPTS).>*2¢

Whenever the t;,, in PBS was higher than the ¢;,, in the bioassay
medium, additional degradation processes must have played a role
(Figure 1). Reactivity toward proteins was probed with bovine serum
albumin (BSA) as a surrogate for fetal bovine serum (FBS), which
contains mainly albumin. Since the potentially reactive amino acids
might be buried due to the three-dimensional structure and folding of
BSA, reduced glutathione (GSH, y-Glu-Cys-Gly), which is commonly
used to simulate the reaction potential of chemicals with proteins, was
also used to mimic a direct reaction with a free thiol group.

Photodegradation is highly relevant for chemicals in the environ-
ment, as they are constantly exposed to sunlight.zg’30 In cell-based in

https://doi.org/10.1021/acs.chemrestox.2c00030
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vitro bioassays, photodegradation plays a minor role, as the incubation
of the plates takes place in the dark. Nevertheless, the chemicals might
be exposed to various light sources during the preparation of the assay.
For this reason, the photodegradation potential of the test substances
was investigated using a xenon test chamber (Q-SUN Xe-1, Q-LAB).
The test setup was based on the Organization for Economic
Cooperation and Development (OECD) guideline: “Phototransforma-
tion of Chemicals in Water—Direct Photolysis”.>"

The mild oxidizing agent N-bromosuccinimide (NBS)>* was used to
examine the general susceptibility of the test substances to oxidation,
which might be an indicator for autoxidation in the bioassay medium.

Using the proposed HT workflow for stability testing (Figure 1),
unstable chemicals and their mechanisms of abiotic transformation can
be identified under conditions that match those of a realistic in vitro
bioassay, i.e., in a well plate format under identical exposure conditions
(with the exception of photodegradation and oxidation). The workflow
is HT because a novel solid-phase microextraction (SPME) device
(Supel BioSPME 96-Pin Device) was used to extract the chemicals from
the exposure medium, which enables the extraction of chemicals from
96-well plates in one easy process.”> This device allowed us to upscale
the experiments to a 96-well plate format, which greatly increased the
throughput of the experiment.

B MATERIALS AND METHODS

Chemicals. A set of 22 test chemicals suspected to be prone to
abiotic transformation were selected for this study (Table 1). The

Table 1. Test Chemicals of This Study with Suspected
Transformation Processes

suspected transformation

chemical process reference
1,2-benzisothiazol- reactivity toward proteins ref 34
3(2H)-one
2-methyl-4- reactivity toward proteins ref 34
isothiazolinone
6-gingerol hydration—dehydration ref 35
8-gingerol hydration—dehydration ref 35
acetaminophen photodegradation ref 36
acetylsalicylic acid hydrolysis ref 37
amoxicillin hydrolysis, photodegradation refs 38 and 39
andrographolide hydrolysis, reactivity toward refs 40 and 41
proteins
bendiocarb hydrolysis, photodegradation refs 42 and 43
carbofuran hydrolysis, photodegradation refs 44 and 45
chloramphenicol hydrolysis, photodegradation refs 46 and 47
dinoseb photodegradation ref 48
furosemide hydrolysis, photodegradation refs 49 and S0

L-sulforaphane

hydrolysis, reactivity toward
proteins

refs 51 and 52

malathion hydrolysis ref 53
oxytetracycline hydrolysis, photodegradation ref 54
phosmet photodegradation ref 55
pretilachlor photodegradation, reactivity refs 56 and 57
toward proteins
quercetin oxidation, photodegradation refs 58 and 59
sethoxydim photodegradation ref 60
thiabendazole photodegradation ref 61
triclopyr photodegradation, reactivity refs 62 and 57

toward proteins

chemical structures can be found in Table S8. All test chemicals had a
purity of >90%, were nonvolatile with water—air partitioning constants
(Kya) > 10000 L/L, and were of moderate hydrophobicity with
octanol—water partitioning constants log K,,, < S (Table S1). For all
test chemicals, except for L-sulforaphane, aliquots were weighed and
dissolved in methanol immediately before the experiment. The stocks
were discarded after the end of the experiment. L-Sulforaphane was
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purchased from the provider as a solution in ethanol (10 g/L) and used
directly for the experiments. The content of methanol or ethanol in the
test system was kept below 0.6% for all tests.

Materials. The Supel BioSPME 96-Pin Devices (Sigma-Aldrich;
59683-U) had 96 polypropylene pins with a length of 24.7 mm. The tip
of each pin was coated with C18 particles, which were attached to the
pins with a polyacrylonitrile (PAN) binder. The coating length was
2.1 mm, and the average coating thickness was 12.5 ym, resulting in an
approx. coating volume of 80 nL.”* The experiments were performed in
glass-coated deep-well plates (Product Nos. 60180-P306 and 60180-
P336) from Thermo Scientific. Oxidation experiments were performed
in polystyrene deep-well plates from Labsolute (Product No. 7696548)
to prevent oxidation of the glass-coating material. During incubation,
the plates were sealed with adhesive sealing film from Brand (Product
No. 701367). The water for the experiments was obtained from a Milli-
Q water purification system from Merck.

The components of the bioassay media were purchased from
Thermo Fisher Scientific. More detailed information about the
chemicals and solvents used can be found in Table S2.

Chemical Stability in Bioassay Media. The stability of the test
chemicals was tested in three different bioassay media: the AREc32
medium (10% untreated FBS and 90% Dulbecco’s modified Eagle’s
medium (DMEM) Glutamax) had a protein content of 8.93 mL/L and
alipid content 0f 0.14 mL/ L,63 the GeneBLAzer medium (2% charcoal-
stripped FBS and 98% OptiMEM) had a protein content of 4.84 mL/L
and a lipid content of 0.02 mL/ L,63 and the neurobasal medium (2% B-
27 supplement, 2% GlutaMAX supplement) had a protein content of
2.58 mL/L and a negligible lipid content.’* All media contained
100 U/mL penicillin and 100 pg/mL streptomycin.

Eight milliliters of each medium or buffer solution were spiked with
the individual test chemicals. The final concentration was S mg/L for all
test chemicals, except 1,2-benzisothiazol-3(2H)-one (20 mg/L), 2-
methyl-4-isothiazolinone (20 mg/L), acetaminophen (20 mg/L),
acetylsalicylic acid (20 mg/L), amoxicillin (10 mg/L), chloramphenicol
(20 mg/L), L-sulforaphane (10 mg/L), and oxytetracycline (20 mg/L).
Aliquots of 600 uL per well of each medium and buffer were transferred
into six glass-coated deep-well plates with one column per chemical and
two rows per medium (Figure S1). One plate was preheated to 37 °C
for 15 min and extracted immediately with solid-phase microextraction
(SPME). The other plates were incubated at 37 °C for 2, 4, 7, 24, or
48 h. After the respective incubation time, the plates were extracted with
SPME. The plate for the 16 h incubation time was prepared separately
by pipetting 600 uL of each medium into one well of a glass-coated
deep-well plate following the pipetting scheme (Figure S1). The
medium or buffer was spiked with the test chemicals directly in the plate
leading to the same final concentrations as mentioned above. The plate
was shaken at 1000 rpm (BioShake iQ, Quantifoil Instruments) for
S min and then incubated at 37 °C for 16 h. The experiments were
performed at least twice and three times for chemicals that showed
degradation.

Chemical Stability at Different pH Values. The pH-driven
degradation was tested in phosphate-buffered saline (PBS, 137 mM
NaCl, 12 mM phosphate) and three different buffer solutions, pH 4
buffer (50 mM potassium phthalate, 0.4 mM NaOH), pH 7.4 buffer
(50 mM KH,PO,, 39.5 mM NaOH), and pH 9 buffer (50 mM KC],
50 mM H;BO3, 21.3 mM NaOH). The experiments were performed in
the same way as the experiments with medium. In one additional
experiment, the degradation kinetics were determined for two
chemicals (carbofuran and quercetin) at additional pH values covering
the pH range where degradation could be detected, which was pH 6.6—
8.6 (carbofuran) or pH 5.4—7.8 (quercetin) using the buffers described
in Table S3.

Reactivity toward Proteins. The pH of the BSA and GSH
solutions in PBS was adjusted to 7.4 with S M NaOH and 5 M HCL
Since GSH is also unstable at pH 7.4 and might be oxidized rapidly by
air,® an Ellman’s test was performed to assess the stability of the GSH
in the test solutions.”® More information can be found in the
Supporting Information (Text S2). Eight milliliters of the BSA or
GSH solution in PBS were spiked with the individual test chemicals.
1,2-Benzisothiazol-3(2H)-one, 2-methyl-4-isothiazolinone, acetamino-
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phen, acetylsalicylic acid, chloramphenicol, and L-sulforaphane were
spiked at a final concentration of 1.74 X 10~* M. The concentration of
BSA or GSH was 10 times higher (1.74 X 107> M). The other chemicals
were spiked at a final concentration of 2.48 X 10 ~> M with a BSA or
GSH concentration of 2.48 X 10 ~* M. As hydrolysis control, 8 mL of
PBS was spiked with the corresponding concentration of the test
chemicals. Aliquots of 600 L per well were transferred into six glass-
coated deep-well plates according to the pipetting scheme (Figure S1).
The plates were incubated and extracted as described above. The plate
for the 16 h incubation time was prepared separately as described above
using the same chemical concentrations. The experiment was repeated
up to three times for chemicals that showed degradation. In one
additional experiment, the degradation kinetics were determined at
additional GSH concentrations (1.24 X 1073, 2.48 X 1073, and 1.24 X
1072 M) for two chemicals (pretilachlor and andrographolide).

Photodegradation. The photodegradation potential of the test
chemicals was investigated using a xenon test chamber (Q-SUN Xe-1,
Q-LAB) equipped with a Daylight-Q optical filter. Seven milliliters of
PBS were spiked with the individual test chemicals at a final
concentration of 5 mg/L for all test chemicals except 1,2-
benzisothiazol-3(2H)-one (20 mg/L), 2-methyl-4-isothiazolinone
(20 mg/L), acetaminophen (20 mg/L), acetylsalicylic acid
(20 mg/L), amoxicillin (10 mg/L), chloramphenicol (20 mg/L), L-
sulforaphane (10 mg/L), and oxytetracycline (20 mg/L). Aliquots of
600 uL per well were transferred to six glass-coated deep-well plates
according to the pipetting scheme (Figure S1). One plate was
preheated for 15 min at 37 °C and extracted immediately without
further incubation. The other plates were placed in the xenon test
chamber and covered with a quartz glass plate to reduce volatilization of
water from the samples without reducing the light intensity. The air
temperature of the chamber was set at 37 °C, but the actual temperature
in the sample could not be measured. The plates were incubated in
three independent experiments at an irradiance at 340 nm of
0.77 W/m? for 1.5, 2, 3, 4, 4.5, 6, or 7.5 h with full-spectrum sunlight
and extracted with SPME.

Oxidation. N-Bromosuccinimide (NBS) was used as a mild
oxidizing reagent. In a preliminary test, 4 mL of an NBS solution in
PBS was spiked with the test chemicals. 1,2-Benzisothiazol-3(2H)-one,
2-methyl-4-isothiazolinone, acetaminophen, acetylsalicylic acid, chlor-
amphenicol, and L-sulforaphane were spiked at a final concentration of
1.74 X 10~* M. The concentration of NBS was 10 times higher (1.74 X
1073 M). The other chemicals were spiked at a concentration of 2.48 X
10 ~° M with an NBS concentration of 2.48 X 10 ~* M. Four milliliters
of PBS were spiked with the respective concentration of the test
chemicals as hydrolysis control. Aliquots of 600 uL of each spiked
solution were pipetted into three glass-coated deep-well plates
according to the pipetting scheme (Figure S1). Ascorbic acid was
added to each well of one plate at a concentration of 1.74 X 1072 or 2.48
X 107 M to stop the reaction. The plate was shaken at 1000 rpm
(BioShake iQ, Quantifoil Instruments) for S min, preheated to 37 °C
for 15 min, and extracted with SPME. The other plates were incubated
at 37 °C for 2 or 48 h, ascorbic acid was added, and the plates were
extracted with SPME, as described below.

Since oxidation was fast for most chemicals, additional incubation
times below 2 h were tested. The plates were prepared separately by
pipetting 600 #L of PBS or NBS solution into one well of a glass-coated
deep-well plate following the pipetting scheme (Figure S1). The
solutions were spiked with the test chemicals directly in the plate
leading to the same final concentrations as mentioned above. The plates
were shaken at 1000 rpm (BioShake iQ, Quantifoil Instruments) for
S min and then incubated for 10, 15, 20, 30, 40, 45, 50, 60, 70, or 90 min
at 37 °C. After incubation, 1.74 X 1072 or 2.48 X 107> M ascorbic acid
was added to each well to stop the reaction. The plates were shaken at
1000 rpm (BioShake iQ, Quantifoil Instruments) for S min and
extracted with SPME.

Solid-Phase Microextraction. The plates from all stability tests
were extracted using SPME immediately after spiking and after the
respective incubation times. The BioSPME 96-pin device was
conditioned for 20 min in a glass-coated deep-well plate containing
800 L of isopropanol per well and washed for 10 s in a glass-coated
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deep-well plate with 900 L of Milli-Q water per well. It was transferred
to the sample plate, attached to the plate with adhesive tape, and shaken
at 37 °C and 1000 rpm (BioShake iQ, Quantifoil Instruments) for
1S min. The desorption plate was prepared with 600 uL of the
respective desorption solvent (Table S1) per well. The pin device was
transferred to the desorption plate, attached, and shaken at 1000 rpm
without temperature control (BioShake iQ, Quantifoil Instruments) for
15 min. The transport time of the pin device between the plates was
below 6 s to prevent the pin coating from drying out. After desorption,
the desorption plates were stored at 4 °C until chemical analysis. Pin-
water partitioning and the reproducibility of the SPME extraction are
described in detail in Text S1, Figures S2 and S3, and Table S4.
Instrumental Analysis. The concentration of the chemicals in the
desorption solvents and in the PBS samples was quantified with a liquid
chromatography instrument (Agilent 1260 Infinity II) coupled to a
triple quadrupole mass spectrometer (Agilent 6420 Triple Quad). A
Kinetex 1.7 um, C18, 100 A, LC column (50 X 2.1 mm), a BioZen
1.6 pm, peptide PS-C18 LC column (50 X 2.1 mm), or a LunaOmega
1.6 ym, Polar C18, 100 A, LC column (50 X 2.1 mm) were the columns
used, depending on the test chemical. All LC and MS parameters can be
found in the Supporting Information (Tables SS and S6). PBS samples
of 6-gingerol, 8-gingerol, dinoseb, phosmet, and pretilachlor were
diluted 1:1 with acetonitrile before measurement. Calibration standards
with a concentration range of 1—10 000 ng/mL were prepared in the
respective desorption solvent or PBS and measured with the samples.
Acetonitrile blanks were measured after approx. every 10th sample.
Data Evaluation. In a second-order reaction between two reactants
A and B, the reaction rate depends on the concentration of the two
reactants (eq 1), where Ky ong.order 15 the reaction rate constant

alal _

5 —k X [A] X [B]

second —order ( 1 )
If one of the reactants is present in large excess (e.g, [B] > [A]), its
concentration remains constant over time and [B] can be combined
with Kgecond.order tO Obtain a pseudo-first-order reaction rate constant

kpseudo first-order (eq 2)

S[A]
7 = T Kpseudo first—order X [A]
with k = ksecond—order X [B] (2)

pseudo first—order

For all stability tests, the reaction partner [B] of the test substances was
used in excess to assure that pseudo-first-order kinetics apply. The
natural logarithm (In) of the concentration in the desorption solvent
after SPME (Cy,,) was plotted against the incubation time (f) to
determine the degradation rate constant of the test chemicals.®”%® It
was not necessary to convert Cy, to the concentration in the assay
because all reactions were apparently first order. The experimental first-
order rate constant k was derived from a linear regression of In(Cy,)
against ¢ (eq 3)
In(Cye,) = —k X t ()

The degradation half-life (t;,,) of the (pseudo) first-order decay

constant k was calculated with eq 4

In(2)
tp = k

(4)

In Silico Prediction of Chemical Stability. Three freely available
in silico prediction programs were used to obtain an indication of the
stability of the test chemicals (Table 2). HYDROWIN, a model of the
EPI-Suite from the United States Environmental Protection Agency
(EPA), predicts aqueous hydrolysis rate constants for acid- and base-
catalyzed hydrolysis and degradation half-lives.”> The web-based
chemical transformation simulator (CTS),”” developed by EPA,
predicts different environmental and biological transformation path-
ways including abiotic hydrolysis'® and photodegradation®® and
suggests possible degradation products.

The OECD quantitative structure—activity relationship (QSAR)
toolbox provides QSAR-based prediction models for the prediction of
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adverse effects of chemicals.”' Autoxidation of the test chemicals was
predicted using two models in neutral and alkaline conditions, and five
different models were applied to predict the reactivity of the test
chemicals toward proteins. Although the QSAR Toolbox models are
called “protein binding potency” models, in this case, protein binding
refers to a chemical reaction, that is, the formation of irreversible
covalent bonds between the test chemicals and a biological nucleophile.
Possible reactions that can be predicted by the models are, for example,
acylation, Michael addition, Schiff base formation, S\2 reaction, or
SNAr reaction. Reversible bonds of chemicals to proteins formed by
interactions such as van der Waals forces or hydrogen bonds are not
considered.
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B RESULTS AND DISCUSSION

Chemical Stability in Bioassay Media. Eleven of 22
chemicals were stable in bioassay media and PBS (Figure 2)
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molecular transformations, extracted from the observed autoxidation pathways of 139 training set chemicals™”
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Figure 2. Stability of the test chemicals in three bioassay media, PBS,
and three pH buffers. The different colors indicate the degradation half-
life (t,/,) of the chemical in the respective medium or buffer. Chemicals
that were stable in all media and PBS are marked with an asterisk, and
chemicals that were stable in all media and buffer are marked with two
asterisks.
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under bioassay conditions over 48 h. The degradation rate
constants derived from the decay curves (Figure S4) and thereof
derived t,/, of all chemicals and media are listed in Table S7.
While experiments ran over 48 h, the extrapolation of t,, up to
100 h was possible and all chemicals with ¢,,, > 100 h were
considered stable in the respective medium or PBS.

25 reaction schemes; a rank is assigned to each of the reaction schemes at pH S, 7, or 9 at 25 °C, with which an approximate degradation half-life can be determined

molecular transformations, extracted from observed autoxidation pathways for 140 training set chemicals

155 reaction schemes but is currently unranked, so no degradation half-life can be determined

potency of a chemical to react with proteins based on the capability to react with the thiol group of glutathione (GSH); the 137 protein binding alerts were developed based on
experimental GSH RCS50 values

aqueous hydrolysis rate constants for acid- and base-catalyzed hydrolysis and degradation half-lives for esters, carbamates, epoxides, halomethanes, and selected alkyl halides™
environmental and biological transformation pathways and products by comparison of the test chemical with existing reaction libraries; the abiotic hydrolysis reaction library contains
environmental and biological transformation pathways and products by comparison of the test chemical with existing reaction libraries; the direct photolysis reaction library contains

alerts for the capability of a chemical to react with lysine (Lys); the 77 structural alerts were developed based on data from the direct peptide reactivity assay (DPRA)
alerts for the capability of a chemical to react with cysteine (Cys); the 77 structural alerts were developed based on data from the direct peptide reactivity assay (DPRA)

102 reaction profiles and structural alerts for the capability of a directly acting electrophile to form covalent bonds with a protein

simulates the abiotic oxidation pathways of chemicals under air or oxygen exposure at room temperature,
simulates the abiotic oxidation pathways of chemicals under air or oxygen exposure at room temperature,

protein binding OASIS  OASIS TIMES model for skin sensitization; contains 112 structural alerts related to interactions with (skin) proteins

= FEe )
~ 5 2E£32 —~ Acetylsalicylic acid, pretilachlor, phosmet, bendiocarb, and
° g g g E %: 22 v w s g 5 quercetin had similar ¢, , in all media as well as PBS, indicating
=l =1 B k7] g v £ 2 g = . o . . . .
-§ E E‘s’ g & 8 —§ R S 5 5 E‘s’ that hydrolysis and possibly autoxidation in the case of quercetin
=) 2 LS o g g £ g 58 . .
85 TEEE FEs 2= cE0E0 ERE (Table S8) were responsible for the degradation. Phosmet
a E S & R % g ‘é 2 é E £ & showed the fastest degradation with ¢, , below S h in all media.
T O & O A& &A & & O Malathion, carbofuran, amoxicillin, andrographolide, and -
5 sulforaphane showed faster degradation in the assay media than
é e g » g in PBS. For these chemicals, the protein content of the medium
8 838 8358 appeared to affect the degradation rate. However, the rapid
= e RO = . . .
= o o = degradation of some of these chemicals in the neurobasal
medium was unexpected (eg, f,/, malathion 4.37 h, t;,
.§ g g § andrographolide 5.01 h, and ¢/, L-sulforaphane 8.73 h). The
é 8 g 3 3 ”r'é protein content of the neurobasal medium (2.58 mL/L) was
% 2z K 25 £ %” slightly below that of the GeneBLAzer medium (4.84 mL/L), so
g .§ E g g g g g the t,/, in GeneBLAzer and neurobasal medium were expected
= E S & Y

Table 2. In Silico Prediction Models Used for the Prediction of Chemical Degradation

to be very similar. However, the t,/, in the neurobasal medium
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were almost as high as those measured in the AREc32 medium,
which had a much higher protein content (e.g., L-sulforaphane:
AREc32 medium = 6.27 h and neurobasal medium = 8.73 h). It
may be that the different composition of the neurobasal medium
influenced the degradation rate of the test chemicals since it is an
FBS-free medium. The neurobasal medium contains two
supplements of undefined components that might be respon-
sible for the accelerated degradation of the chemicals.

Oxytetracycline was the only chemical that showed
degradation only in PBS and not in the bioassay media.
Reversible binding to proteins of the media may stabilize the
structure of oxytetracycline and prevent a hydrolytic degrada-
tion.

Chemical Stability at Different pH Values. In addition to
the stability of the chemicals in cell culture media and PBS as a
physiological buffer, the chemical stability was investigated at
three different pH values over a maximum duration of 48 h to
determine whether degradation of chemicals is more likely to be
acid-catalyzed or neutral hydrolysis or might be accelerated by
hydroxide ions. Autoxidation can also be pH-dependent if the
redox potential of the chemical is dependent on the protonation
state.”””® Evaluation of the pH dependence of degradation is
important because the pH value of the bioassay medium can
change during the course of the bioassay. The degradation
kinetics plots of all chemicals (Figure SS) were used to derive k
and t,, at different pH values (Table S7).

Six chemicals were found to be stable at all three pH values
with t,,, > 100 h, and furosemide and thiabendazole showed
only very slow degradation at one pH value (Figure 2).
Acetylsalicylic acid, pretilachlor, and 8-gingerol showed similar
t/, at all pH values (Figure 2); thus, the degradation was
independent of the hydroxide or proton concentration. For
these chemicals, the nucleophile is either water or the hydrolysis
is an Sy1 reaction.

Most of the test chemicals (phosmet, bendiocarb, quercetin,
malathion, carbofuran, andrographolide, and vr-sulforaphane)
showed fastest degradation at pH 9 and decreasing degradation
rates at pH 7.4 and 4. The degradation of these chemicals is
apparently accelerated by hydroxide ions since they were stable
at low hydroxide concentrations (pH 4, [OH™] = 107 M) and
degraded more rapidly with increasing hydroxide concentra-
tions, pH 7.4 ((OH™] =107 M) and pH 9 ((OH™] = 1075 M).
For andrographolide and quercetin, there was evidence of
possible autoxidation.”””®”? For the other chemicals, it was
probably a hydrolytic degradation. In this case, the overall
reaction followed pseudo-first-order kinetics between the test
chemicals and the hydroxide ions, despite the fact that the
concentration of hydroxide ions at the highest pH values tested
was not higher than the chemical concentration (e.g,
[carbofuran] = 2.26 X 107 M and [OH™] at pH 9 = 1 X
10~ M). The reactions took place in a buffered system to
maintain the pH, and thus the hydroxide ion concentration was
probably kept constant throughout the duration of the test. The
pH of the buffers was measured after 48 h incubation with the
chemicals and showed no significant deviation from the initial
pH values within 0.1 pH units.

Bendiocarb, phosmet, and quercetin showed the lowest ¢, , at
pH 9 with 0.28 h (bendiocarb), 0.26 h (phosmet), and <0.28 h
(quercetin) (Table S7). The time required to perform the
experiments was approx. 17 min (0.28 h). Therefore, for
chemicals with very rapid degradation, which were already
degraded without additional incubation, t,,, < 0.28 h was
reported.
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Figure 3. Experimental degradation constant (k) of (A) carbofuran and

(B) quercetin plotted against the concentration of hydroxide ions
[OH7].

For two of the test chemicals (carbofuran and quercetin), the
degradation was measured from pH 6.6 to 8.6 (carbofuran) or
from pH 5.4 to 7.8 (quercetin) (Table S3). The k increased
linearly with increasing [OH™] for carbofuran (Figure 3A) and
quercetin (Figure 3B). For carbofuran, the hydroxide ion acted
as a nucleophile and the measured degradation constant k can be
broken down into hydrolysis (ki) and reaction with OH™

(kon) (eq 5)

k=kyo+ kog- X [OH] (5)

Thus, a linear regression of k plotted against [OH™] has a slope
of ko~ and an intercept of ki o. Acid-catalyzed hydrolysis and

reaction with water were negligible as the intercept of the linear
regression of eq S in Figure 3 with a ky o of 0.014 & 0.006 h™

demonstrated. The ko~ was (3.42 x 10*) + (1.69 X 10°)
M™'hl

For quercetin, which showed a structural alert for
autoxidation, the reaction rate also increased linearly with
increasing pH because the autoxidation is also pH-dependent.””
Hydroxide ions can deprotonate the transition state of this
reaction, which accelerates the reaction.”®”® The intercept of
Figure 3B was <0.01 h™', which means that protons do not play a
role but ko~ was (5.58 X 10°) + (1.87 X 10*) M™' h™! for the
OH ™ -facilitated autoxidation (eq 7)

k = koy- X [OH] (6)

Dinoseb and sethoxydim were rapidly degraded at pH 4 but had
t1/, > 100 h at pH 7.4 and 9. There is no evidence of hydrolysis
of dinoseb in the literature, but the photocatalytic degradation
was much faster at pH 4 than at higgher pH values.® Dinoseb has
an acidity constant (pK,) of 4.62,°" and the anion present at pH
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Figure 4. (A) Comparison of experimental degradation constants (k) of the test chemicals in glutathione (GSH) in phosphate-buffered saline (PBS)
compared with k in PBS. (B) The k of the test chemicals in bovine serum albumin (BSA) in PBS compared with k in PBS. (C) The k in BSA in PBS
compared with k in GSH in PBS. Only chemicals with k > 0.007 in at least one test solution are shown. For L-sulforaphane, no k could be measured in
GSH because t;,, was <0.28 h. The difference between k measured in the GSH or BSA solution and in PBS was tested with an unpaired t-test (A, B).
The asterisks above the columns indicate the level of significance. If no asterisks are shown, the difference was not significant. CHL, chloramphenicol;
OXY, oxytetracycline; MAL, malathion; and AND, andrographolide (C).

7.4 and 9 is stabilized by the delocalization of the 7-electrons
over the benzene ring into the electron-withdrawing nitro-
substituents. For sethoxydim, the observations are consistent
with the literature since hydrolysis of the oxime group is
catalyzed by protons.*”

Oxytetracycline was the only test chemical that showed
degradation only at pH 7.4. At lower or higher pH, t,,, was
>100 h for that chemical. This observation is consistent with the
literature where it has been demonstrated that oxytetracycline is
hydrolyzed to apo-oxytetracycline.”* Oxytetracycline has three
acidic functions with pK, values of 3.28, 6.68, and 12.52 and one
basic amino group with a pK, of 9.00.** At pH 7.4, the molecule
is 84% anionic and 16% zwitterionic. Differences in speciation
could influence the susceptibility to hydrolytic degradation.

Reactivity toward Proteins. The reactivity of the test
chemicals toward proteins was tested with BSA and GSH as
model nucleophiles. The pH of all solutions was adjusted to 7.4,
and the nucleophile was always used in excess to ensure pseudo-
first-order kinetics.

The reduced glutathione (GSH) was quantified with Ellman’s
assay.”® The measured GSH concentration equaled the nominal
concentration when measured immediately but deviated from
the initial concentration by up to a factor of 10 after 48 h (Figure
S6). Since this observation did not occur at all concentrations, it
could be an artifact. Although GSH was used in 10-fold excess to
the chemical concentration, GSH could have been partially
depleted after 48 h, which could slow down the reaction. The
plots of degradation kinetics of the test chemicals in a GSH or
BSA solution in PBS (Figure S7) were used to derive k as fit
parameter and f,,, (Table S7).

Eight chemicals showed degradation in the GSH solution with
ti, < 100 h, ie, k > 0.007 h™' (Figure 4A). For five of the
chemicals (acetylsalicylic acid, andrographolide, carbofuran,
malathion, and pretilachlor), k in the GSH solution was higher
than k measured for the PBS control, but there was only a
significant difference for andrographolide and pretilachlor
(unpaired t-test). There was an immediate degradation of 1,2-
benzisothiazol-3(2H)-one, 2-methyl-4-isothiazolinone, and 1-
sulforaphane, so that no k could be fitted and ¢, , was <0.28 h for
these chemicals. It is well known that isothiazolinone biocides
like 1,2-benzisothiazol-3(2H)-one and 2-methyl-4-isothiazoli-
none can react with the cysteine residue of GSH.** However,
there was no degradation of either chemical in BSA solution nor
in the bioassay media up to 48 h of incubation. The size and
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three-dimensional structure of the BSA molecule may be a steric
hindrance that prevents a reaction with the free cysteine, also
explaining the stability of 1,2-benzisothiazol-3(2H)-one and 2-
methyl-4-isothiazolinone in the bioassay medium (Figure 2 and
Table S7). In this case, the stability test in GSH solutions did not
reflect stability in the bioassay medium, so GSH should not
generally be used as a sole surrogate for determining reactivity
toward proteins in the assay medium.

Eleven chemicals had k > 0.007 h™' in the BSA solution
(Figure 4B). The k in the BSA solution was higher than k in PBS
for nine of the chemicals, but the difference was significant only
for andrographolide, bendiocarb, L-sulforaphane, malathion, and
oxytetracycline (unpaired t-test; Figure 4B). L-Sulforaphane
showed a very fast degradation in GSH and BSA solutions and
was stable at pH 7.4 in PBS; thus, the reaction with proteins
must be the main degradation pathway for this substance. This is
consistent with the observation of Hanschen et al.’> who
demonstrated that L-sulforaphane can react with the thiol group
of cysteine as well as with the amino group of, e.g, lysine.

Bendiocarb, malathion, and oxytetracycline were all hydro-
lyzed at pH 7.4, which makes it difficult to say whether there is an
additional reaction with proteins or whether the hydrolysis
might be accelerated due to the presence of BSA. Only
malathion showed faster degradation in the bioassay medium
than in PBS, which also indicates a reactivity toward proteins for
this chemical. Yamagishi et al.** recently showed that malathion
can form various adducts with human serum albumin. For most
chemicals, k measured in the presence of BSA or GSH did not
differ greatly (Figure 4C). However, four of the test chemicals
(chloramphenicol, oxytetracycline, andrographolide, mala-
thion) showed faster degradation with BSA than with GSH.
Chloramphenicol and oxytetracycline showed low k and high
standard deviations with both nucleophiles, hampering the
evaluation of this result. Malathion and andrographolide showed
a significantly faster degradation in the presence of BSA
compared to that of GSH (up to a factor of 19.9 difference).
GSH has a freely accessible thiol group, but BSA contains other
reactive amino acids (eg, lysines) that can play a role in
reactivity. The results obtained with both nucleophiles are
generally comparable for most of the chemicals but since some
chemicals showed a significantly faster reaction with GSH than
with BSA and vice versa, testing with both nucleophiles is
advisable.

https://doi.org/10.1021/acs.chemrestox.2c00030
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Figure S. Experimental degradation constant (k) of (A) pretilachlor

and (B) andrographolide plotted against the concentration of
glutathione [GSH].

The degradation kinetics were measured for additional GSH
concentrations for andrographolide and pretilachlor to
determine the second-order rate constant with GSH kggyy (eq 7).

k= kH20 + kgey X [GSH] )

Figure S shows k plotted against the GSH concentration for
pretilachlor (A) and andrographolide (B). For pretilachlor, kg
determined from the fit was 37.55 M™" h™" and ky o was 0.049

h™". This is slightly higher but in the same range as stability
measured in PBS (0.022 + 0.010 h™') because pretilachlor
showed slow degradation at pH 7.4. Although pretilachlor
reacted with GSH, it showed no reactivity to BSA (Figure 4B)
because k in the BSA solution was higher than ky o, but the

difference was not significant (unpaired t-test).
Andrographolide had a kg 0f 437.90 M™' h™" and was found
to be stable at pH 7.4 with k < 0.007, so the intercept was set to
0. Michael addition is the mechanism of the second-order
reaction of andrographolide with GHS.*' Andrographolide
showed an even faster reaction with BSA, which could be caused
by other reactive amino acids in addition to cysteine.
Photodegradation. The susceptibility of the test sub-
stances to photodegradation was tested by incubation in a xenon
test chamber. The chemicals were exposed to the radiation of the
lamp for up to 7.5 h, which corresponds to a multiple of the light
intensity to which chemicals are normally exposed under
laboratory conditions. The degradation plots of all chemicals can
be found in the Supporting Information (Figure S8). The
sample temperature could not be monitored in the xenon
chamber, and the samples were prone to evaporation after
longer incubation. Therefore, there were volume variations in
the samples from different time points. Since the volume of the
desorption solution was constant, these variations should not

874

have a large effect on the relative chemical concentration, but no
kinetics for photodegradation were fitted since these would not
be comparable with the kinetics of the other test systems.

An overview of the qualitative photodegradation results for
the test chemicals can be found in the Supporting Information
(Table S7). Eleven chemicals showed degradation within 7.5 h
incubation in the xenon test chamber. Three of these chemicals
(bendiocarb, phosmet, and quercetin) showed ¢/, < 7.5 h in
PBS in the dark, so the degradation of these chemicals might be
caused by hydrolysis (or autoxidation) and not by photo-
degradation. 1,2-Benzisothiazol-3(2H)-one, chloramphenicol,
and furosemide, which were all stable in PBS in the dark, and
oxytetracycline showed the fastest degradation in the xenon test
chamber, so these chemicals are very likely to be prone to
photodegradation, which is also in line with the litera-
ture.””%%>%%% All chemicals that showed fast photodegradation
were found to be stable in the bioassay medium. This
observation proves that for a normal use of the chemicals in
the in vitro bioassay, photodegradation does not play a
significant role, as the chemicals are not exposed to high light
intensities over a longer period of time. For other in vitro systems
such as algal toxicity, where incubation in light is necessary, these
processes could play a more important role.”’

Oxidation. Although autoxidation in the bioassay medium is
possible for some chemicals, this reaction cannot be separated
from the other processes and is therefore difficult to detect.
Potentially comparing stability in the presence and absence of
antioxidants could shed more light on autoxidation. The general
susceptibility for oxidation was checked by incubation of the test
chemicals with the mild oxidant N-bromosuccinimide (NBS).
NBS was used in excess to ensure a complete reaction of the
chemicals. The reaction was very fast, and the half-lives were
lower than the process time of the experiment. The degradation
plots of all chemicals can be found in the Supporting
Information (Figure S9), and an overview over the results can
be found in Table S7. Fifteen of the 22 test chemicals were
degraded by NBS within 2 h incubation (Figure S9 and Table
S7). 2-Methyl-4-isothiazolinone, acetylsalicylic acid, bendio-
carb, chloramphenicol, pretilachlor, thiabendazole, and triclopyr
were not oxidized within the total incubation time of 48 h. The
observed degradation of acetylsalicylic acid, bendiocarb, and
pretilachlor after 48 h was caused by hydrolysis since the
chemical concentration in the NBS solution did not differ from
the concentration in the PBS controls (Figure S9). Most of the
other test chemicals were degraded rapidly (<10 min) by NBS.
The test with NBS showed that most of the test substances were
principally oxidizable but oxidation does not appear to be
relevant under bioassay conditions because many chemicals that
were degraded by NBS were stable in the bioassay medium (1,2-
benzisothiazol-3(2H)-one, 6-gingerol, 8-gingerol, acetamino-
phen, dinoseb, furosemide, sethoxydim). Thus, NBS is not a
good substitute to detect oxidation under bioassay conditions
(autoxidation); however, the reaction with NBS may indicate
that these chemicals can also be oxidized within cells by
metabolizing enzymes (cytochrome P450 enzymes).*”

In Silico Prediction of Chemical Stability. Three different
in silico models were used to determine the susceptibility of the
test chemicals to hydrolysis at different pH values, photo-
degradation, and their reaction potential toward proteins. All
models were designed for the prediction of environmental
degradation processes or structural alerts for chemical reactivity.
We wanted to evaluate if these models could be used to identify
unstable chemicals in in vitro bioassays as well. The in silico

https://doi.org/10.1021/acs.chemrestox.2c00030
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models predicted degradation for all chemicals except
thiabendazole for at least one test condition (Figure 6). More
detailed information can be found in the Supporting
Information (Table S9).

Two models (HYDROWIN and CTS) were used to predict
hydrolysis of the test chemicals at three pH values. The models
often provided different predictions of chemical stability, and
HYDROWIN often lacked data for predicting stability at higher
and lower pH values. The predicted t,,, (Table S9) were often
very high (days to years), compared to the normal duration of an
in vitro bioassay (24—48 h), which was also performed at higher
temperature.

As a conservative approximation, all chemicals with predicted
t;» < 60 days were considered degradable according to the
persistence criterion of the European chemical regulation
REACH.® For 10 of the chemicals, both models predicted no
degradation at all pH values. At pH 4 or 5, HYDROWIN
predicted degradation for two chemicals (L-sulforaphane,
sethoxydim) and CTS for four chemicals (amoxicillin,
bendiocarb, carbofuran, pretilachlor). At pH 7, HYDROWIN
predicted the degradation of 5 and CTS of 7 chemicals, and at
pH 9, degradation was predicted for 4 chemicals by HYDRO-
WIN and 10 chemicals by CTS.

CTS was also used to predict photodegradation, and 13 of the
test chemicals were predicted to be prone to photodegradation.
There were no t;,, predicted for photodegradation, so all
chemicals with predicted photodegradation were considered
unstable.

Five models from the QSAR Toolbox were used for the
prediction of reactivity toward proteins. The protein binding
OECD model classified nine chemicals as reactive, and the
protein binding OASIS model classified 13 chemicals as reactive.
The protein binding potency LYS model predicted degradation
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only for L-sulforaphane, and the protein binding potency CYS
model predicted degradation for 1,2-benzisothiazol-3(2H)-one,
2-methyl-4-isothiazolinone, acetylsalicylic acid, and L-sulfor-
aphane. 2-Methyl-4-isothiazolinone, chloramphenicol, and
pretilachlor were predicted to be unstable by the protein
binding potency GSH model.

Comparison of Experimentally Determined Stability
with In Silico Predictions. The models used for the prediction
of hydrolysis or photodegradation were developed to predict
these processes in the environment. The protein reactivity
models are based on structural alerts and do not give any
indication of reaction rates or conditions.

Since the pH of the bioassay medium is 7.4, hydrolysis at
neutral pH should be a major degradation process in the
bioassay medium. The HYDROWIN model was able to give a
prediction for 13 of the test chemicals at pH 7. Acetylsalicylic
acid, bendiocarb, carbofuran, L-sulforaphane, and phosmet were
predicted to be degradable. All of these chemicals, except L-
sulforaphane, also showed degradation in the experiment.
However, two chemicals (malathion and oxytetracycline) that
showed degradation at pH 7.4 in the experiment were predicted
to be stable by the model. According to CTS, amoxicillin,
andrographolide, bendiocarb, carbofuran, malathion, phosmet,
and pretilachlor were prone to degradation at pH 7. Amoxicillin
and andrographolide were found to be stable in the experiment,
but 8-gingerol, acetylsalicylic acid, and oxytetracycline showed
degradation, which was not predicted by CTS. Quercetin, which
also showed degradation at pH 7.4 in the experiment, was
probably not degraded hydrolytically but oxidized, which is why
it was classified as stable by CTS. Table S10 compares model
predictions with experimental results. For HYDROWIN, the
agreement was 77% and for CTS, it was 76%.

https://doi.org/10.1021/acs.chemrestox.2c00030
Chem. Res. Toxicol. 2022, 35, 867—879



Chemical Research in Toxicology

pubs.acs.org/crt

Reactivity toward proteins is a major potential degradation
route for chemicals in bioassays, along with hydrolysis, since
most media contain high levels of FBS or protein-rich
supplements. In the experiments, six chemicals (1,2-benziso-
thiazol-3(2H)-one, 2-methyl-4-isothiazolinone, andrographo-
lide, L-sulforaphane, malathion, and pretilachlor) reacted with
GSH and/or BSA.

The models used to predict reactivity toward proteins are
normally used to get early warnin%s about a possible skin
sensitization potential of chemicals.””~”> Therefore, they only
give structural warnings indicating potentially reactive groups of
the test chemical but do not give any indication of conditions
and rate of a possible reaction. None of the models were able to
identify all chemicals that showed reactivity toward proteins in
the experiment. The protein binding OECD and the protein
binding OASIS models gave alerts for approx. half of the
chemicals. Still, both models could not identify all chemicals that
showed reactivity toward proteins in the experiment. The
protein binding OECD model classified 1,2-benzisothiazol-
3(2H)-one and malathion as nonreactive, and the protein
binding OASIS model gave no alert for andrographolide. The
agreement of both models with the experimental findings was
59%. 1,2-Benzisothiazol-3(2H)-one, 2-methyl-4-isothiazoli-
none, acetylsalicylic acid, and L-sulforaphane were predicted to
be reactive by the protein binding potency CYS model, but it did
not give a warning for andrographolide and malathion and could
not make a prediction for pretilachlor. The agreement with the
experimental results was 76% for the protein binding potency
CYS model, which was the best agreement of all models
predicting reactivity toward proteins. The protein binding
potency GSH model had an agreement of 67% with the
experimental results and predicted reactivity for 2-methyl-4-
isothiazolinone, chloramphenicol, and pretilachlor, and no
prediction was possible for the other chemicals. L-Sulforaphane
was the only chemical classified as reactive by the protein
binding LYS model. L-Sulforaphane showed degradation in the
presence of BSA, but from these results, it is not possible to
conclude which amino acids were involved in the reaction.

B CONCLUSIONS

The proposed HT workflow for the determination of the abiotic
stability and characterization of degradation processes of
chemicals in in vitro bioassays was used to evaluate the stability
of 22 environmentally unstable test chemicals under bioassay
conditions. Hydrolysis at pH 7.4, autoxidation (specifically for
quercetin), and reactivity toward proteins were identified as the
main responsible processes for the degradation of chemicals in
the bioassay medium. All chemicals that showed degradation in
assay media were either degraded in PBS alone or showed
reactivity toward proteins. The experiments showed that the
abiotic stability of chemicals played a relevant role even in the
relatively short time frame of in vitro bioassays and that stability
tests are necessary to obtain reliable bioassay results.

The depicted workflow (Figure 1) suggests that first, the
concentration of the test chemicals in the respective bioassay
medium should be measured and compared with the initial
concentration. If no reduction of the initial concentration can be
detected in this test, the chemicals can be considered abiotically
stable and no further tests are necessary. However, if a reduction
in the chemical concentration of >20% compared to the initial
concentration is observed, the t,/, should be determined in the
respective medium. If chemicals are not stable, the concen-
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trations should be quantified in the bioassay and measured effect
concentrations should be reported.

To identify the responsible degradation processes, the ¢/, at
pH 7.4 should be determined first, and if they are found to be
higher than the corresponding t,/, in the medium, the reactivity
toward proteins should be tested with BSA or GSH. In this case,
the BioSPME 96-Pin device can be used for a HT measurement
of the relative concentration, but also other extraction
techniques can be used for more hydrophilic (e.g, protein
precipitation) or hydrophobic (e.g, liquid—liquid extraction)
chemicals.

According to the results of the present study, tests for
photodegradation are not necessary if the bioassays are
performed under laboratory conditions and incubated in the
dark. Tests with NBS could not mimic oxidation under bioassay
conditions in the present study but might be used to give an
indication of metabolic degradability.

In silico models for the prediction of hydrolysis and reactivity
toward proteins can be used in support of experimental tests to
screen test chemicals for possible degradation or reactivity prior
to bioassay. The models generally showed good agreement with
the experimental data, but no model could predict all chemicals
that showed degradation in the experiment. The models were
not designed for the specific conditions in the bioassay and are
therefore not sufficient on their own to evaluate the stability of
chemicals in this context. Having a larger set of experimental
stability data under bioassay conditions, it may be possible to
develop a model capable of reliably predicting stability in the
bioassay in the future, but until this is achieved, experimental
stability measurements are indispensable for a reliable
evaluation of the abiotic stability of chemicals and should be
routinely integrated in future in vitro bioassay workflows.

Abiotic degradation processes that reduce the stability of the
test chemical in the bioassay medium may lead to misinter-
pretation of the bioassay results. For example, if less active
transformation products are formed, the chemical will be
classified as inactive in the corresponding assay. Further research
is needed to determine whether comparable degradation
processes can also occur in humans. If nominal effect
concentrations of unstable chemicals in in vitro assays are used
as input parameters for QIVIVE models, the effect in vivo may be
underestimated. QIVIVE models are usually based on the
nominal concentration, which does not take into account either
partitioning processes (e.g, binding to proteins or plate
material) or loss processes (abiotic degradation, metabolism,
volatilization) of the test chemicals during the assay.'®”""'
Differences in the stability of the test chemicals between the in
vitro bioassays and in vivo in humans may be a major impediment
for using bioassay data for human health risk assessment.
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ABSTRACT: Acrylamides are widely used industrial chemicals Biological nucleophiles:

that. cause Aadverse effects.i.n humans or anlr;la‘ls, such as T ——

carcinogenicity or neurotoxicity. The excess toxicity of these Genotoxicity? . Not reactive

reactive electrophilic chemicals is especially interesting, as it is Reactive e

mostly triggered by covalent reactions with biological nucleophiles, MEEASEHIC .Z\ZZ/\/_ 'M,‘,L\\‘__/LN‘?

such as DNA bases, proteins, or peptides. The cytotoxicity and f \ 3 :

activation of oxidative stress response of 10 (meth)acrylamides o , Notreactive
. . . H Oxidative glutathione (R4= CHy)

measured in three reporter gene cell lines occurred at similar R, o

concentrations. Most acrylamides exhibited high excess toxicity, | Acrylamides SUESS ¢ )L/\/TL /(;“ on MJLF

while methacrylamides acted as baseline toxicants. The (meth)- ® L ) | )

acrylamides showed no reactivity toward the hard biological ’

nucleophile 2-deoxyguanosine (2DG) within 24 h, and only

acrylamides reacted with the soft nucleophile glutathione (GSH). Second-order degradation rate constants (kggy;) were measured for
all acrylamides with N,N’-methylenebis(acrylamide) (NMBA) showing the highest kggy (134.800 M™' h™') and N,N-
diethylacrylamide (NDA) the lowest kqgy (2.574 M~ h™"). Liquid chromatography coupled to high-resolution mass spectrometry
was used to confirm the GSH conjugates of the acrylamides with a double conjugate formed for NMBA. The differences in reactivity
between acrylamides and methacrylamides could be explained by the charge density of the carbon atoms because the electron-
donating inductive effect of the methyl group of the methacrylamides lowered their electrophilicity and thus their reactivity. The
differences in reactivity within the group of acrylamides could be explained by the energy of the lowest unoccupied molecular orbital
and steric hindrance. Cytotoxicity and activation of oxidative stress response were linearly correlated with the second-order reaction
rate constants of the acrylamides with GSH. The reaction of the acrylamides with GSH is hence not only a detoxification mechanism
but also leads to disturbances of the redox balance, making the cells more vulnerable to reactive oxygen species. The reactivity of
acrylamides explained the oxidative stress response and cytotoxicity in the cells, and the lack of reactivity of the methacrylamides led
to baseline toxicity.

B INTRODUCTION Acrylamides belong to the group of electrophilic reactive
chemicals. The toxicity of reactive chemicals exceeds baseline
toxicity (narcosis),"’ which is the lowest toxicity a chemical
can have and is caused by the incorporation of the chemicals
into the cell membrane.'” Reactive chemicals are of special
concern since they usually have 10 to 10,000 times higher
toxicity than baseline toxic chemicals,"" and their toxicity can
have different modes of action (MOA),"” but is mostly
triggered by irreversible reactions with thiol, amino, or
hydroxyl groups of biological nucleophiles such as proteins,
peptides, and DNA."*'® The reaction of acrylamides with
nucleophiles is a Michael addition where the a,f-unsaturated

Monomeric acrylamide (prop-2-enamide) is used in the
c