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Tübingen

2022



Tag der mündlichen Prüfung: 10.07.2023
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Chapter 1

Dissertation introduction

Everyday, we find ourselves in situations where we use machines which have learned from

data to perform specific tasks. We use face recognition to unlock our phones, translate

texts from one language into another using Google Translator or talk to voice assistants like

Amazon’s Alexa or Apple’s Siri. Google News clusters news articles with the same topic from

a large number of websites and YouTube proposes videos that are similar to the ones we

recently watched. Other machines are able to predict our preferences. Based on own movie

ratings, Netflix suggests what movies we may like. Social media platforms such as Facebook

or Instagram have perfected the ways to show us advertisements of products we are most likely

interested in and customize our feeds to show us the content that we like.

Although all these machines are crucially different in the tasks they are performing, they are all

based on a set of tools called machine learning methods. In the literature, there is no unique

definition of what machine learning exactly is (see Athey, 2018, for a discussion). In a rather

narrow sense, machine learning is a field in which algorithms are designed to solve different

tasks of data analysis. Most tasks fall into two categories, supervised and unsupervised ones

(James et al., 2013). Unsupervised machine learning algorithms refer to a set of methods that

are used when there are many covariates without a label (i.e. no outcome). For example,

such methods are useful when the researcher wants to identify groups of observations that

have similar covariates or wants to estimate the joint distribution of many variables. They

are often applied in video, image and text analysis. Supervised machine learning algorithms

are used to fit a model that connects the covariates with an outcome. The goal is to build a

model that is able to predict the outcome on previously unseen data. Whereas the goodness
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of fit is the central element in machine learning, most economists focus on the identification

and estimation of causal effects. Therefore, economists often do not put much importance

on the goodness of fit (see Imbens and Athey, 2021, or Mullainathan and Spiess, 2017 for an

in-depth discussion on the difference between predictive and causal tasks). Maybe because of

the different focus, economists have not started to integrate machine learning methods into

their research until the 2010s. Since then, this branch of the literature rapidly grew. Today,

a variety of machine learning methods to answer economic questions exist and an increasing

number of economists apply them in their research. Athey (2018) and Athey and Imbens

(2017, 2019) give reviews on these recent developments and discuss them thoroughly. The

following introduction to machine learning methods and to the topics of this dissertation draws

in some parts on these excellent overviews.

This doctoral thesis contributes to applied machine learning research by exploring and dis-

cussing novel methods to a number of relevant research questions. I specifically look into the

question of how and when machine learning methods can be useful to answer economic ques-

tions. To this end, each chapter focuses on one specific area in which recent methodological

advances have been made that are of particular interest for economists. Chapter 2 applies

post-double-selection (Belloni et al., 2012, 2014a,b) to estimate average effects. Chapter 3

uses the generalized random forest framework (Athey et al., 2019) to work out the case of a

Two-Stage Least Squares random forest aimed at estimating heterogeneous effects. Chapter

4 applies latent dirichlet analysis for survey data (Munro and Ng, 2022) to study the role of

latent variables in a family economics application.

Chapter 2 and 3 rely on supervised machine learning methods. Supervised machine learning

methods can only in some cases be used off the shelf to answer economic research questions.

They are valuable if causal inference is not important, for example if the question is predictive

at its core. One could use conventional supervised machine learning methods to predict asset

prices (Grammig et al., 2020), loan repayment (Björkegren and Grissen, 2017) or demand

curves (Bajari et al., 2015). Kleinberg et al. (2015) point out that supervised machine learning

methods also can be used off the shelf to look into a wide range of policy decision problems.

For example, one could analyze the characteristics of teachers that will add the most value

or one could predict the length of an unemployment episode to help individuals to determine

their savings rate and job search strategy. However, many research questions in economics and

social sciences are of a causal nature. In these settings, supervised machine learning methods

cannot be directly applied. First, the identification of causal effects requires some kind of
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assumption or structure. Second, the ground truth is not observable in settings where the

goal is to estimate an effect, whereas in prediction settings the truth can always be observed.

Therefore, it is (relatively) straightforward to optimize and evaluate a prediction model by

computing the mean squared error in an independent test set. To apply machine learning

methods in settings where the goal is to estimate a causal effect, the objective function has

to be adjusted. Moreover, statistical theory is more important than it is in predictive settings

to evaluate how well the estimated effect approximates the truth. To address these issues, a

recent but rapidly developing literature combines the strengths of supervised machine learning

methods and conventional econometric methods in order to estimate causal effects.

A large part of the conventional econometric literature on causal inference is about estimating

average treatment effects under the assumption of unconfoundedness which assumes that the

treatment assignment is as good as random after controlling for observed characteristics. The

assumption requires that all characteristics of a unit that affect the treatment assignment

and the potential outcomes, i.e. the unit’s outcome in an alternative treatment state, are

observed (Imbens and Wooldridge, 2009, provide a review on this literature). Starting in the

1990s, various semi-parametric estimators have been proposed (e.g., Robinson, 1988; Hahn,

1998; Heckman et al., 1998; Abadie and Imbens, 2006). All these methods estimate a low

dimensional parameter (average treatment effect) by flexibly modeling the way how a small

number of covariates relative to sample size affect the outcome. Machine learning methods

to estimate average effects build on this line of research. They provide new approaches to

estimate semi-parametric models, when the researcher observes many covariates relative to

sample size.

Building on Robinson’s (1988) partially linear model, Belloni et al. (2012, 2014b) propose

a procedure that uses the least absolute shrinkage and selection operator (lasso, Tibshirani,

1996) to choose controls. Lasso estimates a regression model using an objective function that

penalizes the absolute sum of coefficients to prevent the model from overfitting. The penalty

draws all regression coefficients towards zero, many of them exactly to zero effectively dropping

them from the model. Belloni et al. (2012, 2014b) point out that choosing controls only based

on a lasso model of the outcome equation would lead to biased average effects. Lasso might

drop covariates that are weakly correlated with the outcome but strongly correlated with the

treatment indicator, since the algorithm’s only purpose is to predict the outcome as precisely

as possible. The reverse would be the case if controls were chosen using a lasso model of

the treatment indicator. To overcome this problem, they propose post-double-selection, a
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procedure that selects covariates by estimating two lasso models. Using all covariates, one

lasso model of the outcome and one lasso model of the treatment indicator is estimated. Then,

all covariates with non-zero coefficients in either of the lasso models are used as controls. In

chapter 2, post-double-selection is used to analyze the role of the beliefs about a nurse’s wage

in the decision to become one. In a more recent paper, Chernozhukov et al. (2017) propose a

general procedure, they call ’double machine learning’. The method uses score functions that

satisfy the Neyman orthogonality condition, for example doubly robust scores in the sense of

Robins et al. (1994, 1995), and applies sample splitting to achieve good statistical properties.

The potentially high-dimensional nuisance parameters of the score function (parameters which

are not of primary interest but have to be estimated) are estimated with conventional machine

learning methods and are used as plug-in estimators for their population equivalent. For the

case of Robinson’s (1988) partially linear model, the procedure complements post-double-

selection. Similar to the method proposed by Robinson (1988), double machine learning yields

a semi-parametric residual-on-residual regression. First, a non-parametric regression of the

outcome on the covariates and a non-parametric regression of the treatment indicator on the

covariates is conducted. Then, the residuals from the first regression are regressed on the

residuals from the second regression. Robinson (1988) uses a kernel regression to run the

non-parametric regressions. Using the approach proposed by Chernozhukov et al. (2017), any

machine learning method can be used for this task.

Another line of the literature concerned with the estimation of average effects designs methods

that mimic randomized experiments more closely. The methods reweight the observations such

that covariates are balanced between treatment and control group. To balance covariates,

propensity score matching has long been used (Heckman et al., 1998). Early work proposed to

use machine learning methods instead of logit or probit models to predict the propensity score

(e.g., McCaffrey et al., 2004; Wyss et al., 2014). However, as for example Belloni et al. (2014b)

point out, such an approach often has poor properties since machine learning methods do not

necessarily choose the most important confounders, i.e. covariates that are correlated with

both treatment and outcome. Instead covariates that are most predictive of the propensity

score are selected. Recent methods replace the propensity score to balance the covariate

distribution with weights that are designed such that balance between treatment and control

group can be directly achieved (e.g., Hainmueller, 2012; Iacus et al., 2012; Zubizarreta, 2015;

Imai and Ratkovic, 2014). Athey et al. (2018b) propose ’residual balancing’, an estimator

combining balancing weights with regression adjustment, i.e. closely related to doubly robust
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methods for estimating average treatment effects. However, their approach can deal with many

covariates because the conditional mean of the outcomes is estimated using a regularized linear

model (lasso or elastic net). Assuming that the outcome model is linear, residual balancing

does not need to impose any structure on the propensity score model other than overlap. Note

that using weights that balance selected covariates is implicitly equivalent to using regression

adjustments (Robins et al., 2007). Therefore, residual balancing closely relates to post-double-

selection, which however performs worse in situations where the assignment model is complex

(Athey et al., 2018b).

In addition to the analysis of average effects, the analysis of effect heterogeneity is impor-

tant to gain a basic scientific understanding. Moreover, it can give important insights for

policy makers by identifying individuals that benefit the most from a policy or for deciding

which groups should get a certain treatment (see Athey and Imbens, 2017, for further dis-

cussion). Often, researchers conduct a subgroup analysis by either including interactions into

the model or running the model on subsamples and compare the results between them. Some

approaches systematically search for heterogeneity over many dimensions and account for mul-

tiple hypotheses testing (e.g., Chernozhukov et al., 2018; List et al., 2019). Machine learning

methods offer an alternative to identify groups that differ the most in their effect size. For

this task, decision trees are a natural choice (Breiman et al., 1984). Conventional decision

trees successively split a given sample into subgroups and assign the same prediction (e.g., the

mean of the outcome) to each observation in the same group. The sample is split such that

the objective, in case of a regression tree the mean squared error, is minimized in each step.

Due to the iterative partitioning of the data, the model can be represented as a tree and final

partitions are called leafs. Su et al. (2009) and Athey and Imbens (2016) propose using a tree

to partition the covariate space and then to estimate the treatment effect in each partition of

the data. To account for the fact that the mean squared error cannot be computed because

the true effect is unknown, they suggest several alternative objective functions. The preferred

estimator of Athey and Imbens (2016) is the causal tree, which splits the covariate space in

order to maximize the heterogeneity. Moreover, Athey and Imbens (2016) propose sample

splitting to avoid bias that occurs when the same data is used to discover heterogeneity and

to estimate the effects. They split the sample into two parts, building the tree on one sample

and estimating the effects using the other sample. Zeileis et al. (2008) and Asher et al. (2016)

propose more general frameworks in which trees are used to reveal heterogeneity. Zeileis et al.

(2008) use trees to automatically find heterogeneity in parametric models such as maximum
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likelihood, whereas Asher et al. (2016) pair the generalized method of moments with classifi-

cation trees to analyze heterogeneity. Asher et al. (2016) use the sample splitting procedure

proposed by Athey and Imbens (2016) to provide an asymptotic theory of their estimator.

Often, researchers and policy-makers are not only interested in differences between subgroups

but want to obtain a smooth estimation of effect heterogeneity, e.g., when personalized de-

cisions have to be made. This could be achieved by using kernel or matching estimators

(Athey and Imbens, 2019). However, these methods do not work well when there are many

covariates. Imai and Ratkovic (2013) view the problem to estimate heterogeneous effects in

high dimensions as a variable selection problem and use support vector machines to solve it.

Using double machine learning (Chernozhukov et al., 2017), any machine learning method

can be used to estimate heterogeneous effects if there is a proper score function (see Knaus

2020 for an application under the assumption of unconfoundedness). Nie and Wager (2021)

propose the R-learner to estimate heterogeneous treatment effects in observational studies in

two steps. First, two nuisance parameters (conditional mean outcome and propensity score)

are estimated using flexible machine learning methods. To recover the heterogeneous effect,

the predictions are plugged into a loss function based on Robinson (1988).

A natural choice to non-parametrically estimate the treatment effect as a function of a high-

dimensional vector of covariates is to use a random forest. A random forest averages many

regression or classification trees that are repeatedly built on random subsamples of the data.

Random forests have been adapted to solve specific tasks. For example, Meinshausen and

Ridgeway (2006) propose a quantile forest to infer conditional quantiles instead of conditional

means and Ishwaran et al. (2008) design a survival forest to analyze right-censored survival

data. Wager and Athey (2018) propose the causal forest, a forest composed of many causal

trees (Athey and Imbens, 2016), to estimate heterogeneous treatment effects. Using sample

splitting, Wager and Athey (2018) show that the estimates of a causal forest are consistent

and asymptotically normal. They further provide a valid estimator of the variance to build

confidence intervals. More recently, Athey et al. (2019) propose a general framework that

utilizes random forests to estimate conditional moment conditions. In a nutshell, the method

consists of two steps. In the first step, the method assigns one weight to each observation

depending on its similarity to a given test point (covariate vector at which the effect is esti-

mated). To this end, the random forest is viewed as a nearest neighbor metric (e.g., Lin and

Jeon, 2006). Observations that are close to the test point in terms of the random forest, i.e.

more often fall into the same leaf as the test point, obtain higher weights. Observations that
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only seldom fall into the same leaf as the test point, obtain lower weights. In the second step,

these weights are used to solve weighted moment conditions, similar to local maximum likeli-

hood where weights come from a kernel (Tibshirani and Hastie, 1987). The authors establish

consistency and asymptotic normality of their estimator and provide a procedure to compute

valid confidence intervals. Athey et al. (2019) apply their method to quantile regression and

to an instrumental variable model with one instrument. In chapter 3, we will use Athey et al.’s

(2019) framework to work out the case of a Two-Stage Least Squares random forest that can

be used to estimate heterogeneous causal effects, when there is more than one valid instru-

ment. Hartford et al. (2017) proposes an alternative method that uses a deep neural network

to estimate heterogeneous effects in instrumental variable settings. Bayesian additive regres-

sion trees (BART, Chipman et al. 2010) are closely related to random forests. Hill (2011) and

Green and Kern (2012) use BART to estimate heterogeneous effects. Although asymptotic

properties are unknown, BART seems to work well in practice.

Personalized effects are often used to determine how to allocate a policy. In the machine

learning literature, this problem has been discussed for the case where a causal effect can

be identified under the assumption of unconfoundedness (e.g., Strehl et al., 2010; Dud́ık

et al., 2014, 2011; Li et al., 2015; Swaminathan and Joachims, 2015). For a binary and

exogenous treatment with known treatment probability, Kitagawa and Tetenov (2018) propose

an algorithm based on inverse probability weighting. Building on their work, Athey and Wager

(2021) develop a family of algorithms that can be applied in a variety of settings. They consider

the case of a binary and continuous exogenous treatment (given observables) and the case of a

binary endogenous treatment, when the researcher has a valid instrument. The authors show

that the problem of optimal policy assignment can be reframed as a classification problem

which can be solved using any machine learning method. Due to their interpretability, Athey

and Wager (2021) propose to use decision trees. Zhou et al. (2022) extend the algorithm to

the case with many potential treatments.

In contrast to chapters 2 and 3, chapter 4 applies an unsupervised machine learning method

to infer latent classes. Unlike supervised machine learning methods, unsupervised methods

can often be directly applied to answer questions that are of interest for economists. Some

unsupervised machine learning algorithms, for example generative adversarial networks (GANs)

proposed by Goodfellow et al. (2014), can be used to estimate the joint distribution given a

large set of covariates. GANs search a model that is able to generate data that look like the

sample. The fit of the model is assessed by comparing the generated data with the original
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data, similar to a Turing test (i.e. testing whether one is being able to tell whether the data was

generated by the model or whether it is the original data). To this end, GANs are formulated

as the solution of a minimax problem between two models, a generator and discriminator. The

generator generates synthetic data and the discriminator classifies whether the data is synthetic

or not. Whereas the discriminator maximizes the accuracy of its classification, the generator

minimizes it. In economics, GANs can be used to simulate artificial data that closely mimic

real datasets. Athey et al. (2021b) propose to use them to conduct Monte Carlos Simulations

to evaluate newly developed methods. This limits the freedom of the researcher in simulating

data and increases the trust in Monte Carlos simulations. Moreover, Kaji et al. (2020) propose

an adversarial approach to estimate the parameters of complex structural models. A generator

is used to generate synthetic observations using the structural model and a discriminator has

to tell whether the observation is synthetic or not.

Most unsupervised methods are used to reduce the dimensionality of the data when there are

many covariates. Some methods partition the data into subsamples, each containing individ-

uals with similar characteristics. One famous algorithm for this task is K -Means Clustering

(Hartigan and Wong, 1979). The algorithm iterates between assigning observations to clusters

by minimizing the distance of each observation to the centroid (center of the clusters) and

accordingly updating the centroids until convergence is achieved. Other methods search for

a low dimensional representation of the data. For example, matrix factorization finds two

low-dimensional matrices whose product approximates a larger matrix (the data). In practice,

this approach is often used to solve matrix completion problems, e.g., recommender systems

to suggest movies. There, individuals give ratings to some movies, but not to many others and

the goal is to make the best prediction for the missing entries. Athey et al. (2021a) transfer the

perspective of a matrix completion problem to conduct causal inference in a panel-data set-

ting. They propose a method to predict (not observable) counterfactual outcomes of treated

individuals.

Matrix factorization can be interpreted as representing a matrix as a vector of latent char-

acteristics for each row and column (i.e. a vector for each individual and each movie or a

vector for each unit and each time period). The prediction of a cell in the matrix is the inner

product of both vectors. Economists frequently rely on latent variable models, in particular in

cases where the researcher wants to understand an underlying concept to make better sense

of the data. For example, Carneiro et al. (2003) and Cunha et al. (2010) use latent variable

models to estimate the technology of cognitive and non-cognitive skills. Stock and Watson
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(2011) give an extensive review on dynamic factor models, often used in macroeconomics to

summarize the variation of important indicators such as output, employment or prices. In

the machine learning literature, latent variable models called topic models are of often used

for unsupervised text analysis. Topic models assume that documents consist of a mixture of

topics, latent characteristics, and each topic is a collection of words (see Blei and Lafferty

2009 for a review on topic models). An early method to estimate such a model was latent

semantic indexing (LSI, Deerwester et al. 1990). LSI applies singular value decomposition to

retrieve the latent semantic structures. More recent topic models are based on latent dirichlet

analysis (LDA, Blei et al. (2003), a hierarchical bayesian model which can be solved using

MCMC methods. LDA makes use of the dirichlet distribution, which is a distribution over

discrete distributions. The topic proportions are assumed to be dirichlet random variables over

topics, and the topics are assumed to be dirichlet random variables over words.

Munro and Ng (2022) develop LDA for survey data (LDA-S), a bayesian hierarchical latent class

model closely related to conventional LDA. LDA-S has several features that help economists

to analyze hidden structure in the data. The model connects unobserved heterogeneity with

observed characteristics and survey responses and explicitly acknowledges that survey responses

are categorical. Munro and Ng (2022) show that the statistical model corresponds to a

structural model of utility maximization, which guides the interpretation and estimation of the

model parameters. LDA-S is used in chapter 4 of this thesis to construct parenting styles and

study their effect on cognitive and non-cognitive skills.

Moreover, tools applied in the machine learning literature to solve Bayesian models can be

helpful for economists to estimate structural model at a larger scale. For example, Ruiz

et al. (2020) propose a hierarchical model of consumer choice and consider thousands of

products simultaneously. To reduce the dimension of the data, they apply hierarchical Poisson

factorization (Gopalan et al., 2015) to represent each item as a vector of latent attributes.

Instead of letting the consumer simultaneously consider all possible bundles, they assume

that the consumer sequentially adds items to the shopping basket. Imposing such human

computational constraints into the structural models is both reasonable from a theoretical

perspective and makes the model computationally efficient. To solve their model, they use

variational inference to approximate the posterior distribution and apply gradient descent to

find the parameters of the model. Building on Ruiz et al. (2020), Athey et al. (2018a) analyze

the consumer choice over restaurants using data on the morning location and lunch time

restaurant choice. Similar to the model by Ruiz et al. (2020) the dimension of the data is
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reduced by latent variable models. In their model they allow both the users’ willingness to

travel and the users’ utility for each restaurant to vary across user-item pairs.

To conclude this introduction, I briefly outline the three studies that represent the main body

of this dissertation. Each chapter applies one recent machine learning method to study one

substantive economic research question.

Average Effects: The role of wage beliefs and information in the decision to become a nurse

The focus of chapter 2 lies on the estimation of average effects. Using post-double-selection

(Belloni et al., 2012, 2014a,b), I investigate the policy relevant question of whether and how

wage beliefs and information influence the decision to become a nurse. This question takes an

important place in the recent literature. Due to demographic change and technological progress

in medicine, the demand for skilled nurses has increased in industrialized countries over the

past decades. The existing literature discusses a series of factors that might alleviate the lack

of skilled workers. Among these, wages are the most controversial. Some authors identify the

wage as a very important factor influencing labor supply decisions of nurses. However, others

suggest that the labor supply of nurses is relatively inelastic in terms of wages. The focus of

this chapter is on beliefs about wages and how they influence the decision to become a nurse.

Such beliefs may affect educational choices and could be easily changed by policy-makers – at

least compared to other factors such as preferences.

The effect of the wage beliefs on the career choice can only be interpreted as causal, if all

factors that affect both the career choice and the wage beliefs are observed. In order to

justify this assumption the data has to contain extensive background information measured

before the career choice took place. I use data of 14- to 15-year-olds who are about to obtain

a lower secondary degree. The data covers not only educational and parental background

but also measures for personality, competencies, interests and attitudes. Overall, the data

contains more than 150 potential control variables. To handle such a large number of potential

controls, I use post-double-selection. The data-driven procedure chooses the most important

confounders and flexibly accounts for non-linear confounding. However, omitted variable bias

may still be likely due to the complexity of occupational choice and the formation of wage

beliefs. To analyze the impact of potential unobserved confounding, I follow a novel approach

by Cinelli and Hazlett (2020). The method assesses the minimal strength that unobserved
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confounding needs to have in order to change the conclusion by using the impact of known,

observed, strong confounders as benchmark.

The results show that, contrary to common perceptions, the wage beliefs play a positive and

statistically significant role in the decision to become a nurse. I show that this effect is driven

by individuals who do not become a nurse and understate a nurse’s wage. The empirical results

lead to two important policy implications. First, increasing the wage may help to overcome

the shortage observed in many countries. Second, providing information on the (relative) wage

may be a successful strategy to attract more individuals into this profession. The results of

the sensitivity analysis show that potential unobserved confounders would have to be strong

to overrule these conclusions.

Heterogeneous effects: Two-Stage Least Squares random forests with an application to Angrist

and Evans (1998)

Chapter 3 is concerned with the estimation of heterogeneous effects. Recently, Athey et al.

(2019) have generalized the concept of random forests to a general class of estimation meth-

ods that solve conditional moment conditions. They apply their method to the estimation of

conditional average partial effects under exogeneity and conditional instrumental variable esti-

mation based on the classic one-instrument formula (Wald’s formula, e.g. Angrist and Pischke,

2008). In this chapter, we extend the one-instrument random forest to the case with multiple

instruments, the 2SLS random forest. We work out all the expressions for estimation, sample

splitting and variance estimation, and address the problem of choosing the optimal tuning

parameters of an instrumental variable forest. Finally, we provide an implementation in R and

C++. In the second part of the chapter, we use the 2SLS random forest to revisit the classic

application of instrumental variables in Angrist and Evans (1998, Children and Their Parents’

Labor Supply: Evidence from Exogenous Variation in Family Size). They use sibling-sex com-

position instruments in order to investigate the effect of family size on parental labor supply.

Including coarse group categories in their 2SLS regressions, they also provide a basic analysis

of heterogeneity of these effects across characteristics such as mother’s education or husband’s

earnings (e.g., low/middle/high father’s income, or low/middle/high education). We revisit

this question using our 2SLS random forests. Comparing the results with the estimates in

Angrist and Evans (1998), we find that the general magnitude of the effects as well as basic

qualitative patterns generally coincide well. However, the random forest shows in a much more
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detailed way, and simultaneously in more than one dimension, the exact geometry of effect

heterogeneity. For example, for women with high husband’s income, the loss in labor supply is

small and not very sensitive to own education. In contrast, for women in poorer households,

the loss in labor supply strongly depends on own education and is much larger for low levels of

education compared to high levels of education. This reflects the opportunity costs of highly

educated women in poorer households (in terms of foregone household income) if they do not

participate in the labor market.

Latent variable modeling: Parenting styles, socioeconomic status and (non-)cognitive skills

In the last chapter, we use a latent variable model to infer latent parenting styles, the broad

strategy of how parents interact with their children. Various studies analyze the role of parental

investment in the development of the child. Most often, these studies focus on time and mon-

etary investments. The choice and effects of parenting styles, another dimension of parental

investment, is a rather novel topic in the economic literature.

This chapter contributes to the literature in many ways. First, we apply latent dirichlet anal-

ysis for survey data (LDA-S, Munro and Ng, 2022), a novel method which can handle a large

set of measures on parent-child interactions. Among other measures, we take into account

how parents monitor their child, how parents enforce their will, and how inconsistent parents

are in their parenting. Therefore, we are able to describe parenting styles in more detail than

previous studies. This allows us to separate styles that differ only in terms of a few, but

important, dimensions. Second, the theoretical framework of LDA-S provides an economically

interpretable link between parent-child interactions and parents’ socioeconomic environment.

Third, the model results in latent classes which easily refer to theoretical models proposed by

sociologists. In this way, the data driven approach can be embedded into theoretical frame-

works. Fourth, we fill the gap on the link between parenting styles and household composition.

Fifth, rich data on children’s (non-)cognitive skills allow us to explore the association between

parenting styles and children’s skills.

Applying LDA-S results in four parenting styles. Two styles closely resemble an authoritative

and authoritarian style as defined by sociologists. The two other styles can be interpreted as

variations of these two styles. The latent variable model shows that the choice of the parenting

style is strongly associated with household income, parents’ education and whether the child
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is an only child. In the last part of the chapter, we analyze how parenting styles contribute to

the skill gap between children from different socioeconomic environments. We find that styles

associated with having more than one child and having a low household income are linked

with lower skills. Interestingly, parents’ education is not systematically connected to parenting

styles which are related to more favorable outcomes. These results give important directions

for policy-makers. To reduce the skill gap one could promote styles that are associated with

the most favorable outcomes. However, the effectiveness of parents in implementing certain

parenting styles may depend on their personal characteristics. Our results suggest that parental

skills and time resources of parents might limit the choice of the parenting style. Policy-

makers could foster parents’ (non-)cognitive skills or help parents to allocate their available

time between children more efficiently.
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Chapter 2

Average effects: The role of wage

beliefs and information in the decision

to become a nurse

2.1 Introduction

Due to demographic change and technological progress in medicine, the demand for skilled

nurses has increased over the past decades (German Employment Agency, 2020). This trend

will continue in the coming years and will further aggravate the lack of nurses. To counteract

this development, it is important to analyze and to understand the occupational behavior of

nurses. The existing literature discusses a series of factors that might alleviate the lack of

skilled workers. These include individual preferences of (future) nurses, improving working

conditions and increasing wages. I contribute to this discussion by analyzing the effect of

the beliefs about a nurse’s wage of young students on the probability of becoming one. This

is particularly interesting for at least two reasons: First, wages are the most controversially

discussed factor in the literature. Some authors identify it as a very important factor influencing

labor supply decisions of nurses (Hanel et al., 2014; Doiron et al., 2014). However, others

suggest that the labor supply of nurses is relatively inelastic in terms of wages. Factors such

as personal attitude and working conditions seem to play a much larger role (Shields, 2004;

McCabe et al., 2005).
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Since there are large differences in earnings depending on the occupational choices, the eco-

nomic literature on the effect of the expected wage is rich (Altonji et al., 2016). The majority

of studies agree that the wage has a significant and positive effect on the career choice (e.g.

Boudarbat, 2008; Montmarquette et al., 2002). Nonetheless, most studies find that prefer-

ences and interests play a larger role in career choice than the wage expectations (Beffy et al.,

2012; Arcidiacono, 2004).

In line with the economic literature, the nursing literature suggests preferences and interests

to be the most important factors influencing the decision to become a nurse. In particular,

caring for people is identified as the key reason for choosing the profession (e.g. Wilkes et al.,

2015; Petrucci et al., 2016; Matthes, 2019). Concerning the wage, several studies find that

it only plays a minor role in the decision-making process (e.g. McCabe et al., 2005; Bomball

et al., 2010; Cho et al., 2010). Based on these results, policy-makers might be tempted to

focus on non-monetary factors to attract more young people into nursing. However, this

contrasts recent work by Hanel et al. (2014) and Schweri and Hartog (2017). Schweri and

Hartog (2017) examine the effect of ex-ante wage expectations on the decision to pursue

a nursing degree (tertiary education) by using data on healthcare trainees (upper-secondary

education) in Switzerland. Therefore, they analyze the decision on the intensive margin. Their

results show that the greater ex-ante wage expectations of a nursing degree, the higher the

probability to pursue such a degree later on. This indicates that higher wages may attract more

students to become a high-skilled nurse. Hanel et al. (2014) estimate a model of labor supply

decisions using data on individuals who hold a nursing qualification. The model accounts for

the intensive and extensive margin by allowing individuals to enter and to exit occupations.

As a result, they find a considerable high wage elasticity. This differs fundamentally from

other work that detect very small elasticities (Shields, 2004; Andreassen et al., 2017). These

differences can be fully explained by the frequent neglect of the extensive margin and the

exclusive analysis of the intensive margin. Although Hanel et al. (2014) do not account for

the choice of becoming a nurse, their results suggest that wages may heavily drive the career

choice, i.e. a decision on the extensive margin.

The focus of this paper is on beliefs about wages. Such beliefs may affect educational choices

and could be easily changed by policy makers - at least compared to other factors such as

preferences. For example, Jensen (2010) analyzes preceived returns to secondary schooling of

students in the Dominican Republic. He finds that the expected returns are underestimated.

By providing information, students completed more years of education. At the same time,
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Dante et al. (2013) find that students who do not become a nurse basically know nothing

about it (e.g. initial wages).

I use extensive panel data of former German 9th graders. It contains information on the wage

that young students think a nurse, a hairdresser, a motor vehicle mechanic, a bank clerk, a

teacher and a physician earns. This information enables me to estimate the effect of the beliefs

about a nurse’s wage on the probability to become one. Moreover, I estimate the effect of

other factors (e.g. social orientation) on the probability of choosing the profession of a nurse.

This allows to assess the magnitude of the impact of the beliefs about a nurse’s wage and to

fit my results into the recent literature.

In addition, the data contains extensive background information on the individuals measured

in 9th grade, i.e. before their occupational decision took place. This covers not only educa-

tional and parental background but also measures for personality, competencies, interests and

attitudes. Overall, the data allows to observe over 150 characteristics. By applying the lasso

proposed by Tibshirani (1996), a method that draws coefficients towards zero or exactly to

zero, I am able to select the relevant controls and to model non-linearities in confounding.

However, the lasso is tailored to choose variables such that an outcome is precisely predicted.

Therefore, it cannot be applied directly for variable selection, when the aim is to estimate a

partial effect. As a solution, Belloni et al. (2012, 2014b) propose the post-double-selection,

which is a two-step procedure to identify relevant controls and their functional form. To

interpret the estimated effect as causal, I need to assume that no factors affecting the de-

pendent variable and the variable of interest remain unobserved (unconfoundedness). Despite

the ability to condition on a rich set of controls and flexibly model their functional form, this

assumption is very strict and likely to be violated in some way. To mitigate the concerns about

omitted variable bias and to get an idea about its consequences, I follow a novel approach by

Cinelli and Hazlett (2020). For linear models, they propose to assess the minimal strength

that unobserved confounding needs to have on the wage beliefs and on the career choice in

order to change the conclusion. To this end, Cinelli and Hazlett (2020) propose a procedure

for benchmarking based on observed covariates. The knowledge about main predictors for

career choice or the wage beliefs is the crucial premise for the benchmarking to be valuable.

Fortunately, literature on determinants of wage expectations and factors driving young people

into nursing is rich. Thus, credible benchmarking on observed covariates is possible.

This is by far not the only approach to assess the sensitivity of results. Several approaches
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exist. For example, in an influential paper, Oster (2019) proposes a method for computing the

relative degree of selection on observed and unobserved variables to match a given treatment

effect (which is zero, for example). However, the degree of relative selection is hard to grasp

and interpret. Moreover, the computation requires the specification of the unknown maximum

explanatory power that can be achieved by a regression of the outcome on both observed and

unobserved controls. By contrast, the method by Cinelli and Hazlett (2020) only relies on

quantities that are easy to understand and interpret.

My results show that higher beliefs about a nurse’s wage increase the probability to become a

nurse. In line with recent literature, individual preferences play a larger role than the beliefs.

Since the career choice is a decision on the extensive margin, my results are also consistent

with those of Hanel et al. (2014). The importance of the extensive margin is further un-

derlined by the result that effects are driven by young people who do not become a nurse

and underestimate the wage. This means that the public perception of wages in nursing is

too low. Therefore, nursing is less attractive than other occupations for which wages are not

systematically understated. To combat the lack of skilled nurses, policy-makers can make the

profession more attractive by increasing the beliefs about a nurse’s (relative) wage.

The remaining paper is structured as follows. Section 2 outlines the methods applied in the

empirical analysis and briefly describes the data, the wage belief measures as well as the

control variables. In section 3, I present and discuss the main results of my analysis. Section

4 concludes.

2.2 Methods

2.2.1 Empirical strategy

Post-Double-Selection

The partial effect of the wage belief wi on the probability to become a nurse is estimated by

a partially linear model

yi = βwi + g(xi) + ζi, (2.1)
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where yi ∈ {0, 1} denotes the binary choice to become a nurse. The function g(xi) is unknown

and potentially complicated. I approximate it by a linear combination that may include higher

order polynomials and interactions

g(xi) = x′iθy + ryi, (2.2)

where ryi is an approximation error. The aim is to estimate β. However, it is a difficult

task to define a set of variables to be included in the model and to model their functional

form (i.e. what polynomials and interactions to include). Therefore, I rely on data-driven

variable selection and follow the post-double-selection (PDS) approach proposed by Belloni

et al. (2012, 2014b). The lasso is a shrinkage method that imposes a penalty on the size of

the coefficients, i.e. shrinks them towards zero or exactly to zero. This prevents models with

many variables that are correlated with each other from overfitting (Hastie et al., 2009). The

lasso is defined as

γ̂lasso = argmin
γ

{
1

2

N∑
i=1

(
yi − γ0 −

p∑
j=1

xijγj

)2

︸ ︷︷ ︸
residual sum of squares

+λ

p∑
j=1

|γj|︸ ︷︷ ︸
penalty term

}
, (2.3)

where
∑p

j=1 |γj| imposes the penalty on the size of the coefficients and the parameter λ ≥ 0

controls the magnitude of the punishment.

A naive approach to estimate β would be to apply the lasso estimator to equation (3.11) and

to exclude β from the penalty term such that it is enforced to stay in the model. Afterwards

one might use a least-squares regression of the outcome on wi and controls with non-zero

coefficients. However, this approach leads to biased estimates because of omitted variables.

The lasso is designed to learn a forecasting rule of yi given wi and xi and not to learn about

the relationship between yi and wi given controls xi (Belloni et al., 2014a). Therefore, lasso

cannot be used off the shelf for the estimation of partial effects. As a solution, Belloni et al.

(2012, 2014b) propose an intuitive and easy-to-implement procedure. First, the lasso is used

to estimate a model predicting the outcome given xi in equation (2.4) and a further model

predicting the wage beliefs given xi in equation (2.5)

yi = x′iπ + ϵi, (2.4)

wi = x′iθw + νi. (2.5)

Subsequently, all variables with non-zero coefficients in either of the two models are kept

as control variables in order to estimate β̂ in equation (3.11) by an ordinary least squares
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regression. This step is known as the ”post-lasso”. The crucial assumption under which PDS

works is approximate sparsity. It states that the wage belief and the career choice can be

approximated by equation (2.4) and (2.5) using only a small number of covariates relative to

the sample size. Note, that approximate sparsity is also implicitly assumed in conventional

OLS analysis where no double selection by lasso takes place. Additional variables that are

considered as important for ensuring robustness, can be included (amelioration set). The

condition is that the amelioration set is not substantially larger than the number of variables

chosen via the lasso (Belloni et al., 2014b).

The choice of λ is of importance. With the aim of prediction, standard lasso applications

choose λ by cross-validation. However, this analysis aims to estimate a partial effect. If λ

is too large, only a few variables are selected and omitted variable bias may occur. If λ is

too small, the number of variables is very large such that overfitting may become an issue.

Therefore, I follow Urminsky et al. (2016) and use λ = 1.1σR
1√
N
Φ−1(1 − 0.1

ln(N)2p
), where

N is the number of observations, p is the number of potential controls, Φ−1 denotes the

inverse cumulative function of the standard normal distribution and σR the standard deviation

of the residuals of the model. Finally, it is important to note that the chosen variables are not

interpretable since selection depends on the sample (Mullainathan and Spiess, 2017).

Sensitivity

In order to interpret the partial effect β̂ as causal, I need to rely on the assumption of uncon-

foundedness E [ζi|wi, ryi, xi] = 0. It states that all factors that affect the choice yi and the

wage belief wi at the same time must be contained in g(xi). Even though I have access to

an extensive set of potential controls xi, bias due to unobserved confounders may be likely.

For example, covariates measuring the interests of the individuals might not fully capture all

relevant aspects but only a share of it. Further, it cannot be ruled out, that some factors may

remain fully unobserved. Moreover, the assumption of approximate sparsity may be violated.

There may exist covariates that are not selected by lasso but affect both, the wage belief and

the decision to become a nurse. To analyze the sensitivity of the results due to potentially

unobserved (non-)linear confounding factors z, I make use of a procedure proposed by Cinelli

and Hazlett (2020). In a nutshell, they propose to assess the sensitivity of the estimates by

analyzing whether a confounder is strong enough to change the conclusion if it is as strong as

a very good predictor of y or w.
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Conventionally, the omitted variable bias can be written as b̂ias = γ̂δ̂. Hence, γ̂ describes

the difference in the linear expectation of the outcome if zi changes by one unit, holding

everything else constant and δ̂ describes the difference in linear expectation of the confounder

if the variable of interest changes by one unit, holding everything else constant (Cinelli and

Hazlett, 2020). Arguing that both quantities δ̂ and γ̂ are hard to grasp, Cinelli and Hazlett

(2020) write the conventional omitted variable bias formula in terms of partial R2 measures.

Those are easier to interpret and can be exploited for further analysis. Denote β̂obs as the

observed estimated effect and β̂ as the estimated effect from a model controlling unobserved

confounding factors, i.e. β̂ = β̂obs − b̂ias. Then, they show that

|bias| = ŝe(β̂obs)

√√√√R2
y∼z|w,xR

2
w∼z|x

1−R2
w∼z|x

df, (2.6)

where df defines the degrees of freedom, R2
y∼z|w,x stands for the partial R2 of regressing y on

z after controlling for w and x and R2
w∼z|x denotes the partial R2 of regressing w on z after

controlling for x. Further, the standard error of β̂ can be written as

ŝe = ŝe (βobs)

√
1−R2

y∼z|w,x

1−Rw∼z|x

(
df

df − 1

)
, (2.7)

and the adjusted t-statistic is defined as tadj = β̂/ŝe. Applying these definitions, β̂, ŝe and tadj

can be computed by substituting reasonable values for R2
y∼z|w,x and R2

w∼z|x, i.e. the strength

of confounding, into equations (2.6) and (2.7). However, actual knowledge about the absolute

strength is seldom available. As a solution, Cinelli and Hazlett (2020) argue that the researcher

is often able to make a statement on the relative strength of potential unobserved confounding,

e.g. z cannot account for as much variation of the outcome as some observed covariate xj.

There are several ways to formalize such claims. I follow Cinelli and Hazlett (2020) and claim

that I measure the key determinant of y and w such that the omitted variable cannot explain

as much residual variance in y or w as this determinant. Define

kw =
R2

w∼z|x−j

R2
w∼xj |x−j

(2.8)

ky =
R2

y∼z|x−j ,w

R2
w∼xj |x−j ,w

, (2.9)

where x−j is a vector including all variables contained in x, excluding xj. The ratios kw and

ky show how much of the variance in w or y is explained by z relative to the explanatory

power of xj, conditional on all other covariates. In this paper kw = ky = 1, i.e. I consider the
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impact of a confounder z that is as strong as xj. Given kw and ky, Cinelli and Hazlett (2020)

show that

R2
w∼z|x = kwf

2
w∼xj |x−j

R2
y∼z|w,x ≤ kyη

2f 2
y∼xj |x−j ,w

, (2.10)

where η is a scalar that depends on kw, ky, and R
2
w∼xj |x−j

. Furthermore, f 2
w∼xj |x−j

denotes

partial Cohen’s f of w on xj and f
2
y∼xj |x−j ,w

denotes partial Cohen’s f of y on xj.
1 Cinelli and

Hazlett (2020) have shown that these robustness results are exact for a single linear confounder

and conservative for multiple, possibly nonlinear, confounding factors.

It is important to emphasize that this bounding procedure heavily relies on the choice of the

benchmark variable xj. If it is not true that xj is a key predictor of the outcome or treatment,

the bounding is pointless. Hence, domain knowledge is necessary (Cinelli and Hazlett, 2020).

In the following, I choose observed covariates that are often discussed in the literature. First,

bounding is based on social orientation. It is the key characteristic of those who become a

nurse (e.g. Matthes, 2019), while preferences are generally a decisive factor in career choice

(e.g. Arcidiacono, 2004). In addition, interests also play an important role in the formation

of expected wages (Wiswall and Zafar, 2015). Second, the professions of the parents play

an important role in the occupational choice (e.g. Knoll et al., 2017). Therefore, the results

are bounded by an indicator that indicates whether at least one of the parents is a nurse.

Moreover, parents in nursing might inform their children about the wages in nursing. Third,

an indicator for gender is considered. Females become nurses much more often than males

(Speer, 2020). Moreover, gender also plays a crucial role in wage expectations: females expect

lower wages than males (e.g. Brunello et al., 2004; Fernandes et al., 2020). Fourth, (perceived)

ability determines the expected wages (Brunello et al., 2004). Therefore, a measure for ability,

namely metacognition, is used to bound the results. Note, that these variables have to be

part of the model in order to use them as benchmark variables. Hence, the amelioration set

contains these four variables, to ensure that they are not excluded by data-driven variable

selection.

2.2.2 Data

This study uses Starting Cohort Four (SC4) of the German National Educational Panel Study

(NEPS). The survey collects data on young people who attended the 9th grade in German

1Note that Cohen’s f2 is defined as f2 = R2

1−R2 .
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regular schools in 2010 and has been followed since (Blossfeld and von Maurice, 2011). This

includes grammar schools, middle secondary schools, lower secondary schools, comprehensive

schools, and schools offering all tracks of secondary education except the grammar schooltrack.

Since becoming a nurse requires a vocational training, all degrees that can be obtained at

these schools are sufficient to be admitted. For several reasons the data is highly suitable for

investigating the role of beliefs about a nurse’s wage in the decision to become one. Since the

data is available from 2010 to 2016, the transition from school to further education can be

observed in great detail and no retrospective information has to be used. The following analysis

is based on a cross-section of the panel and focuses on the choice of the first occupational

training, which certainly has a relevant impact on the further life course. Beyond that, the

individuals are asked to state their beliefs about the monthly salary of a nurse, a hairdresser, a

motor vehicle mechanic, a bank clerk, a teacher and a physician: ”Now we are also interested

to know how high you think the income is in certain professions. What do you think the

monthly income as a [...] is?”. Consequently, the question at hand captures knowledge about

average wages, knowledge of wages according to collective agreements, but also wrong beliefs

due to the lack of information or wrong perceptions of wages. In order to define a measure

for the beliefs about a nurse’s wage, the stated wages of all six occupations are ranked from

lowest to highest. If the wage cannot be assigned unambiguously due to ties, the mean rank

is assigned such that the sum of ranks is preserved. Formally, I define the i − th individual’s

rank of a nurse’s wage as

ranknursei = 1 +
∑

wi∈{Si\wnurse
i }

1 (wi < wnurse
i ) + 0.5× 1 (wi = wnurse

i ) , (2.11)

where 1(·) denotes an indicator function that takes the value 1 if the expression in the paren-

theses is true, Si is the set of surveyed wage beliefs and wnurse
i is the belief about a nurse’s

wage. Two further measures are defined as the ratio between individual’s i beliefs about a

nurse’s wage and maximum as well as minimum stated wage

relwagenurse, max
i =

wnurse
i

wmax
i

, (2.12)

relwagenurse, min
i =

wnurse
i

wmin
i

. (2.13)

In addition, I use the belief of a nurse’s absolute wage.

Based on the ranking measure in equation (2.11), I can easily assess how close the relative

wage beliefs are to reality by computing the deviation from the true ranks. The median wages

reported by German Employment Agency (2018) provide the basis for the true rank. According
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to this source of information, the following true ranking from lowest to the highest wage was

established: (1) hairdresser, (2) motor vehicle mechanic, (3) nurse, (4) bank clerk, (5) teacher

and (6) physician. The ranking is utilized to construct a measure that captures the knowledge

about relative wages by adding the absolute deviations of the stated rank of each occupation

rankabs. dev.
i =|rankhairdresseri − 1|+ |rankmechanic

i − 2|+ |ranknursei − 3|+

|rankbank clerk
i − 4|+ |rankteacheri − 5|+ |rankphysiciani − 6|,

(2.14)

where the ranks of each occupation are computed the same way as the rank of a nurse’s

wage. Additionally, I can construct indicators that show whether the wage rank of a nurse is

overestimated, correctly estimated or underestimated

ranknurse, overi =1 (ranknursei > 3) , (2.15)

ranknurse, correcti =1 (ranknursei = 3) , (2.16)

ranknurse, underi =1 (ranknursei < 3) . (2.17)

Besides information on wage beliefs, there are other potentially important factors available that

may drive young people into or out of nursing (see Wohlkinger et al., 2011). This enables me to

assess the importance of the wage belief by comparing the effect with other effects estimated

in the literature. A large share of recent work finds that those who become nurses do not

rate the importance of economic factors as important as those who choose another profession.

Therefore, I use a measure of the importance of economic factors (i.e. risk of unemployment

and financial aspects) in choosing a career. Moreover, helping others is considered to be one

of the main driving forces in choosing a nursing profession. Hence, a measure that quantifies

the amount of social interests is used. Finally, I estimate a model that uses an indicator of

self-assessed importance of comfort (i.e. physical working conditions).

Additionally, extensive information about the background, personal characteristics and the

(social) environment of the individuals are measured before they have decided on a career. All

potential controls are summarized in table A1. The exclusion of observations with at least one

missing value would lead to a substantial loss of observations. Therefore, I impute missing

values by chained equations (van Buuren and Groothuis-Oudshoorn, 2011). To estimate the

impact of the wage belief via equation (3.11), I account for non-linearities in confounding by

interacting all variables with each other and by additionally including fifth-order polynomials

of non-binary covariates. As a result, 13.878 potential controls are available.
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After excluding individuals with extreme beliefs, missing values in variables of interests2 or

with too many missing observations in general3, I observe 7089 individuals that transition

from school to occupational training, of whom 238 chose nursing.

2.3 Results

2.3.1 The role of wage beliefs

Descriptive evidence

First, I provide some insights about the univariate relationship between the wage beliefs and

the choice whether or not to become a nurse. Table 2.1 depicts the shares of the nurse’s wage

ranks reported by nurses and others. The ranks of both groups seem to follow a similar general

Rank of a nurse’s wage

1 2 3 4 5 6

nurses 5.88 39.07 36.13 13.87 4.62 0.42

others 14.86 48.65 27.63 6.38 1.96 0.53

all 14,55 48,32 27,92 6.63 2.05 0.52

Table 2.1 – Distribution of the wage rank

The table depicts the share of the beliefs about a nurse’s wage rank by nurses and others. For the sake of clarity, in the

case of ties, the lower rank is reported.

pattern. Both most often believe nursing to be the second and the third rank. Further, both

rarely believe that nurses have the lowest earnings or state a rank higher than three. However,

the specific patterns strongly differ. The respective shares of future nurses who state a rank

larger than two exceed the shares of the others. Furthermore, the shares for the first and

second rank are smaller among nurses. To gain further insights into the differences in wage

ranks, table 2.2 presents the mean differences of the wage rank by nurses and others. Table

2.2 reveals that, on average, nurses state a lower rank of the wage earned by hairdressers or

2That is wage belief, economic and social orientation and importance of comfort.

3Precisely, I drop observations with over 18 % missing values - that is the 90 % quantile of the share of

missing entries
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mechanics than others, but state a larger rank of a nurse’s wage. Interestingly, the average

ranks of a bank clerk, teacher and physician are not significantly different between nurses and

others. This means, that beliefs only differ for occupations with lower wages.

Mean of

others

Mean of

nurses
Difference P-values of test for differences in means

Stated rank of a... H0 : diff. < 0 H0 : diff. = 0 H0 : diff. > 0

... hairdresser 1.29 1.16 0.12 1.00 0.00 0.00

... mechanic 2.74 2.56 0.18 1.00 0.00 0.00

... nurse 2.46 2.84 -0.39 0.00 0.00 1.00

... bank clerk 4.53 4.49 0.04 0.73 0.54 0.27

... teacher 4.41 4.35 0.06 0.83 0.33 0.17

... physician 5.56 5.58 -0.14 0.40 0.80 0.60

Table 2.2 – Differences in mean wage ranks by nurses and others

The table depicts the means of the wage ranks by future nurses and others together with their differences. Further, to

assess if differences are statistically significant, t-tests are conducted.

In figures 2.1a-2.1c the remaining measures of wage beliefs are depicted in quantile plots.

Figure 2.1a shows the ratio of the belief of a nurse’s wage and the highest stated wage belief

as defined in equation (2.12). Differences in relative wage beliefs between those who become a

nurse and those who do not, are very clear. Except for the lower and upper end, future nurses

state higher wages. Similarities in lower and upper ends indicate that extreme beliefs do not

differ systematically between groups. In figure 2.1b, the distribution of the ratio between the

belief of a nurse’s wage and the lowest stated wage belief is shown. For non-future nurses the

extreme value at the upper end of the distribution is prominent. However, this appears to be

an outlier. In the remaining distribution, the relative wage belief is larger for future nurses.

Differences increase in higher quantiles. In summary, descriptive evidence consistently suggests

that future nurses state a higher relative wage than those who do not become a nurse. As

figure 2.1c reveals, not only the beliefs about the nurse’s relative wage is higher for future

nurses. At least in quantiles in the middle, the absolute wage belief is also slightly higher.

Results of PDS

The observed descriptive differences may be caused by confounding. For example, those who

have no interests in becoming a nurse may state rather low wage beliefs (e.g. Wiswall and

Zafar, 2015). However, to draw more valuable policy implications, it is useful to analyze the
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(c) Beliefs of the absolute wage of a nurse

Figure 2.1 – Continuous wage belief measures

Each panel depicts a quantile plot of one wage measure. The ratio of the belief of a nurse’s wage and maximum stated

wage belief is defined as relwagenurse, max
i = wnurse

i /wmax
i and ratio of the belief about a nurse’s wage and minimum stated

wage belief is defined as relwagenurse, min
i = wnurse

i /wmin
i

role of beliefs in becoming a nurse, given the characteristics of the individuals (i.e. equally

interested, same background, same skills, etc.). As described in section 2, I tackle this issue

by using PDS to estimate the partial effect of the wage belief on the probability to become a

nurse. The results are depicted in table 2.3. Each of the three columns shows the results of an

unconditional model (single OLS) and the post-lasso (a conditional OLS model with controls

chosen by double-selection). In the first column, future nurses are compared to all remaining

young people. However, this neglects the heterogeneity of the effect of (relative) wage beliefs.

Individuals who are interested in becoming a nurse, e.g. chose a similar occupation, may

be more responsive to wage beliefs compared to those who have no interest in nursing at

all. Hence, in the remaining columns the sample is restricted regarding the career choices. I

26



compare future nurses to (2) young people who opted for vocational training and (3) individuals

who chose a social field.4 Each panel of the table depicts the results of one of the four measures

described above. The measures are standardized to have mean 0 and standard deviation 1

such that the results can easily be compared with other factors in the subsequent section.5

(1) (2) (3)

nurse vs. all
nurse vs. vocational

training

nurse vs. social

field

Single OLS Post-Lasso Single OLS Post-Lasso Single OLS Post-Lasso

Rank of nurse’s wage

0.014*** 0.010*** 0.015*** 0.012*** 0.047*** 0.035***

(0.002) (0.002) (0.003) (0.003) (0.008) (0.009)

p - 41 - 25 - 13

Nurse’s wage/highest wage

0.011*** 0.006*** 0.009*** 0.006* 0.036*** 0.023***

(0.002) (0.002) (0.003) (0.003) (0.009) (0.009)

p - 38 - 16 - 20

Nurse’s wage/lowest wage

0.009*** 0.008*** 0.011*** 0.011*** 0.025*** 0.022***

(0.002) (0.002) (0.003) (0.003) (0.008) (0.007)

p - 24 - 19 - 9

Nurse’s absolute wage

0.002 0.008*** 0.006** 0.011*** 0.021** 0.028***

(0.002) (0.002) (0.003) (0.003) (0.009) (0.009)

p - 29 - 23 - 13

N 7098 4452 1616

Table 2.3 – Beliefs about a nurse’s wage

The table depicts the results of the effect of the wage belief on the decision to become a nurse. The rank of nurse’s wage

is defined in equation (2.11) and the ratio of the nurse’s wage and highest/lowest stated wage is defined in equation

(2.12) and (2.13) respectively. Standard errors are shown in parentheses. Significance of the coefficient at conventional

significance levels 1%, 5%, 10% are indicated by stars ***, **, * respectively. N indicates the number of observations and

p the number of chosen controls.

The first panel shows the estimated effects of a nurse’s rank on the probability to become a

nurse. Column one compares future nurses to all the remaining individuals in the data. As

expected from the descriptive results in tables 2.1 and 2.2, results of the unconditional model

show that an increase of the rank by one standard deviation is associated with a statistically

significant increase in the probability to become a nurse by 1.4 percentage points. When

4Note, comparing future-nurses with youths who chose a vocational training, i.e. did not choose to visit

a university, is motivated by the German education system. Education after school is divided into academic

and vocational training, whereas nursing belongs to the latter kind.

5A discussion of the magnitude of the estimates will be given in the next section.
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relevant controls are added, I still observe a statistically significant change by 1 percentage

point. The slightly smaller coefficients of the post-lasso compared to the single OLS model

shows that those, who are prone to become a nurse (e.g. having parents that are nurses and

young people that have a social attitude) have higher relative wage beliefs. The results change

only slightly with regard to the comparison group in column two. Comparing future-nurses

with individuals who chose a social field, I find a much larger effect in both the unconditional

and conditional model. These results hint to heterogeneity in the effect, i.e. larger effects for

those who chose a more similar field. Interestingly, the number of included controls is much

smaller when the comparison group only consists of individuals who chose a vocational training

or a social field. However, this is expected since the sample size is much smaller. Thus, λ

becomes larger and draws the coefficients of the lasso models stronger towards zero. Further,

the sample in column 1 is more heterogeneous than the ones in column 2 and 3. Therefore,

fewer variables may be required to explain differences.6

The second panel contains the results of the effect of the ratio of the beliefs about a nurse’s

wage and the highest stated wage. Results for the entire sample in the first column show that

even after controlling for relevant confounders, I find a statistically significant and positive

effect on the probability to become a nurse. Similar to results of the wage rank, the coefficient

in the post-lasso model is smaller than in the unconditional model. The effect stays positive and

significantly different from zero when the comparison group is changed. For those who chose

a social field in column 3, the effect is again much larger. This suggests effect-heterogeneity.

The following panel shows the impact of the ratio of the beliefs about the wage of a nurse

and the lowest stated wage on the decision to become a nurse. Comparing those who become

nurses with all other individuals, results of the unconditional model show that an increase in

the relative wage increases the probability to become a nurse by 0.9 percentage points. When

relevant controls are included, the probability increases by 0.8 percentage points. Just like the

estimates in the first and second panel, the results also indicate heterogeneity. The effects

become even larger when the comparison group consists of young people who chose a social

field. Figure 2.1b revealed that some non-future nurses have an outlying high ratio between a

nurse’s wage and the lowest stated wage. These outliers do not qualitatively alter the results.

Their exclusion, if anything were to change, would cause even larger effects.

6Note that regarding the choice of variables, mainly interactions are chosen. This hints to strong non-

linearities in confounding and stresses the importance of flexible choice of controls.
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The last panel of table 2.3 contains the results of the impact of the absolute wage belief on

the probability to become a nurse. After conditioning on relevant controls, I find a statistically

significant effect of the absolute wage on the probability to become a nurse that stays significant

when the composition of the comparison group is changed. Interestingly, in all columns, the

coefficient in the model with no controls is smaller than in the models including controls.

Whereas those who are prone to become a nurse expect higher relative wages, they have a

lower absolute wage belief. As observed for the relative wage measures, the effect becomes

larger when the comparison group is restricted to individuals who chose a similar occupation.

In summary, results in table 2.3 show that even after conditioning on an extensive set of

relevant controls and accounting for non-linearities in confounding, the beliefs about a nurse’s

wage affects the probability to become a nurse. This holds true for both the relative and

absolute wage. Moreover, I find evidence that effects are heterogeneous. These effects are

stronger for individuals who are more prone to choose a social occupation.

Sensitivity regarding omitted variable bias

It is natural to ask whether the positive association between the choice to become a nurse and

the wage belief can be interpreted as a causal one. Despite the large set of potential controls,

the presence of omitted variable bias may be likely due to the complexity of occupational

choice and the formation of wage beliefs. To analyze the impact of potential unobserved

confounding, I conduct a sensitivity analysis as described in section 2. The results are shown

in table 2.4. Each panel depicts the results of one wage measure. As discussed above, I follow

Cinelli and Hazlett (2020) and make use of observed covariates that are strong predictors of

the occupational choice or the wage belief to analyze the consequence of potential omitted

variables. Columns 2 to 5 display the adjusted estimate β̂ and t-statistic tadj. They are obtained

when an unobserved confounder, that explains as much variance in y and w as predefined

benchmark variables, is additionally controlled for. As mentioned above, the variables used

to bound the consequences of omitted variable bias are (1) gender, (2) parents’ occupation,

(3) social interests and (4) metacognition. The first column indicates whether β̂ and tadj

are computed using only one variable or whether it is based on all transformations in the

model involving the variable. For example, the adjusted estimate and t-statistic with no

transformations are computed under the assumption that an unobserved confounder that is

as strong as gender exists. In contrast, β̂ and tadj including transformations are computed by
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assuming that an unobserved confounder exists, that is as strong as gender and all interactions

that are included in the model and where gender is involved in (e.g. interaction between gender

and math-skills, gender and social interests, etc.). I expect benchmarks that account for

transformations to have a much larger impact than benchmarks of single covariates, because

many transformations are chosen by the lasso. The last column shows the results that would

have been obtained if an omitted variable that explains as much as all four variables together

had been controlled for.

(1) (2) (3) (4) (5) (6)

Including

transformations

Gender: female Parents nurses Social interests Metacognition All

β̂ tadj β̂ tadj β̂ tadj β̂ tadj β̂ tadj

Rank of nurse’s wage

nurse vs. all No 0.009 4.43 0.009 4.39 0.009 4.38 0.010 4.45 0.009 4.28

Yes 0.008 3.92 0.008 3.87 0.008 3.97 0.009 4.40 0.005 2.38

nurse vs. vocational training No 0.012 3.75 0.012 3.78 0.012 3.75 0.012 3.79 0.011 3.62

Yes 0.010 3.19 0.010 3.19 0.010 3.26 0.011 3.57 0.004 1.20

nurse vs. social field No 0.035 3.94 0.035 3.97 0.035 3.97 0.035 3.97 0.034 3.85

Yes 0.035 3.94 0.031 3.59 0.035 3.97 0.035 3.96 0.030 3.43

Nurse’s wage/highest wage

nurse vs. all No 0.006 2.77 0.006 2.79 0.006 2.74 0.006 2.79 0.006 2.62

Yes 0.005 2.44 0.005 2.30 0.005 2.29 0.006 2.79 0.002 1.12

nurse vs. vocational training No 0.006 1.85 0.006 1.90 0.006 1.87 0.006 1.90 0.005 1.70

Yes 0.005 1.59 0.005 1.51 0.004 1.40 0.006 1.88 0.001 0.30

nurse vs. social field No 0.023 2.56 0.023 2.57 0.022 2.44 0.023 2.58 0.021 2.40

Yes 0.023 2.56 0.020 2.27 0.022 2.44 0.023 2.58 0.018 2.06

Nurse’s wage/lowest wage

nurse vs. all No 0.008 3.57 0.007 3.48 0.008 3.57 0.008 3.58 0.007 3.43

Yes 0.007 3.50 0.007 3.37 0.007 3.15 0.007 3.54 0.005 2.62

nurse vs. vocational training No 0.010 3.26 0.010 3.18 0.010 3.27 0.010 3.27 0.010 3.10

Yes 0.010 3.22 0.010 3.04 0.009 2.84 0.010 3.23 0.008 2.46

nurse vs. social field No 0.021 2.90 0.022 3.01 0.020 2.77 0.022 2.99 0.019 2.61

Yes 0.021 2.90 0.021 2.95 0.020 2.77 0.022 2.99 0.017 2.38

Nurse’s wage

nurse vs. all No 0.008 3.52 0.007 3.49 0.008 3.51 0.008 3.52 0.007 3.43

Yes 0.006 2.67 0.007 3.21 0.007 3.18 0.007 3.52 0.003 1.20

nurse vs. vocational training No 0.011 3.43 0.011 3.46 0.011 3.42 0.011 3.43 0.011 3.26

Yes 0.008 2.54 0.010 3.18 0.010 3.10 0.011 3.42 0.003 0.81

nurse vs. social field No 0.028 3.12 0.027 3.07 0.028 3.12 0.028 3.12 0.026 2.96

Yes 0.025 2.84 0.025 2.85 0.028 3.12 0.028 3.12 0.019 2.14

Table 2.4 – Sensitivity due to omitted variables

The table depicts the results on the sensitivity of the effect of the wage beliefs on the decision to become a nurse. The

adjusted t-statistic is based on the adjusted estimate β̂ and adjusted standard errors ŝe. R2
w∼z|x and R2

y∼z|w,x are

computed as defined in equation (2.10) setting kw = ky = 1, i.e. unobserved confounders that are as strong as the

considered benchmark variables.

The first panel depicts the sensitivity of the results regarding the rank of a nurse’s wage.

The adjusted estimate only decreases slightly and equals 0.009, provided that there exists an

unobserved confounder as strong as gender for which is additionally controlled. The change in

the adjusted t-statistic is very small such that results stay significant at a 1% significance level.

Confounders as strong as parent’s occupation, social interests and metacognition only lead to
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minor changes. Even if I additionally control for a confounder that is as strong as all four

benchmark variables combined, the conclusion that the rank of a nurse’s wage significantly

affects the choice to become a nurse is still valid. As expected, adjusted estimates β̂ are drawn

to zero by a larger amount when transformations are included. Nonetheless, these changes

are small. The effect decreases to 0.004 if I control for a confounder that is as strong as all

four benchmark variables together and includes all their transformations. It remains significant

at the 5%-level. A change in the comparison group leads to similar robust results. The only

noteworthy change in the conclusion occurs when the comparison group consists only of those

who chose a vocational training. It is caused by a confounder that is as strong as all four

benchmark variables including their transformations. The adjusted t-statistic shows that if

such a confounder exists, there is no statistically significant effect anymore.

The second panel displays the sensitivity of the results on the ratio between the beliefs about

a nurse’s wage and the highest wage. The results for the entire sample show that only

controlling for a confounder that is as strong as all four benchmark variables and their respective

transformations has an impact that is large enough to change the conclusion. The effect

decreases to 0.002 and is not statistically significant. The sensitivity analysis reveals that

the estimated effect is sensitive when the comparison group consists of individuals undergoing

a vocational training. A confounder as strong as single variables is not strong enough to

change the conclusion. However, a cofounder as strong as gender, parental occupation or

interests together with their respective transformations leads to an effect that is not statistically

significant different from zero. It is evident that a confounder, as strong as all four benchmark

variables combined and including their transformation, leads to an insignificant effect too. The

result of comparisons between nurses and individuals in a social field are not sensitive to any

of the considered strengths of confounding.

The third panel depicts the sensitivity of the ratio between a nurse’s wage and the lowest stated

wage. The results show that no confounder as strong as the considered benchmark variables

is strong enough to change the conclusion. Even a confounder as strong as all four benchmark

variables together including their transformation does not lead to remarkable changes in the

estimated effect. Similar sensitivity results can also be observed when the comparison group

is changed.

The last panel shows how a confounder changes the estimated effect of the beliefs about a

nurse’s absolute wage. A confounder as strong as a single variable does not have an impact
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on the estimated effect. Even a confounder as strong as all four benchmark variables together

does not change the estimated effect. However, the impact of a confounder as strong as all four

benchmark variables including their transformations is considerable. The effect decreases to

0.003 and is not significantly different from zero. The results are similar when the comparison

group is changed. Comparing nurses to individuals who chose a vocational training, the impact

of a confounder as strong as all four variables combined including their transformations is

strong enough to change the conclusion. The effect substantially decreases to 0.003 and is

not significantly different from zero. Choosing individuals in a social field as comparison group,

none of the considered confounders is strong enough to change the conclusion.

Taking into account that the gender, the parents and the interests are key drivers of occupa-

tional choice, it can be concluded that results of the wage rank, the ratio between a nurse’s

wage and the lowest wage and the absolute wage are only sensitive to a confounder that is

strong. Similarly, the results on the effect of the ratio between the nurse’s wage and the

highest wage are only sensitive regarding a strong confounder when comparing nurses to all

other individuals or to those who chose a social field. However, the results are sensitive when

nurses are compared to those who chose a vocational training. If a confounder with a certain

strength exists, only subgroups are affected by the ratio.

2.3.2 How much do other factors matter?

In order to assess the size of the effects of the wage beliefs and to obtain some reassurance

about the validity of the data, I compare the effect to other factors discussed in the recent

literature. More precisely, I estimate three further PDS models using the self-assessed impor-

tance of economic factors, social interests and self-assessed importance of comfort aspects

instead of the wage belief. The results are depicted in table 2.5. To compare the size of the

effects with the effect of the wage belief in table 2.3, measures are standardized to have mean

0 and standard deviation 1.

I examine the impact of the importance of economic factors on young people’s involvement

in nursing or perhaps even their withdrawal from nursing. The results are depicted in the

first panel of table 2.5. Independent of the composition of the comparison group, I cannot

conclude that the importance of economic factors plays a role in the decision to become a

nurse. This result replicates findings of recent research: Nurses do not give much weight to
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nurse vs. all
nurse vs. vocational

training

nurse vs. social

field

Single OLS Post-Lasso Single OLS Post-Lasso Single OLS Post-Lasso

Importance of economic factors

-0.002 0.000 -0.006* 0.000 0.008 0.015

(0.002) (0.003) (0.003) (0.004) (0.008) (0.010)

p − 52 − 31 − 23

Social interests

0.028*** 0.028*** 0.042*** 0.041*** 0.042*** 0.052***

(0.002) (0.003) (0.003) (0.004) (0.010) (0.011)

p − 79 − 58 − 25

Importance of comfort aspects

-0.007*** -0.009*** -0.010*** -0.012*** -0.026*** -0.036***

(0.002) (0.003) (0.003) (0.004) (0.009) (0.010)

p − 34 − 23 − 14

N 7098 4452 1616

Table 2.5 – Relevance of other factors

The table depicts the results of the effect of other factors than the nurse’s wage on the decision to become one. Standard

errors are depicted in parentheses. Significance of the coefficient at conventional significance levels 1%, 5%, 10% are

indicated by stars ***, **, * respectively. N indicates the number of observations and p the number of chosen controls.

economic factors. However, it is noticeable that future nurses do not weight economic factors

lower than other individuals.

The next panel presents the results on the role of social interests in the decision to become

a nurse. As expected, the results suggest that social interests play an important role in the

decision to become a nurse. This holds true when the comparison group only consists of those

who chose a social field. Compared to the effect of wage beliefs, the effect of social interests is

considerably larger (more than twice as large). The finding perfectly fits into both the nursing

and the economic literature. It is often shown that preferences matter the most in the choice

of training (e.g. Arcidiacono, 2004; Wiswall and Zafar, 2015). Therefore, the result provides

some additional reassurance and further supports the results in table 2.3.

Nursing is generally known for its rather exhausting tasks and inflexible working hours. To

investigate the effect of this reputation, I analyze the role of the importance comfort aspects

on the probability of becoming a nurse. The results are presented in the last panel of table

2.5. They suggest that the larger the importance of comfort aspects, the lower the likelihood

of becoming a nurse. Interestingly, compared to the coefficients in an unconditional model,

the absolute size of the coefficients is larger in conditional models. That is, individuals that
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are more prone to become a nurse, put less emphasis on comfort aspects in their occupation.

In summary, I find that the size of the effect of the wage belief is smaller than the role of

individual interests and has about the same size as the importance of comfort aspects.

2.3.3 Assessing wage information

In general, there may be three reasons for finding a positive effect of the wage belief. Results

can be driven by future nurses who overestimate wages or by non-future nurses who underes-

timate wages. Moreover, both can occur simultaneously. To this end, I estimate further PDS

models. Instead of the wage beliefs, I use measures that capture information relative to actual

wages. As discussed above, changing the rank measure to information measures defined in

equations (2.14)-(2.17) is straightforward. The results of the analysis are given in table 2.6.

nurse vs. all
nurse vs. vocational

training

nurse vs. social

field

Single OLS Post-Lasso Single OLS Post-Lasso Single OLS Post-Lasso

Cumulative absolute deviation to true ranks

-0.004** -0.006*** -0.012*** -0.008** -0.017** -0.023**

(0.002) (0.002) (0.003) (0.003) (0.008) (0.009)

p - 45 - 35 - 17

Nurse’s wage rank overestimated

0.042*** 0.033*** 0.041*** 0.038*** 0.144*** 0.111***

(0.006) (0.006) (0.006) (0.009) (0.024) (0.025)

p - 40 - 17 - 18

Nurse’s wage rank correctly estimated

0.007 0.002 0.010 0.002 0.008 0.008

(0.005) (0.005) (0.008) (0.008) (0.020) (0.019)

p - 15 - 10 - 9

Nurse’s wage rank underestimated

-0.026*** -0.018*** -0.032*** -0.024*** -0.082*** -0.061***

(0.004) (0.004) (0.008) (0.007) (0.018) (0.017)

p - 27 - 13 - 9

N 7098 4452 1616

Table 2.6 – Information about nurse’s wages

The table depicts the results of the effect of information about nurse’s wage on the decision to become one. The measures

are defined in equations (2.14)-(2.17). The true ranking is: (1) hairdresser, (2) motor vehicle mechanic, (3) nurse, (4)

bank clerk, (5) teacher and (6) physician. The cumulative absolute deviation to true ranks is standardized. Standard

errors are reported in parentheses. Significance of the coefficient at conventional significance levels 1%, 5%, 10% are

indicated by stars ***, **, * respectively. N indicates the number of observations and p the number of chosen controls.

In the first panel, I consider a measure that captures the general level of information defined
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in equation (2.14). The larger the measure, the higher the deviations from the actual relative

wage and consequently the lower the level of information. The coefficient is standardized in

order to assess its size. The result shows that an increase in the absolute cumulative deviation

by one standard deviation decreases the probability to become a nurse by 0.6 percentage

points. The effect becomes even larger when nurses are compared to those who chose a more

similar occupation. This means that those who become a nurse can rank surveyed wages more

precisely than those who do not become a nurse. Hence, I conclude that future nurses are well

informed about relative wages.

In the remaining panels the effect of overestimation in equation (2.15), correct estimation in

equation (2.16) and underestimation in equation (2.17) on the probability to become a nurse

is analyzed. The results show that overestimation of the nurse’s rank increases and underes-

timation of the nurse’s rank decreases the probability to become a nurse. Correct estimation

does not affect the probability of becoming a nurse. These results remain statistically sig-

nificant after controlling for an extensive set of confounders chosen by double-lasso-selection

(e.g. general interests).

On the one hand, the results indicate that future nurses more often overestimate and less

often underestimate the wage of a nurse. On the other hand, future nurses rank wages more

in accordance with the true wages. Descriptive results in table 2.1 give further insights that are

crucial for the interpretation of these seemingly contradicting results. The share of individuals

who think that nurses earn the least among all six surveyed wages is much higher among

non-future nurses than among future nurses (15% vs. 6%). In general, the share of individuals

that underestimate the wage of a nurse is large (63%). Even a significant share of future

nurses underestimate the wage (45%). In contrast, the share of those who overestimate a

nurse’s wage rank is low (13%). Furthermore, the comparison of mean wage ranks between

future nurses and others in table 2.2 shows that there is only a significant difference in the

rank of the three occupations with the lowest wages, i.e hairdresser, mechanic and nurse.

There are no significant differences concerning occupations with higher wages, i.e. the wage

rank of a bank clerk, teacher and physician. Therefore, I conclude that future nurses do not

have exceptionally high wage beliefs, but individuals who do not become a nurse have beliefs

that are too low. Even future nurses often underestimate the relative wages. In summary, the

analysis suggests that the perception of a low wage in nursing among young people may be

an obstacle to attract more individuals to nursing.
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2.4 Discussion

This paper investigates the policy relevant question of whether and how wage beliefs and

information influences individual career choices to become a nurse. To this end, I used state-

of-the-art methods for causal machine learning (post-double-selection, Belloni et al., 2014a)

and sensitivity analysis (Cinelli and Hazlett, 2020). My analysis does not use retrospective in-

formation that is potentially plagued by reverse causation, but longitudinal data following 9-th

graders up to their decision whether or not to enter nursing training. I report two sets of sub-

stantive findings. First, contrary to common perceptions, individuals’ beliefs about the wages

in nursing do influence the probability of taking up nursing. The size of the effect is smaller

than the effect of individual preferences but similar to other factors such as comfort aspects.

Second, I show that understating the true rank of wages in nursing decreases the likelihood

of starting a nursing career. These results suggest two important policy implications. First,

boosting wages in nursing may help to overcome the shortage observed in many countries.

Second, providing more accurate information about actual (relative) wages in nursing would

also help to attract more individuals into this profession. The study has some limitations which

have to be kept in mind. First, the occupational choice and the formation of wage beliefs are

complex processes. Despite the fact that I have access to a rich set of controls and carefully

choose them using data-driven variable selection, the assumption of unconfoundedness may

be violated. To mitigate this concern, I conduct a sensitivity analysis. Although the existence

of unobserved confounders cannot be ruled out, results show that potential unobserved con-

founders would have to be strong to overturn the conclusions. Second, I have access to wage

beliefs on six occupations from a wide range of fields. These occupations are well known and

are often chosen by young students. However, one could argue that it might be difficult to

draw conclusions on the relative wage beliefs that can be generalized since wage beliefs on only

six occupations are available. Yet, the absolute wage beliefs also increase the probability to

become a nurse. To address these concerns, further research - preferably (quasi-)experimental

studies - on the effect of wage beliefs on the probability to become a nurse is needed.
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Chapter 3

Heterogeneous effects: Two-Stage

Least Squares random forests with an

application to Angrist and Evans (1998)

3.1 Introduction

Random forests (Breiman, 2001) are a successful and increasingly popular method for fitting

flexible regression models based on statistical learning. The method consists in successively

splitting a given sample into heterogeneous subgroups (yielding regression trees), and on re-

peating this procedure on random variations of the data (leading to random forests). Athey

et al. (2019) have generalized the concept of random forests to a general class of estimation

methods that solve conditional moment conditions. The applications presented in Athey et al.

(2019) include the estimation of conditional average partial effects under exogeneity and con-

ditional instrumental variable estimation based on the classic one-instrument formula (Wald’s

formula, e.g. Angrist and Pischke, 2008). Unfortunately, this formula does not easily extend

to the case with multiple instruments, which is the case often encountered by practitioners.

This paper has two goals. The first one is to develop a conditional instrumental variable

estimator based on multiple instruments in the general framework introduced by Athey et al.

(2019), and to work out the expressions for estimation, sample splitting and variance estima-

tion needed for implementation in software. This contributes to completing the toolbox of
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machine learning techniques for classical econometric problems and to verifying the validity of

Athey et al.’s (2019) general framework. We also address the problem of tuning an instru-

mental variables forest which, to our best knowledge, has not been considered in the literature

before. Finally, we provide an implementation in R and C++, extending previous codes con-

tributed by Athey et al. (2019). Our second goal is to use this estimator to revisit a classic

application of instrumental variables by Angrist and Evans (1998), who used sibling-sex com-

position instruments in order to investigate the effect of family size on parental labor supply.

Including coarse group categories in their 2SLS regressions, they also provided a basic analysis

of heterogeneity of these effects across characteristics such as mother’s education or husband’s

earnings. We revisit this question using instrumental variables random forests, which allow

one to plot detailed maps of heterogeneous effects across multiple dimensions which is not

possible using standard regression techniques. This yields deeper insights into the nature of

heterogeneity in these effects, going beyond the analysis in Angrist and Evans (1998).

The rest of the paper is structured as follows. Section 3.2 describes the extension of instru-

mental variables forests to the case with multiple instruments (two-stage least squares random

forests). Section 3.3 presents our empirical application. Section 3.4 concludes.

3.2 Two-Stage Least Squares (2SLS) random forests

3.2.1 Generalized random forests

Athey et al. (2019) develop a general framework for building random forests for the estimation

of local (i.e. conditional) effects θ(x) that are the solutions to moment conditions

E
[
ψθ(x),ν(x)(Oi)|Xi = x

]
= 0 for all x ∈ X , (3.1)

where ν(x) are nuisance parameters and Oi, i = 1, . . . n are i.i.d. sample data.

The generalized random forests estimates θ̂(x), ν̂(x) are obtained as(
θ̂(x), ν̂(x)

)
∈ argmin

θ,ν

∥∥∥∥∥
n∑

i=1

αi(x)ψθ,ν(Oi)

∥∥∥∥∥
2

, (3.2)

with

αbi(x) =
1({Xi ∈ Lb(x)})

|Lb(x)|
, αi(x) =

1

B

B∑
b=1

αbi(x), (3.3)
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where Lb(x) is the set of observations falling into the same leaf as the test point x in tree b.

The weights αi(x) count how often observation Xi was in the same leaf as x across all fitted

trees b = 1, . . . , B. They thus determine the relevance of different observations i for fitting

θ̂(x) in the estimating equation (3.2) (i.e. a local weight).

As described in Athey et al. (2019), the tree-building algorithm proceeds by producing succes-

sive splits that maximize heterogeneity. Let P ⊂ X be a parent node which is to be split into

two children C1, C2 ⊂ X . Athey et al. (2019) show that this can be done by first generating

pseudo-outcomes

ρi = −ξ′A−1
P ψθ̂P ,ν̂P

(Oi), (3.4)

where

Ap =
1

|{i : Xi ∈ P}|
∑

i:Xi∈P

∇ψθ̂P ,ν̂P
(Oi), (3.5)

and ξ is a vector that picks out the θ coordinate from the (θ, ν) vector. The parameters θ̂P , ν̂P

are the estimators solving the empirical estimation equation in the parent node, i.e.

(
θ̂P , ν̂P

)
∈ argmin

θ,ν

∥∥∥∥∥ ∑
i:Xi∈P

ψθ,ν(Oi)

∥∥∥∥∥
2

. (3.6)

The splitting is then done on the pseudo-outcomes, i.e. P is split into C1, C2 by maximizing

∆̃(C1, C2) =
2∑

j=1

1

|{i : Xi ∈ Cj}|

 ∑
i:Xi∈Cj

ρi

2

. (3.7)

In order to achieve consistency, Athey et al. (2019) use in addition a subsample splitting

technique (‘honesty’), which divides subsamples of the data in order to grow trees on one part

of the data and to solve the estimating equation (3.2) on another part of the data.

For statistical inference, Athey et al. (2019) show that the variance of θ̂(x) can be consistently

estimated as

σ̂2
n(x) = ξ′V̂n(x)

−1Ĥn(x)V̂n(x)
−1′ξ (3.8)

with

Hn(x) = var

(
n∑

i=1

αi(x)ψθ,ν(Oi)

)
(3.9)

and Vn(x) a consistent estimator of

V (x) =
∂

∂(θ, ν)
E (ψθ,ν(Oi)|Xi = x)

∣∣∣
θ(x),ν(x)

. (3.10)
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3.2.2 Application to instrumental variables estimation

We now describe the application of this framework to instrumental variables estimation. As

one of their applications, Athey et al. (2019) consider the structural model

Yi = µ(Xi) + τ(Xi)Wi + ϵi, (3.11)

where Yi is the outcome, and Wi is a treatment variable that is potentially correlated with ϵi.

In order to estimate τ(Xi), they consider the case of a scalar instrumental variable Zi assumed

to be independent of ϵi conditional onXi. This yields the moment condition E(Zi(Yi−µ(Xi)−
τ(Xi)Wi)|Xi = x) = 0, which, along with the moment condition defining the intercept µ(Xi),

defines the function ψ(·)τ(x),µ(x) in (3.2) (Athey et al., 2019, p. 1172).

If there is more than one instrumental variable (i.e. if Zi is a M × 1 vector), one might be

tempted to use the (vector) moment condition E(Zi(Yi − µ(Xi) − τ(Xi)Wi)|Xi = x) = 0,

but this is not possible because the framework described in Athey et al. (2019) is tailored

to the just-identified case with as many moment conditions as estimated parameters (this is

evident from A−1
P in (3.4) and V̂n(x)

−1 in (3.8), showing that the function ψ(·) has as many

arguments as it has dimensions). In order to arrive at a just-identified representation, we use a

local variant of the two-stage least squares estimator (2SLS) to which we apply the technique

of stacking moment conditions to form two-step estimation procedures (Wooldridge, 2010, p.

529).

This yields the representation

ψ τ(x),µ(x),
γ1(x),γ0(x)

(Yi,Wi, Zi) =


W̃i(Yi − µ(x)− τ(x)W̃i)

Yi − µ(x)− τ(x)W̃i

Zi (Wi − γ0(x)− Z ′
iγ1(x))

Wi − γ0(x)− Z ′
iγ1(x)

 , (3.12)

where W̃i is the abbreviation of γ0(x) + Z ′
iγ1(x). Defining W c

i = (1 Wi)
′, Zc

i = (1 Zi)
′,

Ŵi = γ̂0(x) + Z ′
iγ̂1(x) and Ŵ

c
i = (1 Ŵi)

′, the M + 3 resulting moment conditions in (3.2)
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can be solved analytically yielding

γ̂0(x)
γ̂1(x)

 =

(
n∑

i=1

αi(x)Z
c
iZ

c′

i

)−1( n∑
i=1

αi(x)Z
c
iWi

)
µ̂(x)
τ̂(x)

 =

(
n∑

i=1

αi(x)Ŵ
c
i Ŵ

c′

i

)−1( n∑
i=1

αi(x)Ŵ
c
i Yi

)

=

( n∑
i=1

αi(x)Z
c
iW

c′

i

)′( n∑
i=1

αi(x)Z
c
iZ

c′

i

)−1( n∑
i=1

αi(x)Z
c
iW

c′

i

)−1

(
n∑

i=1

αi(x)Z
c
iW

c′

i

)′( n∑
i=1

αi(x)Z
c
iZ

c′

i

)−1( n∑
i=1

αi(x)Z
c
i Yi

)
.

(3.13)

Note that the score function ψ(τ, µ, γ1, γ0) as defined in (3.12) is the negative gradient of a

convex function .5ψ(τ, µ, γ1, γ0)
′ψ(τ, µ, γ1, γ0) which is required for consistency of the random

forest (assumption 6 in Athey et al., 2019). The score function is very well-behaved and satisfies

all other regularity assumptions listed in Athey et al. (2019).

The partial derivatives of the score function that are needed to compute the matrix AP and

the pseudo-outcomes ρi are given by

∇ψ τ(x),µ(x),
γ1(x),γ0(x)

(Yi,Wi, Zi) =



W̃PiW̃Pi W̃Pi −Z′
i

(
Yi − µP (x) − τP (x)W̃Pi

)
+ τP (x)Z′

iW̃Pi −
(
Yi − µP (x) − τP (x)W̃Pi

)
+ τP (x)W̃Pi

W̃Pi 1 τP (x)Z′
i τP (x)

0

.

.

.

0

0

.

.

.

0

Zi1Zi1 Zi1Zi2 ..... Zi1ZiM

Zi2Zi1 Zi2Zi2 ..... Zi2ZiM

..... ..... ..... .....

ZiMZi1 ZiMZi2 ..... ZiMZiM

Zi1 Zi2 ..... ZiM

Zi1

Zi2

.

ZiM

1



where τP (x) and µP (x) denote estimates in the parent node and W̃Pi = γP0(x) + Z ′
iγP1(x)

(for simplicity, we have changed the sign of ψ(·) before taking the derivative).

Defining γ(x) = (γ0(x), γ1(x))
′, the matrix V (x) needed for variance estimation is given by
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V (x) =



E

[
W̃iW̃i|X = x

]
E

[
W̃i|X = x

]
E

[
−Z′

i

(
Yi − µ(x) − τ(x)W̃i

)
+ τ(x)Z′

iW̃i|X = x
]

E

[
−

(
Yi − µ(x) − τ(x)W̃i

)
+ τ(x)W̃i|X = x

]
E

[
W̃i|X = x

]
1 E

[
τ(x)Z′

i|X = x
]

E [τ(x)|X = x]

0

.

.

.

0

0

.

.

.

0

E [Zi1Zi1|X = x] ..... E [Zi1ZiM |X = x]

E [Zi2Zi1|X = x] ..... E [Zi2ZiM |X = x]

..... ..... .....

E [ZiMZi1|X = x] ..... E [ZiMZiM |X = x]

E [Zi1|X = x] ..... E [ZiM |X = x]

E [Zi1|X = x]

E [Zi2|X = x]

.

E [ZiM |X = x]

1



=



γ(x)′E[Zc
iZ

c′
i |X]γ(x) γ(x)′E[Zc

i |X] −E[YiZ
′
i|X] + µ(x)E[Z′

i|X] + 2τ(x)γ(x)′E[Zc
iZ

′
i|X] −E[Yi|X] + µ(x) + 2τ(x)γ(x)′E[Zc

i |X]

γ(x)′E[Zc′
i |X] 1 τ(x)E[Z′

i|X] τ(x)

0

.

.

.

0

0

.

.

.

0

E [Zi1Zi1|X = x] ..... E [Zi1ZiM |X = x]

E [Zi2Zi1|X = x] ..... E [Zi2ZiM |X = x]

..... ..... .....

E [ZiMZi1|X = x] ..... E [ZiMZiM |X = x]

E [Zi1|X = x] ..... E [ZiM |X = x]

E [Zi1|X = x]

E [Zi2|X = x]

.

E [ZiM |X = x]

1



whose entries we estimate as in Athey et al. (2019) by the honest regression forests produced

by the underlying estimation problem.

As described in Athey et al. (2019), the matrix Hn(x) can be estimated by a bootstrap of little

bag technique (Sexton and Laake, 2009), for which the overall number of trees b = 1, . . . , B

is partitioned into g = 1, . . . G bags, where all the l = B/G trees in one bag are estimated

on the same half sample. Let tree b be the dth tree in bag g (i.e. tree gd), and denote

Ψb = Ψgd =
∑n

i=1 αbiψ(Oi) (i.e. using only data from tree b = gd), an estimate Ĥn(x) is

then obtained as the solution to

1

G

G∑
g=1

(
1

l

l∑
d=1

Ψgd

)(
1

l

l∑
d=1

Ψgd

)′

= Ĥn(x) +
1

l − 1

1

G

G∑
g=1

1
l

l∑
d=1

(
Ψgd −

1

l

l∑
d=1

Ψgd

)(
Ψgd −

1

l

l∑
d=1

Ψgd

)′ .
(3.14)

We follow Athey et al. (2019) who recommend to carry out all of the above computations not

for the original outcomes {Yi,Wi, Zi}, but for conditionally centered outcomes {Y ∗
i ,W

∗
i , Z

∗
i }.

Let y(x) = E(Yi|X = x), w(x) = E(Wi|X = x) and z(x) = E(Zi|X = x), then Y ∗
i =

Yi − ŷ(−i)(Xi), W
∗
i = Wi − ŵ(−i)(Xi) and Z

∗
i = Zi − ẑ(−i)(Xi), where ŷ

(−i), ŵ(−i) and ẑ(−i)

are estimated using separate regression forests not using information based on observation i.
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3.2.3 Tuning

Growing random forests requires the choice of basic tuning parameters such as the minimal

node size, the subsample fraction, the number of variables used for splitting and parameters

that control the imbalance of splits. The optimal choice of such tuning parameters is an open

research topic. A common practical approach is to minimize a suitable loss function based on

out-of-bag predictions. If Wi in (3.11) was exogenous, then a possible loss function would be

the so-called R-learner

R =
1

n

n∑
i=1

( [
Yi − ŷ(−i)(Xi)

]
− τ̂ (−i)(Xi)

[
Wi − ŵ(−i)(Xi)

] )2
(3.15)

(Nie and Wager, 2021).

This would lead to a spurious fit, however, because Wi is endogenous. The endogeneity of

Wi makes the identification of a suitable loss function more difficult than in the case of un-

confoundedness. For parameter tuning, we therefore resort to an idea based on Chernozhukov

and Hansen (2008) who argue that the reduced form of an instrumental variables problem

is a representation that is always valid and informative about the relationship studied.1 We,

therefore, define our loss function as

L =
n∑

i=1

( [
Yi − ŷ(−i)(Xi)

]
− ρ̂(−i)(Xi)

′ [Zi − ẑ(−i)(Xi)
] )2

(3.16)

with ρ̂(−i)(Xi) being the out-of-bag version of

ρ̂(Xi) =
( n∑

i=1

αi(x)(Zi−ẑ(−i)(Xi))(Zi−ẑ(−i)(Xi))
′
)−1

n∑
i=1

αi(x)(Zi−ẑ(−i)(Xi))(Yi−ŷ(−i)(Xi))
′.

(3.17)

3.3 Revisiting Angrist and Evans (1998) using Two-

Stage Least Squares random forests

We apply the above estimator to the estimation of the effect of the number of children on

the labor supply of married women as described in more detail in Angrist and Evans (1998).

Based on over 250.000 observations of married women aged between 21 and 35 years from

1We thank Stefan Wager for pointing this out to us.
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the 1980 US Census, we follow as closely as possible the specifications in Angrist and Evans

(1998), but use the alternative method of two-stage least squares random forests. The main

difference between the 2SLS regression models used in Angrist and Evans (1998) and the

random forests used here is that the latter allow us to estimate local effects, i.e. the effect

of additional children on female labor supply for narrow subgroups of women defined by their

observed characteristics.

The variables used to measure female labor supply (= Yi) are either Worked for pay (in-

dicating whether the woman reported to work for pay in the given year) or Weeks worked

(representing the number of weeks worked in the given year). The treatment variable (= Wi)

is whether the woman had more than two children, which is instrumented by the two in-

strumental variables Two boys (= Z1) and Two girls (= Z2) indicating whether the first

two children were either boys or girls. As argued by Angrist and Evans (1998), these in-

struments are credibly random but influence the likelihood of having more than two chil-

dren.2 Following the construction of the instrument, the estimation sample is restricted

to women who had at least two children. The covariates of the analysis (= Xi) are

dummies for race (= Black, Hispanic, Other race), schooling of the woman in years

(= Mother′s schooling), her age (= Age), age at first birth (= Age at first birth),

whether the first child was a boy (= Boy 1st) and father’s income (= Father′s income).

Before we present our empirical results, figures 3.1 and 3.2 show more details on our tuning

procedure.

2Our setup requires that these instruments are valid conditional on observed covariates Xi. Given the

nature of the instruments, this is apriori plausible. In addition, Farbmacher et al. (2022) have shown that the

validity of these instruments cannot be rejected even conditional on observable characteristics.
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Figure 3.1 – Worked for pay: ordered values of loss function for different candidate tuning

parameters

Tuning parameters optimized: minimal node size, subsample fraction, number of splitting variables, split balance

parameter α, imbalance penalty. The different colours show the results for four separate Kriging runs (Roustant et al.,

2012). Four each Kriging run, 200 random points from the space of tuning parameters are drawn. These are

complemented by Kriging interpolations to generate 1000 points of the loss function surface.
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Figure 3.2 – Weeks worked: ordered values of loss function for different candidate parameters

Tuning parameters optimized: minimal node size, subsample fraction, number of splitting variables, split balance

parameter α, imbalance penalty. The different colours show the results for four separate Kriging runs (Roustant et al.,

2012). Four each Kriging run, 200 random points from the space of tuning parameters are drawn. These are

complemented by Kriging interpolations to generate 1000 points of the loss function surface.

Following the implementation in Athey et al. (2019), we use a Kriging procedure (Roustant

et al., 2012) to approximate the loss function surface and then choose the tuning parameters

that correspond to the minimal value on the approximated loss function surface. For this

purpose, we draw 200 random points from the space of tuning parameters and complement

them by Kriging interpolations to generate 1000 points of the loss function surface. We carry
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out this procedure four times in order to minimize the risk of unrepresentative random draws.

As in Athey et al. (2019)’s implementation, these computations use forests with a smaller

number of trees than our final forests to save computation time. We optimize the following

tuning parameters: minimal node size, subsample fraction, number of splitting variables, split

balance parameter α, imbalance penalty.3

Figures 3.1 and 3.2 show that the minimal values and the shape of the loss functions are very

similar across the four Kriging runs, making us confident that they are representative examples

of the loss function surface. The final minimizing values for the tuning parameters are given

in table 3.1. These were obtained as the smallest minimum out of the four Kriging runs. In

general, our random forest results were quite robust to changes of the tuning parameters in a

neighborhood of the loss function minimizing values, and only moderately sensitive to larger

deviations from them.

Worked for pay Weeks worked

Minimal node size 1066 601

Subsample fraction 0.101144 .1299106

# Splitting variables 6 4

Balance parameter α 2.831253e-03 .0118385

Imbalance penalty 3.672790e-01 1.0620941

Minimal loss function 0.2307317 435.7457

Table 3.1 – Loss function minimizing tuning parameters

We now present our 2SLS random forest results. Figures 3.3 to 3.14 show the estimated

treatment effects of having more than two children on whether the woman reported to work

for pay and for the number of weeks worked per year along different covariate dimensions.

Covariates not shown in a graph were set to median values. All random forests are based on

100,000 trees.

Figure 3.3 plots treatment effects of having more than two children on working for pay along

the different values of the observed variables father’s income and mother’s education.

3For the definition of these parameters, see the software implementation of Athey et al. (2019). When

splitting a parent node, the size of each child node must not be smaller than α times the size of the parent

node. The imbalance parameter penalizes size differences between children of a parent node.
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Figure 3.3 – Treatment effects of more than two children on worked for pay along

the dimensions father’s income and mother’s education (2SLS random forest)

Figure 3.4 – Standard errors worked for pay along the dimensions father’s

income vs. mother’s education (2SLS random forest)
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The estimates along the dimension of father’s income correspond quite well to the ones in

Angrist and Evans for fathers income in the bottom third (-.122), the middle third (-.165)

and the upper third (-.078)(Angrist and Evans, 1998, p. 468, table 9, panel A, column 5)

if one considers mothers with a high school degree (12 years of education). The estimates

for different values of mother’s education in Angrist and Evans (1998) (table 9, panel B, less

than high school: -.121, high school: -.147, more than high school: -.082) are also similar

to the corresponding averaged values in figure 3.3, but the simple categorization into three

groups misses the complex interaction effects uncovered by figure 3.3: for mother’s with low

husband’s income, there is a strictly positive education gradient (higher education leads to a

lower loss in labor supply due to children), while the effects become V-shaped for mother’s with

higher husband’s income. If one looks more specifically at the effects of mother’s education for

mothers whose husband’s income is in the middle third (the median is around 36,000 dollars),

then the labor supply effects become even more negative (-.2 or lower). This is also the case

in Angrist and Evans, although the estimates there tend to become rather imprecise when

smaller subgroups are being considered (Angrist and Evans, 1998, table 9, panel C).

Figure 3.4 shows that most of the effects in figure 3.3 are reasonably precisely estimated, with

most estimated standard errors ranging between .06 and .1.4 The plot also nicely reflects the

density of observations along the two dimensions (low standard errors in the center and rising

standard errors towards areas with few observations).5

Figure 3.5 displays the corresponding estimates for weeks worked per year. Again, the estimates

in Angrist and Evans for father’s income (table 9, panel A, bottom third: -7.55 weeks, middle

third: -7.11 weeks, top third: -3.17 weeks) are quite similar to the ones in the graph for

mothers with a high school degree (12 years of education). In the direction of mother’s

education, the Angrist and Evans’ estimates (less than high school: -7.12, high school: -6.42,

more than high school: -2.93) correspond well to the estimates shown in the graph for a range

of father’s income between 40,000 and 60,000 dollars, but the random forest estimates suggest

that the effects depend a lot on the exact value of father’s income. For median father’s income

(around 36,000 dollars) and low values of mother’s education, labor supply effects again get

more negative (-10 weeks per year), both in the graph and in (Angrist and Evans, 1998, table

9, panel C, last column).

4These standard errors were computed according to equations (3.10) and (3.14) using a bag size of 200.

5The axes typically cover around 90 percent of the sample observations in each dimension (each axis

approximately ranges from the 5th to the 95th percentile of the corresponding variable).
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Figure 3.5 – Treatment effects of more than two children on weeks worked along

the dimensions father’s income and mother’s education (2SLS random forest)

Figure 3.6 – Standard errors weeks worked along the dimensions father’s

income vs. mother’s education (2SLS random forest)
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The patterns revealed by figure 3.5 make much sense: for women with high husband’s income,

the loss in labor supply is small and not very sensitive to own education, while highly educated

women in poorer households face high opportunity costs (in terms of foregone household

income) if they do not participate in the labor market. The corresponding standard errors

shown in figure 3.6 suggest that most effects are reasonably precisely estimated, although

there are always areas in which this is not the case (areas with sparse density, e.g., few

husbands have earnings close to zero).

Summing up our comparison of the instrumental variables random forests with the estimates in

Angrist and Evans (1998) based on including basic group categories into 2SLS regressions (e.g.

low/middle/high father’s income, or low/middle/high education), we find that the general

magnitude of the effects as well as basic qualitative patterns generally coincide well, but that

the random forest shows in a much more detailed way, and simultaneously in more than one

dimension, the exact geometry of effect heterogeneity.

A strength of the random forest methodology is that it models interaction effects in a fully

unrestricted and automatic way. Figure 3.7 presents another example of such interaction

effects, plotting the effects of having more than two children on the number of weeks worked

per year across the dimensions father’s income and mother’s age. While the labor supply

effect for low to medium values of father’s income is U-shaped (young and old mothers do

not reduce labor supply as much as middle aged mothers), it more and more transforms into

a monotonically falling pattern for higher values of father’s income. A possible explanation is

that women in low income households face the necessity to return to the labor market once the

children have reached a certain age, while those in high income households do not. Figure 3.9

shows the corresponding graph for the extensive margin (i.e. whether the woman worked for

pay). The overall pattern is similar, but the interaction effect is less strong. Another example

for heterogeneous effects with interactions is given in figure 3.11, showing the labor supply

effects at the extensive margin along the dimensions of mother’s age and mother’s education.

For older mothers, higher schooling is related to a lower loss in labor supply in the presence of

children, while for younger mothers, the gradient is inversely U-shaped. Again, an explanation

may be that mothers with high levels of education have a large incentive to return to work

once their children have reached a certain age. Figure 3.13 suggests that this interaction effect

does not apply to the number of weeks worked per year, where the effects of higher schooling

is the same at all ages (i.e. more schooling leads to a smaller loss in labor supply due to

children).
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Figure 3.7 – Treatment effects of more than two children on weeks worked along

the dimensions father’s income and mother’s age (2SLS random forest)

Figure 3.8 – Standard errors weeks worked along the dimensions father’s

income vs. mother’s age (2SLS random forest)
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Figure 3.9 – Treatment effects of more than two children on worked for pay along

the dimensions father’s income and mother’s age (2SLS random forest)

Figure 3.10 – Standard errors worked for pay along the dimensions father’s

income vs. mother’s age (2SLS random forest)
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Figure 3.11 – Treatment effects of more than two children on worked for pay along

the dimensions mother’s education and mother’s age (2SLS random forest)

Figure 3.12 – Standard errors worked for pay along the dimensions mother’s

education vs. mother’s age (2SLS random forest)
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Figure 3.13 – Treatment effects of more than two children on weeks worked along

the dimensions mother’s education and mother’s age (2SLS random forest)

Figure 3.14 – Standard errors weeks worked along the dimensions mother’s

education income vs. mother’s age (2SLS random forest)
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We now present a summary of the effect heterogeneity as detected by our two-stage least

squares random forests.6 Figures 3.15 and 3.16 display the mean values of each covariate

at different points of the treatment effect distribution. To fit all results on one scale, we

standardize the covariates by dividing them by the difference of their maximal and minimal

values (for dummy variables, this yields the fraction of cases at a particular point in the

distribution).
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Figure 3.15 – Worked for pay: average values of covariates across

different points of the treatment effect distribution

The y-axis shows the mean standardized values of the given covariate for a given decile of the distribution of treatment

effects. The standardized values are obtained by dividing the value of each covariate by the difference between the

maximal and the minimal value. In the case of dummy variables, this shows the fraction of cases.

The two graphs provide interesting insights into the structure of labor supply effects of children

across different covariate dimensions. For example, it turns out that ethnic minorities and

young mothers are very much overrepresented among large reductions in participation due to

6To our best knowledge, this way of summarizing effect heterogeneity was first proposed by Athey et al.

(2020).
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children (see lower deciles in figure 3.15). On the other hand, older women, women with more

years of education, women who were older at the time of their first birth as well as women

with high husband’s earnings are much overrepresented among the cases with relatively mild

reductions in labor supply due to children (see upper deciles in figure 3.15).
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Figure 3.16 – Weeks worked: average values of covariates across

different points of the treatment effect distribution

The y-axis shows the mean standardized values of the given covariate for a given decile of the distribution of treatment

effects. The standardized values are obtained by dividing the value of each covariate by the difference between the

maximal and the minimal value. In the case of dummy variables, this shows the fraction of cases.

The most striking pattern in figure 3.15 is that of the variable indicating whether the first

child was a boy. It turns out that extremely negative labor supply reactions are very tightly

related to having a boy as the first child, while relatively mild labor market reactions are tightly

related to not having a boy as first child. At first glance, this appears to be consistent with

the findings in Ichino et al. (2014) who find that women with first-born boys are less likely to

work and work fewer hours in variety of countries. However, they argue that a likely channel

for this is reduced marital stability after a first-born girl. This channel does not apply to our
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application (we only consider married women), suggesting an independent effect of having a

first-born boy on later labor supply.7

Figure 3.16 shows the corresponding results for the number of weeks worked per year. The

general patterns are very similar to those in figure 3.15, but the differences are more gradual

across percentiles. This is not suprising given that the outcome modeled is a continuous

variable (weeks worked). By contrast, the patterns are more nonlinear for the binary case

of working vs. not working (mostly horizontal for the central deciles and strongly changing

towards the boundaries, see figure 3.15). Also note that the median effects shown in the lower

panels of figures 3.15 and 3.16 are close to the estimated two-stage least squares coefficients

reported by Angrist and Evans (1998) for the whole sample (-.113 for worked for pay, and

-5.15 for weeks worked, Angrist and Evans, 1998, Table 7).

3.4 Conclusion

This paper develops the case of two-stage least squares random forests (2SLS random forests)

based on the general framework of Athey et al. (2019). Our application to Angrist and Evans

(1998) demonstrates the usefulness of the method for evaluating effect heterogeneity along

multiple dimensions, leading to a richer description of effect differences across observable

characteristics and their interactions compared to conventional methods for average effects.

7See Ichino et al. (2014) for more discussion. A possibility is sample selection bias, i.e. women still married

may differ in unobserved ways from those not married.
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Chapter 4

Latent variable modeling: Parenting

styles, socioeconomic status and

(non-)cognitive skills

4.1 Introduction

The ambition to provide equal chances for economic and social participation to every child is

broadly voiced among developed societies. Yet, a large body of literature documents a gap in

non-cognitive and cognitive skills across parental income and education, even in early child-

hood (see Heckman and Mosso, 2014; Francesconi and Heckman, 2016; Attanasio, 2015, for

extensive reviews of the recent literature). At the same time, early childhood factors are im-

portant determinants of economic and social adult outcomes. For example, Keane and Wolpin

(1997); Cunha et al. (2005) and Huggett et al. (2011) show that at least half of the lifetime

income variability across individuals arises from differences in childhood characteristics, which

are primarily influenced by children’s environment. In this sense, Cunha et al. (2006) underline

the importance of parenting, i.e. all actions taken by parents to support the development of

their child. Parenting has been the subject of economic research for several decades, dating

back at least to the work on families by Becker (1981) and Becker and Tomes (1986).

Various studies that analyze the behavior of parents, focus on parental investment. In partic-

ular, they show how time and monetary investments affect children’s skill acquisition and how
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such investments differ between parents with different socioeconomic status (e.g Cunha et al.,

2013; Boneva and Rauh, 2016; Attanasio et al., 2020; Falk et al., 2021). Parenting styles, the

broad strategy of how parents interact with their children, can be seen as another dimension

of investment. However, the choice and effects of parenting styles is a rather novel topic in the

economic literature (see Doepke et al., 2019, for an extensive review of the economic literature

on parenting).

We supplement and extent the research on parenting styles. Our data contains a large set of

measures about the parent-child interaction from six different domains, such as how parents

monitor their child or how much autonomy parents leave to their child. Using latent dirichlet

analysis for survey data (LDA-S), a hierarchical model recently proposed by Munro and Ng

(2022), we operationalize parenting styles as latent classes. LDA-S differs from conventional

models used to recover latent factors. First, LDA-S acknowledges that the survey responses

on parent-child interaction are categorical. Second, it provides an economic interpretation

to the unobserved heterogeneity. Finally, LDA-S connects unobserved heterogeneity with

observed characteristics and survey responses. Therefore, we can directly incorporate and

analyze differences in parenting styles along parental socioeconomic status and household

composition. Further, we analyze how parenting styles are associated with children’s non-

cognitive and cognitive skills.

Our paper connects at least three strands of literature. First, we add to the discussion on

how to operationalize parenting styles. Economists analyzing parenting styles commonly refer

to the theoretical foundations laid out by Baumrind (1971, 1991). The framework classifies

parents’ behavior into two dimensions, demandingness and responsiveness. This results in

four different parenting styles. Authoritative parents are both demanding and responsive.

This style is defined by parents monitoring and communicating clear rules and standards

for their children’s behavior. Parents are assertive, but not invasive or restrictive. They

support their children rather than punish them with disciplinary methods and raise them to

be socially responsible, self-regulated and cooperative. Authoritarian parents are demanding

as well, but not responsive. This parenting style is characterized by an orderly environment

without explanations and a clear set of regulations. These parents are obedience- and status-

oriented. In contrast, permissive parents are more responsive and less demanding. They allow

self-regulation and avoid confrontation. This parenting style is non-traditional and tolerant.

Last, neglecting parents are neither demanding nor responsive. This style is defined by non-

supportive parents, who do not monitor their children, but actively reject them.
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Doepke and Zilibotti (2017) develop a theory that rationalizes the choice between Baumrind’s

parenting styles. The equilibrium of the model results in different parenting styles depending

on parental preferences and the socioeconomic environment. Other theoretical models capture

key features of Baumrind’s parenting styles. For example, Burton et al. (2002) model parenting

styles as parent’s patience when the child misbehaves. Lundberg et al. (2009) model parenting

styles as the control of the parents on the child’s decision-making. The model proposed by

Cobb-Clark et al. (2019) captures the closeness of the parent-child relationship and the degree

of monitoring parents employ. In empirical studies, the parenting styles are commonly modeled

as continuous latent factors coming from factor analysis. Cobb-Clark et al. (2019) get two

indices to measure parenting styles. One capturing whether parents respect the child’s views

and opinions, the other how much the parents monitor the child. Falk et al. (2021) rely

on three domains of parent-child interaction (i) parental warmth, (ii) parental interest and

monitoring, and (iii) parental psychological and behavioral control. They recover one latent

factor, for which higher values reflect warm and child-oriented parenting but also a high degree

of monitoring, while a lower value is associated with a higher degree of punishment. Fiorini

and Keane (2014) identify two latent factors. One is an index of warmth and affection, the

other can be interpreted as the effectiveness of imposing discipline.

The second major literature we connect to is that on the relation between parental invest-

ment and socioeconomic status. Recent literature established a strong link between both

and discusses potential causal channels. Parental time and monetary investment may hinge

on parents’ objective, resource constraints and incorrect beliefs about the child’s production

function of human capital (Attanasio, 2015; Dizon-Ross, 2016; Doepke and Zilibotti, 2017).

Evidence on the link between parenting styles and socioeconomic status is scarce. In their the-

oretical framework, Cobb-Clark et al. (2019) model parenting styles as parental investments.

The investment depends not only on time and income but on mental effort required to pay

attention to engage with, monitor and supervise the child. Their model links socioeconomic

status to parental investment by allowing the endowment of a household’s attention to depend

on socioeconomic status. They empirically support the key features of their model and find

that the extent to which parents monitor their children decreases with socioeconomic status.

Falk et al. (2021) also link socioeconomic status and parenting styles. They find that parents

with low socioeconomic status more often resort to parenting with a higher degree of pun-

ishment and less often to warm and child-oriented parenting. In this sense, Weinberg (2001)

argues that, because of the scarcity of means, low-income parents have limited access to cre-
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ate incentives for the child. Therefore, they more often resort to authoritarian methods, such

as corporal punishment. Doepke and Zilibotti (2017) find similar evidence. They show that

parental education is associated with a lower probability to be a neglecting or authoritarian

parent. In contrast, the probability to be an authoritative parent increases.1

Despite the notion of Becker (1960) that a larger number of children tends to lower investment

in each individual child, the link between the household composition and the choice of parenting

style is less considered. For parents with more than one child, it may not be possible to follow

a warm and child-oriented style due to constraints.

The third and last strand of literature we contribute to is about the link between parenting

styles and children’s cognitive and non-cognitive skills. In psychology, many studies have

attempted to establish this relationship. Often, such studies focus on achievement in school,

the child’s personality or non-cognitive skills (see for example Aunola et al., 2000; Aunola

and Nurmi, 2005; Alegre, 2011; Masud et al., 2015). Most commonly, they find that an

authoritative style, or the features that an authoritative style exhibits, are associated with the

most favorable outcomes. The economic literature provides similar evidence. Doepke and

Zilibotti (2017) show that authoritative parenting is associated with better performance in

school and higher educational attainment. Cobb-Clark et al. (2019) find a positive association

between respectful parenting and the child’s educational outcomes as well as on non-cognitive

skills in youth (internal locus of control and less risky behavior). Higher parental monitoring is

associated with less risky behavior. Fiorini and Keane (2014) and Falk et al. (2021) study the

association between parenting styles and early childhood skills. Falk et al. (2021) analyze the

link between the parenting style and the child’s patience, risk aversion, behavior, altruism and

IQ. They find positive effects of a warmer and more child-oriented parenting style on all these

outcomes. Fiorini and Keane (2014) show that non-cognitive skills like behavioral problems,

social skills, and emotional problems are especially sensitive to the parenting style. They find

that a parenting style combining effective discipline and parental warmth, i.e. an authoritative

style in the sense of Baumrind, leads to the most favorable non-cognitive outcomes. In contrast

to Falk et al. (2021), they find that cognitive skills are less sensitive to the parenting style.

We contribute to the literature in many ways. First, we apply a novel method which can

handle a large set of measures on parent-child interactions. Therefore, we are able to describe

1Doepke and Zilibotti (2017) classify parents into Baumrind’s (1991) four parenting styles using two

questions asking children whether their parents are (i) supportive and (ii) strict/demanding.
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parenting styles in more detail than previous studies. This allows us to separate styles that

differ only in terms of a few, but important, dimensions. Second, the theoretical framework

of LDA-S provides an economically interpretable link between parent-child interactions and

parents’ socioeconomic environment. Third, in contrast to continuous latent factors, latent

classes more easily refer to theoretical models such as Baumrind (1971, 1991). In this way, the

data driven approach can be embedded into theoretical frameworks. Fourth, we fill the gap

on the link between parenting styles and household composition. Fifth, rich data on children’s

(non-)cognitive skills allow us to explore the association between parenting styles and children’s

skills. Finally, we are able to analyze the role of parenting styles in the emergence of skill gaps

between children from different socio-economic environments in early childhood.

Applying LDA-S results in four parenting styles. Two styles closely resemble Baumrind’s (1991)

authoritative and authoritarian style. The two other styles can be interpreted as variations.

One style is very similar to an authoritative style, which we call democratic-loving. The

democratic-loving style differs from the authoritative style as such parents do not enforce their

will, leave more autonomy to their child and communicate with the child more positively. The

last style is like an authoritarian style, but the parents are much more inconsistent in their

parenting. We call this style authoritarian-inconsistent. Our results show that parenting styles

are strongly associated with household income, education and whether the child is an only

child. Although our model does not directly allow for the identification of potential channels,

the results suggest that constraints in both time and (non-)cognitive skills of the parents play

an important role in choosing a parenting style. We find that children’s (non-)cognitive skills

are strongly associated with the parenting style. In line with Fiorini and Keane (2014), this

link is more pronounced for non-cognitive than for cognitive skills. An authoritative and a

democratic-loving style are associated with the highest skills, whereas children who are raised

with an authoritarian-inconsistent style have the lowest skills. Our results show how differences

in parenting styles contribute to the skill gap between children from different socioeconomic

environments. We find that in particular styles associated with low household income are

linked with lower skills. Parents with high household income are more likely to choose a style

which is associated with higher skills. Further, parents with more than one child are more

likely to choose a style that is related to lower skills. In contrast, having an only child is

associated with a style that is associated with higher skills. Interestingly, parents’ education is

not systematically connected to parenting styles which are related to more favorable outcomes.

The remaining paper is structured as follows. Section 4.2 briefly describes the data. In
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section 4.3, we describe the method applied in the empirical analysis. Section 4.4 describes

the parenting styles which are identified by our model. In section 4.5, we show how these

parenting styles are linked with parental socioeconomic environment. Section 4.6 presents and

discusses how the parenting styles are linked to (non-)cognitive skills. Section 4.7 concludes.

4.2 Data

This paper uses the first Starting Cohort (NEPS-SC1) of the German National Educational

Panel Study (NEPS, 2021b). The panel study follows children born between February and

July 2012 since they were six months old. One parent of every child is interviewed as part of

the study. The data is perfectly suited to answer our research questions. It contains extensive

information on each child, the child’s development, the household in which the child lives in

as well as on parents and how they rear their child. Our analysis mainly relies on questions

about the parent-child interaction and measures on (non-)cognitive skills.

4.2.1 Parent-child interaction

To identify parenting styles, we rely on J = 23 questions about the parent-child interaction

when the child was 5 and 6 years old. Broadly, the parent-child interaction can be classified

into six categories: (1) How parents monitor their child, (2) how parents enforce their will,

(3) how inconsistent parents are in their parenting, (4) how emotionally warm parents are

with their child, (5) how parents communicate with their child and (6) how much autonomy

parents leave to their child. Table 4.1 summarizes the questions and shows the response

behavior of parents from 1530 children. For most of the questions, there is a rather large

amount of response heterogeneity. The distribution is mostly concentrated around one option,

i.e. multiple mass points at extremes of the response distribution do not exist. Our goal is to

link parenting styles with household income, parental education and household composition.

To this end, we compute the monthly household equivalence income (Hagenaars et al., 1994)

and split it into three categories using the 33%- and 66%-quantile of its distribution. We use

an indicator showing whether at least one parent has a university degree to measure parental

education and an indicator that shows whether the child is an only child to measure the

household composition. In the right panel of table 4.1 we depict p-values of a Chi-Square
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Test that tests the null of independence between parent-child interaction xij and the parental

characteristics. Results show that there are substantial differences in parenting between parents

with different characteristics. In section 4.5, we analyze whether there are any patterns behind

these differences.

never seldom
some-

times
often

very

often
χinc χeduc χsib

Monitoring of Parents (M)

If your child has new friends, you talk to him/her about them. 0.00 0.03 0.17 0.56 0.24 0.01 0.01 0.26

If your child went out, you ask him/her what he/she did and

experienced.

0.00 0.00 0.01 0.28 0.71 0.05 0.79 0.75

If your child’s out, you know exactly where he/she is. 0.00 0.00 0.01 0.11 0.88 0.18 0.46 0.92

If your child has new friends, you will meet them soon. 0.00 0.01 0.09 0.37 0.53 0.04 0.17 0.25

Enforcement of Will (E)

When your child starts to negotiate with you, you exercise your

authority.

0.01 0.11 0.52 0.33 0.03 0.59 0.00 0.11

You set clear limits for your child so that it does not exploit your

goodwill.

0.00 0.04 0.24 0.59 0.12 0.01 0.00 0.68

If you want your child to do something, you give a clear command

and don’t tolerate any great detours.

0.01 0.11 0.35 0.47 0.06 0.39 0.00 0.48

If your child wants you to make an exception, you insist on your

rules so that it is clear who is in charge in the family.

0.05 0.23 0.50 0.20 0.02 0.06 0.01 0.67

Inconsistency of parenting (I)

You soften a punishment or terminate it prematurely. 0.04 0.33 0.49 0.12 0.02 0.05 0.34 0.11

On some days you are stricter with your child than on the others. 0.01 0.18 0.69 0.11 0.01 0.20 0.04 0.51

You threaten to punish your child, but you don’t punish him/her. 0.18 0.48 0.28 0.06 0.00 0.00 0.02 0.02

It’s hard for you to be resolute in your parenting. 0.09 0.47 0.37 0.06 0.01 0.03 0.00 0.05

Emotional Warmth (W)

You show your child with words and gestures that you love

him/her.

0.00 0.00 0.02 0.27 0.71 0.05 0.01 0.30

You comfort your child, when it is sad. 0.00 0.00 0.02 0.30 0.68 0.77 0.46 0.74

You praise your child. 0.00 0.00 0.03 0.56 0.41 0.39 0.00 0.14

Communication of parents (C)

You criticize you child. 0.04 0.30 0.56 0.09 0.00 0.00 0.00 0.28

You shout at your child, if he/she has done something wrong. 0.15 0.55 0.27 0.03 0.00 0.17 0.19 0.04

You insult your child when you are angry at him/her. 0.46 0.34 0.18 0.02 0.00 0.10 0.06 0.04

Autonomy of child (A)
does not

apply at all

does rather

not apply

does rather

apply

does completely

apply
χinc χeduc χsib

I think it’s good if my child says what it thinks. 0.00 0.01 0.36 0.64 0.49 0.03 0.93

If my child wants something and doesn’t get it, I’ll explain why. 0.00 0.01 0.28 0.72 0.24 0.17 0.34

I often ask my child for opinion. 0.00 0.10 0.61 0.28 0.69 0.00 0.01

I let my child make its own plans for the things it wants to do. 0.01 0.17 0.66 0.15 0.88 0.00 0.34

If I want my child to do something, I’ll explain why. 0.00 0.06 0.55 0.39 0.67 0.10 0.24

Table 4.1 – Measures on parent-child interaction

The table summarizes the measures on parent-child interaction. The panel in the middle depicts the survey responses. The

right panel shows the p-values of a Chi-Square Test testing the null of independence between each parent-child interaction

and monthly equivalence household income in three categories (χinc), whether at least parent has a university degree

(χeduc) or whether the child is an only child (χsib).

4.2.2 Non-cognitive and cognitive skills

The final part of this paper analyzes how parenting styles affect (non-)cognitive skills of the

child. NEPS-SC1 collects an extensive set of different skill measures. In our main analysis,
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we focus on outcomes that were surveyed when the child was 4 and 7 years old. Cognitive

skills are assessed via standardized tests (Berendes et al., 2013; NEPS, 2020, 2021a). The

measurement of basic cognitive skills is based on tests that are as education-independent and

domain-unspecific as possible. To measure mental performance, we rely on the child’s ability

to reason. Linguistic skills are undisputedly very import determinants for explaining social

disparities in school careers. These are captured via listening comprehension. To test the

mathematical literacy, the child is required to recognize and flexibly apply mathematics in

realistic, mainly extra-mathematical situations.

To analyze the effect of parenting styles on non-cognitive skills, we use the Goodman’s (1997)

Strengths and Difficulties Questionnaire (SDQ) to measure social behavior (see Wohlkinger

et al., 2019). We also observe the patience of the child. It is measured by a classical experiment

on the delay of gratification, where the child could choose between one gift now or two gifts

tomorrow (NEPS, 2021a).

In addition, we conduct supplementary analyses for outcomes that are only surveyed once. We

analyze the effect of parenting styles on the child’s personality traits measured by Big Five

and how children cope with their every-day school life. This includes the child’s autonomy,

enjoyment of learning, willingness to make an effort, and social integration into the class.

4.3 Latent dirichlet analysis for survey data

Motivated by the differences shown in table 4.1, our goal is to explain the heterogeneity in

parent-child interaction given the parental education, household income and whether the child

is an only child. We apply an adapted version of latent dirichlet analysis (see Blei et al., 2003)

for survey data (LDA-S) proposed by Munro and Ng (2022). LDA-S connects unobserved

heterogeneity with observed characteristics and survey responses, explicitly acknowledges that

survey responses are categorical and provides an economic interpretation of the unobserved

heterogeneity. Throughout the paper, italic symbols denote scalars and bold symbols denote

vectors that collect the respective scalars along their indices.

Assume we observe N parents indexed by i. Each parent belongs to one of di ∈ G = {1, ..., G}
observable groups. In our case, individuals are grouped by all possible combinations of three

categories of household equivalence income, an indicator that shows whether one parent has a
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university degree and whether the child has siblings living in the same household, i.e. G = 12.

We observe J dimensions of the interaction between the target child of the survey and the

parents xij. Each dimension j has Lj possible responses, where parents choose a single

response v from xij ∈ L
j = {1, ..., Lj}. We model the heterogeneous parent-child interaction

as coming from K possible strategies to raise a child zi ∈ K = {1, ..., K} (i.e. parenting

styles). Parents choose zi such that their utility is maximized. The model incorporates a

group-affinity, which allows parents with similar income, education and number of children

to choose the same parenting style. An individual effect allows parents to deviate from their

group affinity, though.

zi = argmax
k∈1,...,K

U(k) = argmax
k∈1,...,K

K∑
j

1 (k = j) (udi,j + eij) , (4.1)

where udi,j denotes the group affinity of di = g for style j = k and eij is an individual effect

that captures everything else. The observed heterogeneity of an individual’s group membership

di and unobserved heterogeneity of an individual’s chosen parenting style is linked by a random

variable that gives the probability to choose parenting style zi = k given group membership

di = g

πgk = P (zi = k|di = g) = P

(
ugk + eik = max

j∈K
(ugj + eij)

)
. (4.2)

The chosen parenting style influences the observed parent-child interaction xij. Parents op-

timally interact with their child by maximizing their individual score function for each survey

question.

xij = argmax
v∈{1,...,Lj}

Lj∑
u=1

1 (v = u)
(
qjzi,u + sjiu

)
, (4.3)

where qjzi,u denotes a parenting style-specific effect and sjiu an individual-specific effect, which

allows parents to deviate from the usual parent-child interaction with parenting style zi = k.

The expected parent-child interaction is described by a random variable βj
k,v that captures the

probability that an individual with parenting style zi = k chooses v as the response to survey

question j.

βj
kv = P (xij = v|zi = k) = P

(
qjzi,v + sjiv = max

u∈Lj

(
qjzi,u + sjiu

))
(4.4)

Since we neither observe uuug,:, eeei,:, qqq
j
k,: and sss

j
i,: nor their distribution, πππg,: and βββ

j
k,: are treated

as random. Each πππg,: and each βββj
k,: is multinomial distributed. Therefore, Munro and Ng

(2022) specify priors that follow a Dirichlet distribution with hyperparameters αααg,: ∈ RK and
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ηηηjk,: ∈ RLj respectively. In summary, LDA-S is identified by a hierarchical model

xij|βββ, zi ∼ Multinomial
(
βββj
zi,:

)
(4.5a)

zi|πππdi,: ∼ Multinomial (πππdi,:) (4.5b)

πππdi,: ∼ Dirichlet (αααdi,:) (4.5c)

βββj
zi,:

∼ Dirichlet
(
ηηηjzi,:

)
. (4.5d)

Using this, we can write down the joint distribution and estimate the model using MCMC

methods (see Munro and Ng, 2022). The Gibbs Sampler iteratively samples each variable from

its conditional distribution conditional on all other variables. Each iteration comprises three

steps. First, zi conditional on xxxi,:, βββ, and πππdi,: is sampled form a multinomial distribution.

Second, βββ conditional on ηηη, xxx, and zzz is sampled form a Dirichlet distribution. Third, πππg,:

conditional on ααα, xxx, and zzz is sampled form a Dirichlet distribution. Throughout the process,

new values of the variables are used as soon as they are obtained. Draws of zi depend on

the values of βββ and πππdi,: from the previous iteration, whereas draws of βββ and πππg,: depend on

zi from the current one. In our analysis, we conduct 20000 iterations. The results shown in

sections 4.4, 4.5 and 4.6 are based on the the sample averages over the whole process, as it

is usually done. To account for the bias caused by starting the system with randomly chosen

initial values (initial transient), we burn the first 10000 iterations.

To estimate the model, hyperparameters of the Dirichlet distributions, αααg,: and ηηη
j
k,:, and the

number of parenting styles, K, have to be specified. Hyperparameters of the Dirichlet prior

specify the researcher’s beliefs about the importance of the group-specific terms (uuug,: and qqq
j
k,:)

relative to the individual-specific ones (eeei,: and sss
j
i,:). For example, we would specify αg,k < 1

if we believe that members of the same observable group g are likely to choose the same

parenting style k. Similarly, ηjkv < 1 reflects the belief that all individuals who choose the

same parenting style, are likely to respond the same way. The opposite is true for αg,k > 1

and ηjkv > 1. We impose uninformative priors to the relationship between observed group

affinity and parenting style or parenting style and response behavior, i.e. αg,k = 1 ∀g, k and

ηjkv = 1 ∀j, k, v. Regarding the number of parenting styles, we follow Munro and Ng (2022)

and choose the optimal K according to the minimum of an approximated Bayesian information

criterion (BIC). In our case K = 4.

In summary, LDA-S imposes structure on observable group indicators and parents’ responses in

the questionnaires by assuming that parents optimally choose parenting styles given their group

membership and optimally select responses given their chosen parenting styles. The optimal
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choices are affected by individual terms and group commonalities in the first or parenting style

commonalities in the second case. The individual effects allow parents to deviate from the

choices usually made by other parents with the same group or parenting style.

4.4 Identification of parenting styles

In this section, we present the parenting styles defined by LDA-S. Our results show that

Parenting Style 1 is chosen slightly more often (31%) than Parenting Style 2 (28%). Parenting

Style 3 and 4 are chosen less often (20%). We want to give each parenting style a meaningful

interpretation. Figure 4.1 and 4.2 depict the probability for an individual with parenting style

zi = k to choose v as response to survey question j, i.e. βββj
k,:.

The far left area of figure 4.1 shows how the typical monitoring behavior of parents, given

their parenting style, looks like. Parents who choose Style 1 state (1) with a probability of

0.40 that they talk about the child’s new friends very often, (2) with a probability of 0.93

that they ask about the child’s experiences very often, (3) with a probability of 0.95 that they

know where the child is very often and (4) with a probability of 0.69 that they meet their

child’s new friends very often. Typical parents with Style 4 behave similarly. In contrast, the

respective probabilities of parents who choose Style 2 or Style 3 are much smaller. The left

area of figure 4.1 shows that the styles also differ in the way how parents enforce their will.

Parents with Style 1, Style 2, or Style 3 often enforce their will with a rather high probability.

In contrast, the respective probabilities are much smaller for parents with Style 4. The parent-

child interaction along emotional warmth shows that parents who choose Style 1 or Style 4

are likely to be very warm in their parenting. In contrast, parents with Style 2 or Style 3 are

emotionally warm with a much smaller probability. With regard to inconsistent parenting,

parents who choose Style 3 stand out. They state (1) with a probability of 0.34 that they

often soften a punishment, (2) with a probability of 0.27 that they often are stricter on some

days, (3) with a probability of 0.22 that they often inconsistently threaten their child and (4)

with a probability of 0.21 that it is often hard for them to be resolute in their parenting. The

respective probabilities for Style 1, Style 2, or Style 4 are very close to zero. The parent-child

interaction along the dimension of communication shows that typical parents who choose

Style 4 communicate with the child in a negative way with a very low probability. They state

(1) with a probability of 0.45 that they seldom criticize the child, (2) with a probability of
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Figure 4.1 – Probability to respond given choice of parenting style I

The figure depicts βββjk,:, i.e. the probability for an individual with parenting style zi = k to choose v as response to survey

question j.

0.33 that they never shout at the child and (3) with a probability of 0.65 that they never

insult the child. In contrast, parents with Style 3 state (1) with a probability of 0.22 that

they often criticize the child, (2) with a probability of 0.53 that they sometimes shout at the

child and (3) with a probability of 0.37 that they sometimes insult the child. The respective

probabilities of Style 1 and Style 2 are somewhere between those of Style 3 and Style 4.

In figure 4.2, we show how much autonomy parents leave to their child. The behavior of

parents with Style 4 stands out. They typically leave their child much autonomy. Children who

are raised with Style 2 and 3 are likely to be less autonomous. The probabilities for parents

with Style 1 lie in between. Their child is likely to be more autonomous than those of Style 2

or Style 3 but less than those of Style 4.
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Figure 4.2 – Probability to respond given choice of parenting style II

The figure depicts βββjk,:, i.e. the probability for an individual with parenting style zi = k to choose v as response to survey

question j.

Figure 4.1 and 4.2 show major differences between the four parenting styles. To summarize

these differences, we compute the Rao distance between βββj
k,: and βββ

j
m,: for all k ̸= m (Munro

and Ng, 2022). Table 4.2 depicts the five dimensions of parent-child interaction where the

parenting styles differ most from each other for each parenting style.

The results show that talking about new friends and asking what the child experienced are the

two biggest differences between Style 1 and Style 2. In addition, four out of the five biggest

differences between Style 1 and Style 4 can be followed back to the way parents enforce their

will. We conclude that typical parents who choose Style 1 monitor their child, are consistent,

powerfully enforce their will yet leave the child autonomy and are emotionally warm. This style

closely mirrors Baumrind’s (1991) authoritative style.
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Parenting Style 2 Parenting Style 3 Parenting Style 4

Parenting Style 1

(M) Talk about new friends

(M) Ask what child experienced

(W) Praise child

(E) Set clear limits

(W) Gestures

(I) Threaten child

(I) Hard to be resolute

(W) Praise child

(I) Soften a punishment

(E) Set clear limits

(E) Set clear limits

(E) Exercise authority

(E) Give a clear commands

(E) Insist on rules

(C) Shout at child

Parenting Style 2

(I) Threaten child

(I) Hard to be resolute

(I) Soften a punishment

(C) Shout at child

(I) On some days stricter

(A) Ask child’s opinion

(A) Good if child says what it thinks

(M) Talk about new friends

(A) Explain why child doesn’t get sth.

(W) Praise child

Parenting Style 3

(I) Threaten child

(C) Shout at child

(I) Hard to be resolute

(A) Good if child says what it thinks

(E) Exercise authority

Table 4.2 – Largest differences between parenting styles

The table summarizes the five biggest differences between each parenting style. Differences are computed using the Rao

distance.

Besides the major difference between Style 1 and Style 4 in that parents with Style 4 do not

powerfully enforce their will, one of the key difference between Style 4 and Style 1 in table 4.2

is shouting at the child. This is also one of the main differences between Style 4 and Style 3.

Thinking that it’s good if the child says what she thinks, explaining why the child doesn’t get

something and asking the child for her opinion are among the five biggest differences between

Style 4 and Style 2. The latter also belongs to the biggest differences between Style 4 and Style

3. In summary, Style 4 is similar to Style 1 in many aspects. They differ, as parents with Style 4

typically do not enforce their will but leave their child more autonomy, and do not communicate

negatively. This style is not only closely related to Baumrind’s (1991) authoritative style, but

also to Baumrind’s (1991) permissive style. However, permissive parents do not extensively

monitor their child. As positive and participative communication distinguish this style, we

define Style 4 as democratic-loving.

Style 2 strongly differs from Style 4 in talking about new friends. Further, table 4.2 underlines

that parents with Style 2 are emotionally much colder than parents with Style 1 or Style 4.

Showing love with words or gestures belongs to the biggest differences between Style 1 and

Style 2. Praising the child is one of the biggest differences between Style 4 and Style 2. We

conclude that parents who choose Style 2 powerfully enforce their will, are not as emotionally

warm as authoritative or democratic-loving parents and typically do not take the child’s will

into account as much as authoritative or democratic-loving parents. In line with Baumrind
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(1991), we call such parents authoritarian.

Table 4.2 also shows that differences between Style 3 and the other styles are mainly due

to inconsistent behavior. Other than that, Style 3 closely mirrors an authoritarian style.

Therefore, we refer to this style as authoritarian-inconsistent.

4.5 Parenting styles and socio-economic environment

By modeling group affinities for parenting styles, our model directly incorporates differences

in parenting styles along parents’ education, household equivalence income and whether the

child is an only child. In this section, we interpret πππg,:, i.e. the probability to choose style k

given membership of observable group g. Table 4.3 shows the average probabilities of πππg,: for

each parental characteristic separately.

Authoritative Authoritarian
Authoritarian-

inconsistent

Democratic-

loving

Number of

Observations

Education

No University 0.34 0.26 0.22 0.18 643

University 0.27 0.31 0.19 0.23 887

Household equivalence income

Low 0.26 0.28 0.25 0.21 431

Middle 0.29 0.30 0.21 0.20 504

High 0.34 0.28 0.17 0.21 595

Siblings

Only child 0.32 0.23 0.21 0.25 323

Siblings 0.30 0.30 0.20 0.20 1207

Table 4.3 – Average probabilities

The table depicts the average probabilities to choose each style for each parental characteristic separately. Probabilities are

computed by averaging πππg,: along observable groups weighted by the number of observations in each observable group.

The results show that parental education is an important determinant in choosing a parenting

style. On average, parents with a university degree are more likely to raise their child with

an authoritarian or democratic-loving style than parents without a university degree. In con-

trast, they are less likely to choose an authoritative or authoritarian-inconsistent style. The

average probability to choose an authoritative style becomes higher with rising household in-

come. In contrast, it is less likely to raise the child with an authoritarian-inconsistent style for

parents with higher household income. The average probability to choose an authoritarian or
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democratic-loving style is not associated with household income. The household composition

is strongly associated with the average probability to choose an authoritarian and democratic-

loving style. Whereas the probability to raise the child with an authoritarian style is smaller

for parents with an only child than for parents with more than one child. The probability to

choose a democratic-loving style is higher for parents with an only child.

Figure 4.3 shows the link between parenting style and parents’ socioeconomic status as well es

as household composition in more detail. It depicts the probability to choose a parenting style

given the membership of observable group g. An authoritative style is most likely chosen by
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Figure 4.3 – Probability to choose parenting style k given membership of observable group

The figure shows πππg,:, i.e. the probability to choose style k given membership of observable group g.

parents with more than one child, without a university degree and with high household income

(0.46). The probability becomes smaller for lower income, however stays on a high level (0.29

and 0.34). For parents with lower education and an only child the probabilities to choose an

authoritative style are also high (upper left panel). Those with low income have the lowest

probability, although differences between income levels are less pronounced. The lower panels
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reveal that parents with low income and university degree are less likely to raise their child

authoritatively. The probability becomes larger for higher income.

Parents with a university degree and more than one child are very likely to choose an authori-

tarian style (lower right panel). The probability is the highest if the income of the household

is low (0.45). For parents with a middle and a high income the probability is much smaller,

but stays on a high level (0.3). In comparison, parents with a university degree and an only

child are less likely to choose an authoritarian style, especially if the income of the household

is small (0.06) or in the middle (0.2). Opposed to highly educated parents with more than one

child, the probability becomes higher with increasing income. For parents with lower education

and an only child, the probability also systematically increases with higher income. The level

of the probability is consistently higher compared to parents with a university degree and an

only child, but smaller compared to parents without university education, more than one child

and a low or middle household income. Thus, figure 4.3 shows that the number of children is

strongly associated with the decision to choose an authoritarian style. Parents with an only

child are less likely to choose such a style. The role of education and income in choosing an

authoritarian style clearly differs with the number of children.

The probability to choose an authoritarian-inconsistent style does not vary by observable

groups as much as the probability to choose one of the other styles. Mostly, the probability

lies between 0.2 and 0.28. However, we find a clear pattern, where parents with lower income

are systematically more inclined to choose this style.

Among all parents, those with one child and a university degree have the highest probability to

choose a democratic-loving style (lower left panel). The probability is especially high for a low

household income (0.5) and decreases for parents in households with middle or high income

(0.4 and 0.26 respectively). Highly educated parents with more than one child or parents with

low education are less inclined to raise their child with a democratic-loving style.

In summary, average probabilities depicted in table 4.3 show a strong association between

parenting styles and parental characteristics. However, figure 4.3 indicates, that the link

between parenting styles, parental socioeconomic status and household composition is complex.

The probabilities strongly differ along observable groups, i.e. the combination of all three

variables. The results show that there is no style which is clearly preferred by one group. This

indicates that other characteristics not captured by the observable groups are very important
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determinants.

The results point to the importance of parents’ time resources and (non-)cognitive skills when

choosing a parenting style. Parents who choose a democratic-loving style strongly focus on

the needs of the child and do not impose their will by directly restricting the child’s actions.

Such parents rather enforce their will by persuading the child. In contrast, an authoritative or

authoritarian style directly restrict the child’s actions. At the same time, holding a university

degree is a good predictor for choosing a democratic-loving style. An authoritative style is

generally more likely chosen by parents without a university degree. For parents with an only

child, an authoritarian style is more likely chosen by parents with lower education. Therefore,

we conclude that a democratic-loving style demands high (non-)cognitive skills of the parents.

In contrast, an authoritative or an authoritarian style are not as (non-)cognitively demanding

as a democratic-loving style. Therefore, (non-)cognitive skills may play an important role in

the choice of a parenting style. Further, a democratic-loving style requires to discuss issues in

case of disagreement between child and parent or to let the child make own plans. In contrast,

an authoritarian style leaves less autonomy to the child. The number of children indicates

whether parents are able to give their full attention to only one child or whether they have

to allocate their time to multiple children. The results of the model show that parents with

more than one child are less likely to choose a democratic-loving style, but more likely choose

an authoritarian style. Therefore, we conclude that a democratic-loving style requires more

time resources compared to an authoritarian style. This underlines the importance of time

resources in choosing a parenting style.

4.6 Parenting styles and children’s skill development

4.6.1 Estimation strategy

To analyze how parenting styles are related to the skill development of children, we estimate a

simple static model, where we look at one specific period in childhood. Our data contains M

skills S7m
i when the child was 7 years old indexed by m. Our model uses predictions zi1, ..., zi4

for the parenting style of parents i derived from the estimation in section 4.4 and 4.5 (zik

equals one for the most likely parenting style for parents i and zero otherwise). We assume

that S7m
i is linearly affected by the parenting style zik, the initial endowment of that skill S4m

i
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at age 4, and a vector of child’s and parent’s individual characteristics captured by XXXm
i .

S7m
i = βm

0g +
∑

k∈2,3,4

γm1kzik + δm1 S
4m
i + δδδm

′

2 XXX
m
i + ηmi , (4.6)

where the base category is zi1, i.e. whether i chooses an authoritative style or not, and βm
0g

is an intercept that varies with the observed group membership. The coefficient γm1k can be

interpreted as the effect of the parenting style on the change in skills between age 4 and 7. This

effect is biased if, given XXXm
i , unobserved factors affect both the choice of the parenting style

and the change in skills of the child. For example, the speed at which children learn may be

related to factors that are also associated with the parents’ choice of parenting style (genetics,

neighborhood, etc.). Unfortunately, we cannot use an instrumental variable approach to solve

this issue, since we could not find any exogenous source of variation that affects the choice

of the parenting style. Therefore, we use an extensive set of control variables to mitigate the

bias induced by potential confounding factors. First, other skills at age 4 may affect both, the

change in skills of the child and the choice of parenting style. Hence, XXXm
i contains the initial

endowment of all other considered skills and additional measures on (non-)cognitive skills at age

4 (e.g. measures on the child’s temperament). Second, the choice of the parenting style may

depend on parental skills and preferences, which may also have a strong effect on the change in

the child’s skills. To account for this, we control for the respondents personality traits, patience

and risk aversion. Third, peers may be important confounding factors. Therefore, we control

for the share of parents’ friends who hold a university degree, the share of parents’ friends with

migration background and the share of the child’s friends with migration background. Fourth,

the quality time parents spend with their child may be correlated with both, the change in

skills of the child and the choice of the parenting style. To address this source of bias, we

control how much quality time parents spent with their child when the child was 6 years old,

i.e. in our considered period of childhood between age 4 and 7. The indicator is constructed

by taking the average over how often parents (1) read a story to their child, (2) show single

letters or the alphabet to the child, (3) practice numbers with the child, (4) teach short poems,

rhymes or songs to the child, (5) paint, draw or craft with the child, (6) go to the library with

the child, and (7) tell a story to the child. Finally, we control for demographic characteristics

of the child and the parents. All controls are summarized in table A2 in the appendix.

Using equation (4.6), we estimate how parenting styles are related to cognitive skills (mathe-

matical literacy, listening comprehension, reasoning) and non-cognitive skills (problem behav-

ior, prosocial behavior and patience). We also report supplementary results on how parenting

76



styles are associated with the child’s personality traits measured by the Big Five. However, the

child’s initial endowments of personality traits at age 4 are not available in the data due to the

children’s young age. Since parents pass on their skills and preferences to their child through

genetic, social or other channels, we use the personality traits of the interviewed parent to

measure the child’s initial endowment (comparable to Falk et al., 2021). Further, we analyze

how the children cope with their school day. No initial endowments can be observed since

children were recently enrolled.

4.6.2 Results

We estimate equation (4.6) using ordinary least squares. All regression models contain the

same control variables. The outcomes are normalized to have mean 0 and standard deviation

1. Table 4.4 shows the main results of our analysis.

Authoritative vs. ... Authoritarian vs. ...
Authoritarian-

inconsistent vs. ...

Authoritarian
Authoritarian-

inconsistent

Democratic-

loving

Authoritarian-

inconsistent

Democratic-

loving

Democratic-

loving
N

Cognitive skills

Reasoning -0.01 0.07 0.00 0.08 0.02 -0.07 1373

Mathematical literacy 0.05 0.09 -0.08 0.03 -0.13** -0.17** 1364

Listening comprehension -0.02 0.12 -0.14* 0.14* -0.12 -0.26*** 1228

Non-cognitive skills

Prosocial 0.10 0.30*** -0.08 0.19** -0.18** -0.38*** 1182

Problem behaviour -0.13* -0.17** -0.01 -0.04 0.12 0.16* 1184

Patience 0.13* 0.07 0.23*** -0.07 0.10 0.16* 1227

Table 4.4 – Parenting styles and skills - main results

The table depicts the effect of each parenting style on child’s (non-)cognitive skills. All controls are summarized in table

A2. Controls include the initial endowment of the skill observed at age 4. Outcomes are normalized to have mean 0 and

standard deviation 1. Significance of the coefficients at conventional significance levels 1%, 5%, 10% are indicated by stars

***, **, *, respectively. The last column N shows the number of observations.

The upper panel shows the effect of the parenting style on cognitive skills. The ability to

reason is not significantly associated with the parenting style. A democratic-loving style is

associated with a significant higher mathematical literacy compared to an authoritarian or

authoritarian-inconsistent style. Further, the listening comprehension of children raised with

a democratic-loving style is significantly higher than the listening comprehension of children

with authoritarian-inconsistent or authoritative parents. Children who are raised with an

authoritarian style have a higher listening comprehension compared to children raised with an

authoritarian-inconsistent style.
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In the lower panel, we report how parenting styles are related to non-cognitive skills. Children

raised by authoritarian-inconsistent parents are less prosocial than children with authoritative,

democratic-loving or authoritarian parents. Further, they exhibit problem behavior more fre-

quently than children with parents who choose an authoritative or a democratic-loving style.

An authoritarian style is associated with less prosocial behavior than a democratic-loving style

and with a more frequent problem behavior than an authoritative style. Regarding social be-

havior (i.e. prosocial and problem behavior) authoritative and democratic-loving styles do not

differ. However, we find that children who are raised by authoritative parents are more pa-

tient than those raised by democratic-loving parents. They are also significantly more patient

than children of authoritarian parents. Children raised with authoritarian-inconsistent style are

significantly more patient than children with democratic-loving parents.

Table 4.5 summarizes supplementary results on how parenting styles are related to the child’s

non-cognitive skills.

Authoritative vs. ... Authoritarian vs. ...
Authoritarian-

inconsistent vs. ...

Authoritarian
Authoritarian-

inconsistent

Democratic-

loving

Authoritarian-

inconsistent

Democratic-

loving

Democratic-

loving
N

Personality

Extraversion 0.21*** 0.18** 0.20** -0.02 -0.01 0.01 1203

Conscientiousness 0.05 0.28*** -0.02 0.23*** -0.07 -0.30*** 1202

Agreeableness 0.05 0.28*** -0.07 0.23*** -0.12 -0.35*** 1191

Openness 0.19*** 0.18** 0.02 -0.01 -0.17** -0.16* 1202

Neuroticism -0.09 -0.18** 0.02 -0.09 0.12 0.20** 1202

Coping with school day: Child’s autonomy

Doing homework independently 0.03 0.25*** 0.00 0.22** -0.03 -0.24** 1084

Needs support with homework 0.03 -0.28*** -0.01 -0.32*** -0.04 0.28*** 1123

Can cope with many tasks easily 0.13* 0.20** 0.04 0.07 -0.09 -0.16* 1261

Coping with school day: Enjoyment of learning

Likes to go to school 0.02 0.05 -0.08 0.03 -0.10 -0.13 1275

Having fun at school 0.06 0.20** -0.04 0.14* -0.10 -0.24** 1274

Having fun studiying 0.12* 0.19** 0.04 0.06 -0.09 -0.15* 1272

Coping with school day: Willingness to make an effort

Treats working materials careful 0.11 0.29*** -0.04 0.19** -0.15* -0.33*** 1273

Completes tasks with care 0.04 0.24*** -0.04 0.20** -0.08 -0.29*** 1270

Gives up fast -0.01 -0.13 -0.00 -0.12 0.01 0.13 1271

Tries hard if task are difficult 0.13* 0.33*** 0.04 0.19** -0.09 -0.28*** 1263

Coping with school day: Social integration

Integrated well in class 0.10 0.18** -0.07 0.08 -0.17** -0.25*** 1275

Has many friends in class 0.16** 0.12 -0.06 -0.05 -0.23*** -0.18** 1271

Has many new friends in class 0.08 0.05 0.00 -0.03 -0.08 -0.05 1275

Table 4.5 – Parenting styles and skills - further results

The table depicts the effect of each parenting style on child’s skills. All controls are summarized in table A2. Initial

endowment of personality traits are measured using the Big Five of the interviewed parent. Outcomes are normalized to

have mean 0 and standard deviation 1. Significance of the coefficients at conventional significance levels 1%, 5%, 10% are

indicated by stars ***, **, *, respectively. The last column N shows the number of observations.

The results in the upper panel show how the child’s personality traits are associated with the
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parenting style. Children who are raised with an authoritative or a democratic-loving style

are more conscientious, more agreeable, more open and less neurotic than children who are

raised with an authoritarian-inconsistent style. Children with authoritarian parents are less

open than children of democratic-loving or authoritative parents, but more agreeable and

more conscientious than children who are raised with an authoritarian-inconsistent style. An

authoritative style is associated with a higher extraversion compared to all other styles.

In the remaining panels, we analyze how parenting styles are related to how children cope

with their everyday school life. Children with authoritarian-inconsistent parents are less au-

tonomous, have less pleasure in learning, show less willingness to make an effort and are worse

integrated in the class than those with authoritative or democratic-loving parents. Further,

they are also less autonomous, have less fun in school and show less willingness to make an

effort than children who are raised with an authoritarian style. Compared to an authoritar-

ian style, children with authoritative parents can cope with many tasks more easily, have fun

studying more often, try hard if a task is difficult more often and have many friends in class

more often. Children with democratic-loving parents treat their working material more careful,

are better integrated and have more friends in class. Whether parents raise their child with an

authoritative or democratic-loving style is not related to how the child copes with everyday

school life.

In summary, we find that both non-cognitive and cognitive skills are sensitive to the parenting

style. The results shown in table 4.4 indicate that differences in non-cognitive skills are more

pronounced than in cognitive skills. In general, an authoritative and a democratic-loving style

are associated with similar cognitive and non-cognitive skills. Children with authoritative par-

ents have a lower listening comprehension but are more patient than children with democratic-

loving parents. In comparison, both an authoritarian and an authoritarian-inconsistent style

are systematically associated with lower skills. Children with authoritarian-inconsistent parents

have lower skills compared to all three alternative parenting styles. A democratic-loving style is

associated with less patience than any other parenting style, even an authoritarian-inconsistent

style.
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4.7 Discussion

Recent literature established a strong link between children’s skill development and parental

monetary and time investments. In this paper, we focus on the role of parenting styles, a type

of parental investment that has only recently become the focus of economic research. We

use a novel latent class model (LDA-S, Munro and Ng, 2022) to investigate which parenting

styles can actually be observed in the data. The model directly incorporates a link between the

latent classes, i.e. parenting styles, and parental education, household income and household

composition. We identify four parenting styles. Two styles closely resemble Baumrind’s (1991)

authoritative and authoritarian style. The other two are variations of these styles. We find that

parenting styles are strongly associated with household income, education and whether the child

is an only child. The results suggest that constraints in both time and (non-)cognitive skills of

the parents play an important role in choosing a parenting style. Analyzing how the observed

styles are associated with the child’s (non-)cognitive skill development, we find that children

raised with an authoritative or a democratic-loving style have the most favorable outcomes.

Our results show how differences in parenting styles contribute to the skill gap between children

from different socioeconomic environment. Parenting styles that are associated with low

household income and having more than one child are associated with lower skills of the child.

As much of the literature, we rely on observational data to estimate the effect of parenting

styles on skills. Therefore, one has to keep in mind that our results can only be interpreted as

causal under the strong assumption that we control all factors that affect both, the choice of

the parenting style and the change in skills of the child between age 4 and 7.

Our paper gives important implications for future research. As parenting styles are not directly

observable, we emphasize the challenge to operationalize them in future research, a point also

made by Doepke and Zilibotti (2021). Our results suggest three important considerations.

First, most commonly, the researcher does not know in which dimensions parenting styles

differ. Our model identifies an authoritative and authoritarian parenting style in the sense

of Baumrind (1971, 1991). The two other styles are variations of them which would have

been overlooked if we relied solely on the classic theoretical framework. Therefore, along with

theoretical models, data-driven approaches are a crucial tool for identifying parenting styles.

Second, it is important to rely on a large set of different dimensions. This helps to properly

describe the latent variables or classes and to fully understand the differences between them.

More importantly, an extensive set of dimensions is crucial to separate parenting styles that
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are similar to each other. Our results show that the parenting styles may only differ regarding

a few dimensions (e.g. authoritative vs. democratic-loving or authoritarian vs. authoritarian-

inconsistent). Missing dimensions which are important could lead to misleading results. In

our case, a lack of distinction between authoritarian from authoritarian-inconsistent parents

would make authoritarian parenting appear worse than it actually is. Authoritarian-inconsistent

parenting is associated with much less favorable outcomes. Third, data-driven methods which

can handle many different dimensions in an interpretable way, such as LDA-S, are a crucial

tool to handle a large set of measures for parent-child interaction.

Our paper also gives important directions for policy-makers. The recent literature finds that

non-cognitive skills foster cognitive skills but not vice versa and that non-cognitive skills mainly

develop in childhood and hardly change in adulthood (Cunha and Heckman, 2007, 2008; Cunha

et al., 2010). Since parenting styles are strongly associated with non-cognitive skills, our results

point to parenting styles as an important driver of the skill gap between children with different

background. To reduce this gap, a policy measure, which may be easy to implement, could

be to promote styles that are associated with the most favorable outcomes (authoritative or

democratic-loving). However, the effectiveness of parents in implementing certain parenting

styles may depend on their personal characteristics. Our results suggest that both (non-

)cognitive skills and time resources of parents might limit the choice of parenting style. For

example, some parents will find it harder to convince their child of their own opinion. Such

parents may have difficulties to exercise an authoritative or democratic-loving style properly.

Others might just not be able to give their full attention to only one child as they have more

than one. Hence, they would not be able to apply time consuming styles, e.g. democratic-

loving. Policy-makers could foster parents’ (non-)cognitive skills which are important to raise

a child or help parents to allocate their available time between children more efficiently.
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Chapter 5

Dissertation conclusion

Over the last decades, machine learning became increasingly popular as a toolbox of methods

for making precise predictions on a wide spectrum of different tasks. Despite their success,

economists only slowly started to incorporate them in their research – maybe because of

the conceptual difference between predictive and causal queries. As of now, the literature

combining conventional econometric approaches with machine learning methods is growing fast

and new methods to answer economic questions are developed and applied by practitioners.

In this doctoral thesis, I explore three novel methods by applying each of them to one relevant

research question. Chapter 2 applies post-double-selection to investigate whether and how

wage beliefs and information influence the decision to become a nurse. Post-double-selection

is a comprehensible data-driven method which is easy to implement in a variety of settings

involving the estimation of average effects. It improves upon conventional approaches through

data-driven model selection to handle many potential controls relative to sample size, and to

build models with a more flexible functional form. Moreover, post-double-selection increases

the credibility of research by making model selection more traceable. This is in particular

important since publication bias towards statistically significant results is still an issue (see

e.g., Card and Krueger, 1995; Ashenfelter et al., 1999; Doucouliagos et al., 2012; Havránek,

2015). It has been shown that researchers respond to it by changing their behavior, and thus

amplify the bias (e.g., Franco et al., 2014; Gelman and Loken, 2014; Brodeur et al., 2016).

In chapter 3, we use the generalized random forest framework to develop a 2SLS random forest.

Generalized random forests flexibly model interactions between covariates in high dimensions.
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Using our 2SLS random forest, we are able to plot detailed maps of heterogeneous effects across

multiple dimensions which is not possible using standard regression techniques. Moreover, the

framework addresses the model selection which plays a crucial role in the analysis of effect

heterogeneity. There is much concern that the researcher systematically searches for subgroups

with high effects and only report the results that highlight heterogeneity (Assmann et al., 2000).

Therefore, researchers are often required to submit a pre-analysis plan specifying the subgroups

that will be analyzed. This procedure restricts the researcher in finding unexpected but strong

heterogeneity. Generalized random forests deal with the limitations of pre-analysis plans by

relying on a data-driven, systematic search for effect heterogeneity while still providing valid

asymptotic confidence intervals.

The last chapter applies latent dirichlet analysis for survey data to infer parenting styles. The

model corresponds to a structural model of utility maximization which guides the interpretation

of the model parameters. Therefore, we are able to identify well-interpretable latent structures

from a large set of covariates.

In summary, machine learning methods applied in this doctoral thesis contribute to economic

research in many ways. First, they allow to flexibly model the relationship between variables

and to account for high-level interactions. Second, the methods are designed to handle a large

number of variables. Third, most of the machine learning methods limit the freedom of the

researcher in making rather arbitrary decisions. This makes empirical research more traceable

and increases the trust in empirical work. Finally, new tools to analyze data entail new

perspectives and new questions which can be answered. The ability to estimate personalized

effects is the key to efficiently assign policies on an individual level (see chapter 3). Moreover,

the machine learning literature provides methods for dimensionality reduction which lead to

well-interpretable results despite their complexity (see chapter 4). As discussed in chapter 1

there are many other methods to estimate average effects, to estimate heterogeneous effects

or to model latent variables (e.g., Chernozhukov et al., 2017; Athey et al., 2018b; Nie and

Wager, 2021). All these methods have the same advantages as those discussed here.

Research at the intersection of economics and machine learning covers other topics which have

not been discussed in this doctoral thesis. Because the data from which algorithms learn is

not free from prejudice, concerns that algorithm guided decisions discriminate against certain

groups become larger. Therefore, one branch of the literature tries to figure out how fairness

of such algorithms can be ensured (Kleinberg et al., 2018; Rambachan et al., 2020). Another

83



branch of the literature is about using machine learning methods to test assumptions. For

example, Farbmacher et al. (2022) use a causal forest to detect local violations of instrument

validity. A third branch of the literature uses machine learning methods for supplementary

analysis. Athey and Imbens (2015), for example, develop a measure of robustness inspired by

regression trees.

Machine learning methods for image and text analysis appear promising to generate and analyze

new data. For example, applying machine learning methods for image recognition, satellite

data and street map data can be used to predict poverty, safety, and property values at deep

regional levels (e.g., Naik et al., 2017; Glaeser et al., 2018). Textual data can be used to

access detailed product information for estimating supply and demand, or to analyze diary

entries of individuals or interview data with open questions to evaluate social policies. Due

to the unstructured nature of textual data, the analysis of texts has long been a topic in the

machine learning community (see Gentzkow et al. 2019 for a review). Both, methods for image

recognition and text analysis, are not (yet) among the tools commonly used by economists.

Finally, economists pay less attention to the machine learning literature on causality. The

reason for this may be because of the conceptual differences. In contrast to most of the

econometric literature which relies on the potential outcome framework (Rubin, 1974), much

of the machine learning literature relies on directed acyclic graphs (Pearl et al., 2000) to

conduct causal inference. Imbens (2020) explains the differences between these approaches

and discusses the reasons why economists seldom rely on the approach commonly adopted by

the machine learning community.
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Appendix A

Tables

Variable Mean
Standard

deviation
Min Max

Number of

non-missing

values

Share of

missing

values

Demographic

Gender: female 0.4978 0.5000 0.0 1.0 7089 0.00

Migration background 0.1035 0.3047 0.0 1.0 7089 0.00

Opportunities

Higher secondary track

in 9th grade
0.3957 0.4890 0.0 1.0 6907 0.03

Competencies

Science 0.1561 0.9793 -2.6 5.3 6985 0.01

Mathematics 0.2077 1.2220 -4.4 4.6 7002 0.01

Information and

communication technology
0.1461 0.9002 -3.3 4.1 6989 0.01

Reading 34.6639 8.3705 0.0 51.0 7003 0.01

Reading speed 0.1577 1.2019 -4.0 3.3 6950 0.02

Metacognition 0.8185 0.1175 0.0 1.0 6965 0.02

Attitude to school & school performance

Math grade: over average

(class)
0.5445 0.4981 0.0 1.0 6981 0.02

German grade: over average

(class)
0.5083 0.5000 0.0 1.0 7016 0.01

Grade: math 2.8770 0.9989 1.0 6.0 6981 0.02

Grade: german 2.8077 0.7970 1.0 6.0 7016 0.01

Ever retent a grade 0.1534 0.3604 0.0 1.0 6984 0.01
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School concept: german 2.9434 0.6233 1.0 4.0 7022 0.01

School concept: math 2.5750 0.9186 1.0 4.0 6993 0.01

School concept: general 2.9264 0.5630 1.0 4.0 7019 0.01

Interests in math 2.2180 0.7900 1.0 4.0 6862 0.03

Interests in german 2.1874 0.8047 1.0 4.0 6865 0.03

Personality & behavior

Big Five: artistic 2.7984 1.3196 1.0 5.0 7070 0.00

Big Five: crticize 2.8645 1.0243 1.0 5.0 7068 0.00

Big Five: easy-going/lazy 3.2171 1.1723 1.0 5.0 7074 0.00

Big Five: nervous 2.8271 1.0795 1.0 5.0 7066 0.00

Big Five: imaginative 3.7465 1.0257 1.0 5.0 7062 0.00

Big Five: relaxed 3.2995 1.0612 1.0 5.0 7072 0.00

Big Five: cautious/relaxed 2.6416 1.1134 1.0 5.0 7071 0.00

Big Five: sensitive 3.8503 0.9112 1.0 5.0 7068 0.00

Big Five: sociable 3.5319 0.9446 1.0 5.0 7061 0.00

Big Five: thorough 3.5920 0.9284 1.0 5.0 7071 0.00

Big Five: trusting 3.3983 1.0098 1.0 5.0 7068 0.00

Considerate 2.6108 0.5218 1.0 3.0 7011 0.01

Gets mobbed 1.1665 0.4243 1.0 3.0 6980 0.02

Has friends 2.8863 0.3434 1.0 3.0 7000 0.01

Helpful 2.6887 0.4996 1.0 3.0 6997 0.01

Kind to younger 2.4744 0.5924 1.0 3.0 6992 0.01

Likes to help 2.2183 0.5872 1.0 3.0 6994 0.01

Loner 1.4503 0.6032 1.0 3.0 6986 0.01

Popular 2.3546 0.5770 1.0 3.0 6940 0.02

Global self-esteem 2.4496 1.1497 1.0 5.0 7004 0.00

Likes to share 2.5696 0.5503 1.0 3.0 7005 0.01

Gets along with adults 1.6721 0.6596 1.0 3.0 6990 0.01

Good as others 3.9471 0.7928 1.0 5.0 7068 0.00

Be a failure 1.6985 0.9576 1.0 5.0 7045 0.00

Good qualities 3.9625 0.7622 1.0 5.0 7060 0.00

No pride 2.0150 0.9865 1.0 5.0 7059 0.00

Positive attitude towards

myself
3.9402 0.9088 1.0 5.0 7056 0.00

Satisfied with myself 3.9442 0.8371 1.0 5.0 7078 0.00

No good 2.3150 1.0705 1.0 5.0 7053 0.01

Feel useless 1.8723 1.0089 1.0 5.0 7057 0.01

Be at least as valuable

as others
4.0033 0.9849 1.0 5.0 7054 0.01
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TenFlex: flexible 16.0394 3.2374 5.0 25.0 7007 0.01

TenFlex: persistent 18.4130 2.9034 5.0 25.0 7063 0.00

Religious 2.2474 0.8976 1.0 4.0 6810 0.04

Disadvantage: gender 0.0740 0.2617 0.0 1.0 6341 0.11

Disadvantage: foreign name 0.3457 0.4756 0.0 1.0 6411 0.11

Disadvantage: foreign looks 0.3505 0.4772 0.0 1.0 6400 0.10

Disadvantage: lower

secondary
0.7906 0.4069 0.0 1.0 6620 0.07

Disadvantage: head scarf 0.5563 0.4969 0.0 1.0 6052 0.15

Disadvantage: overweight 0.2038 0.4028 0.0 1.0 6370 0.10

Disadvantage: bad german 0.8574 0.3497 0.0 1.0 6583 0.07

Family & career planning

Important to form family 0.6812 0.4661 0.0 1.0 7085 0.00

Child before age 25 0.2307 0.4213 0.0 1.0 7079 0.00

Moving away for training 0.4160 0.4929 0.0 1.0 6019 0.15

Satisfaction

Satisfaction with life 7.5462 1.9546 0.0 10.0 7089 0.00

Satisfaction with living

conditions
8.0968 1.8901 0.0 10.0 7089 0.00

Satisfaction with family 8.3861 2.1703 0.0 10.0 7089 0.00

Satisfaction with friends 8.6148 1.8390 0.0 10.0 7089 0.00

Satisfaction with school 6.8558 2.2203 0.0 10.0 7089 0.00

Satisfaction with health 8.3168 2.0770 0.0 10.0 7089 0.00

Leisure

Time gaming 3.0198 1.5115 1.0 6.0 6910 0.03

Time reading 3.1293 1.4694 1.0 5.0 6927 0.02

Visiting museum 2.2284 1.0784 1.0 5.0 7057 0.00

TV-shows: science 1.9890 0.7473 1.0 4.0 7024 0.01

Books: science 1.4038 0.6478 1.0 4.0 7024 0.00

Web: science 1.7473 0.7735 1.0 4.0 7012 0.01

Magazines: science 1.7091 0.7909 1.0 4.0 7013 0.01

Science club 1.1463 0.4802 1.0 4.0 7020 0.01

Course: music 1.7950 0.4037 1.0 2.0 7089 0.00

Number of books 3.9537 1.4359 1.0 6.0 7064 0.00

Meaning of work and interests

Importance of comfort aspects 4.6524 0.9508 1.0 6.0 7089 0.00

Importance of economic aspects 5.1635 0.7465 1.0 6.0 7089 0.00

Importance of expressive aspects 4.9322 0.6508 1.0 6.0 7052 0.00

IILS-Interests: social 3.0449 0.9829 1.0 5.0 7089 0.00
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IILS-Interests: conventional 2.5018 0.8550 1.0 5.0 7057 0.00

IILS-Interests: art 2.5329 1.0149 1.0 5.0 7065 0.00

IILS-Interests: analytical 2.6614 0.9723 1.0 5.0 7076 0.00

IILS-Interersts: practical 2.8324 1.0586 1.0 5.0 7066 0.00

IILS-Interests: business 3.0338 0.8357 1.0 5.0 7060 0.00

Parental background

Parental education (highest):

studied
0.2918 0.4546 0.0 1.0 5452 0.23

Parental education (highest):

university entrance quali.
0.1970 0.3978 0.0 1.0 5452 0.23

Household income per capita 859.8624 392.4184 200.0 2666.7 4198 0.41

Parental occupation (at least one

parent): MINT
0.5144 0.4998 0.0 1.0 5476 0.23

Parental occupation (at least one

parent): business
0.5338 0.4989 0.0 1.0 5476 0.23

Parental occupation (at least one

parent): care
0.0942 0.2922 0.0 1.0 5476 0.23

Parental occupation (at least one

parent): health
0.1348 0.3415 0.0 1.0 5476 0.23

Parental occupation (at least one

parent): education
0.1715 0.3770 0.0 1.0 5476 0.23

Parental occupation (at least one

parent): hairdresser
0.0197 0.1391 0.0 1.0 5476 0.23

Parental occupation (at least one

parent): banking
0.0499 0.2177 0.0 1.0 5476 0.23

Parental occupation (at least one

parent): automotive mechanic
0.0268 0.1616 0.0 1.0 5476 0.23

Parental occupation (at least one

parent): teacher
0.0575 0.2329 0.0 1.0 5476 0.23

Parental occupation (at least one

parent): physician
0.0247 0.1551 0.0 1.0 5476 0.23

Broken home 0.0900 0.2862 0.0 1.0 6832 0.04

Behavior and values of parents

Discuss books 1.8053 1.0344 1.0 5.0 6930 0.02

Discuss movies 3.2535 1.1332 1.0 5.0 6928 0.02

Discuss politcs 2.5871 1.2831 1.0 5.0 6943 0.02

Discuss arts 1.5531 0.9378 1.0 5.0 6950 0.02

Importance to maintain mother’s

status (education)
3.6373 1.3416 1.0 5.0 6515 0.08
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Importance to maintain father’s

status (education)
3.6483 1.3606 1.0 5.0 6381 0.10

Importance of grades 4.3354 0.8863 1.0 6.0 7015 0.01

Importance of parent’s opinion 3.9303 0.9589 1.0 5.0 7013 0.01

Gender role: duties in

household
3.2981 0.8462 1.0 4.0 6032 0.15

Gender role: technology 2.7174 0.8996 1.0 4.0 5937 0.02

Gender role: politics 3.2233 0.8659 1.0 4.0 6883 0.16

Gender role: earning money 1.8850 0.9479 1.0 4.0 6992 0.01

Gender role: occupations 3.0044 0.9044 1.0 4.0 6991 0.01

Importance career 4.0437 1.1019 0.0 5.0 7004 0.01

Importance to maintain mothers

status (occupation)
3.7709 1.2631 1.0 5.0 6966 0.02

Importance to maintain fathers

status (occupation)
3.7208 1.2600 1.0 5.0 6923 0.02

Expectations of son: living close 2.0428 0.7851 1.0 4.0 6334 0.02

Expectations of son:

housekeeping
2.5314 0.9255 1.0 4.0 6536 0.08

Expectations of son: financially

support younger siblings
1.8419 0.8128 1.0 4.0 6235 0.08

Expectations of daughter:

living close
2.2826 0.8827 1.0 4.0 6295 0.11

Expectations of daughter:

housekeeping
2.8661 0.8996 1.0 4.0 6475 0.11

Expectations of daughter: financ-

ially support younger siblings
1.8036 0.7886 1.0 4.0 6104 0.14

Expectations to study 0.4272 0.4947 0.0 1.0 6645 0.06

Costs of lower secondary degree 3.3527 1.1535 1.0 5.0 6941 0.02

Costs of middle secondary degree 3.7966 0.8572 1.0 5.0 6914 0.02

Costs of higher secondary degree 3.9547 1.0164 1.0 5.0 6908 0.03

Social environment

Organization: sports 0.6558 0.4751 0.0 1.0 6990 0.01

Organization: religion 0.2136 0.4099 0.0 1.0 6946 0.02

Organization: culture 0.1434 0.3505 0.0 1.0 6932 0.02

Friends: share migration

background
2.6436 1.3255 1.0 7.0 7085 0.00

Friends: share ambitious 3.1854 0.7628 1.0 5.0 7012 0.01

Friends: share try 2.7581 1.0162 1.0 5.0 7068 0.00

Friends: share don’t care 2.5054 0.9814 1.0 5.0 7012 0.01
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Friends: important to have a

career
3.6128 0.8680 1.0 5.0 7066 0.00

Class: share migration

background
2.6724 1.1206 1.1206 7.01 6979 0.02

Class: share ambitious 3.0810 0.7637 1.0 5.0 6999 0.01

Class: share try 2.4859 0.9372 1.0 5.0 7065 0.00

Class: share don’t care 2.7202 0.9269 1.0 5.0 6987 0.01

School

Teacher: further education

about voc. orientation
3.1783 0.9487 1.0 5.0 5681 0.20

Contact: organization 3.6825 0.9318 1.0 5.0 5603 0.21

Contact: firms 3.9968 0.9016 1.0 5.0 5642 0.20

Programs for voc. orientation 4.1166 0.9513 1.0 5.0 5704 0.19

Contact: counseling 3.8845 0.9966 1.0 5.0 5669 0.20

Contact: local network 3.6833 1.1447 1.0 5.0 5671 0.20

Parental support in voc.

orientation
3.6765 0.9647 1.0 5.0 5685 0.20

Testing of interests 4.2433 1.7749 1.0 6.0 5474 0.23

Individual support plans 2.5473 1.5010 1.0 6.0 5375 0.24

Voc. orientation by teachers 4.9588 1.6463 1.0 6.0 5458 0.23

Practice: writing applications 5.7043 0.9610 1.0 6.0 5523 0.22

Practice: job interview 5.1684 1.4346 1.0 6.0 5468 0.23

Train social competencies 4.3466 1.8184 1.0 6.0 5366 0.24

Assisted internship 5.1491 1.6617 1.0 6.0 5487 0.23

External counseling 4.6583 1.7494 1.0 6.0 5502 0.22

Voc. orientation in institutions 3.4604 1.9691 1.0 6.0 5426 0.23

Individual counseling 3.1498 1.6759 1.0 6.0 5499 0.22

Individual support by career

choice assistance
2.2650 1.5128 1.0 6.0 5399 0.24

Support by educators 2.0501 1.1373 1.0 6.0 5472 0.23

Regional and labor market characteristics

Share age 15 to 25 11.7035 0.7721 9.9 14.4 7072 0.00

Firm density 42.0207 39.1636 2.4 186.7 7072 0.00

Regional unemployment rate 2.4753 1.0799 1.0 4.0 7072 0.00

Residence in east-germany 0.1251 0.3308 0.0 1.0 6835 0.04

Table A1 – Summary statistics of potential controls
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Mean
Standard

deviation
Min Max

Skills at age 4

Reasoning 0.3037 2.3476 -4.1 6.1

Mathmatical literacy 0.0444 0.9813 -3.6 3.2

Listening Comprehension 49.5915 24.0283 0.0 121.0

Prosocial behavior (SDQ) 7.7081 1.4843 1.0 10.0

Problem behavior (SDQ) 1.2479 1.3648 0.0 8.0

Patience 0.7787 0.3954 0.0 1.0

Short term memory 2.3747 0.9009 0.0 5.0

Frustration (temperament) 4.2296 1.3682 0.0 6.0

Is concentrated (temperament) 4.5126 1.2958 0.0 6.0

Feeling down when failing (temperament) 3.0783 1.5319 0.0 6.0

Gets lost in books (temperament) 4.6621 1.4315 0.0 6.0

Full of energy in the evening (temperament) 4.9430 1.3063 0.0 6.0

Difficult to calm down (temperament) 2.9776 1.5640 0.0 6.0

Parental skills and preferences

Risk tolerance 4.6654 2.0122 0.0 10.0

Patience 5.6288 2.2663 0.0 10.0

Conscientiousness (Big Five) 4.0765 0.6682 1.0 5.0

Extraversion (Big Five) 3.5510 0.8313 1.0 5.0

Agreeableness (Big Five) 3.6374 0.5472 1.7 5.0

Openness (Big Five) 3.7362 0.8855 1.0 5.0

Neuroticism (Big Five) 2.8150 0.7745 1.0 5.0

Peers

Parents’ peers: University degree 4.4034 1.5460 1.0 7.0

Parents’ peers: Migration background 2.9817 1.3385 1.0 7.0

Child’s peers: Migration background 3.2237 1.4099 1.0 7.0

Quality time

Quality time 9.0064 1.5770 2.5 28.3

Demographic characteristics

Child female 0.4974 0.5002 0.0 1.0

Child migration background 0.1262 0.3321 0.0 1.0

Responded female 0.4662 0.4990 0.0 1.0

State of Residence: SH 0.0438 0.2047 0.0 1.0

State of Residence: HH 0.0647 0.2461 0.0 1.0

State of Residence: NI 0.0752 0.2637 0.0 1.0

State of Residence: HB 0.0222 0.1475 0.0 1.0

State of Residence: NW 0.2301 0.4210 0.0 1.0
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State of Residence: HE 0.0569 0.2317 0.0 1.0

State of Residence: RP 0.0281 0.1653 0.0 1.0

State of Residence: BW 0.0915 0.2884 0.0 1.0

State of Residence: BY 0.1641 0.3704 0.0 1.0

State of Residence: SL 0.0137 0.1164 0.0 1.0

State of Residence: BE 0.1078 0.3103 0.0 1.0

State of Residence: BB 0.0124 0.1108 0.0 1.0

State of Residence: MV 0.0163 0.1268 0.0 1.0

State of Residence: SN 0.0425 0.2018 0.0 1.0

State of Residence: ST 0.0235 0.1516 0.0 1.0

State of Residence: TH 0.0072 0.0845 0.0 1.0

Group: No sibling, low income, no univ. 0.0333 0.1796 0.0 1.0

Group: No sibling, low income, univ. 0.0144 0.1191 0.0 1.0

Group: No sibling, middle income., no univ. 0.0477 0.2132 0.0 1.0

Group: No sibling, middle income, univ. 0.0242 0.1537 0.0 1.0

Group: No sibling, high income, no univ. 0.0255 0.1577 0.0 1.0

Group: No sibling, high income, univ. 0.0660 0.2484 0.0 1.0

Group: Sibling, low income, no univ. 0.1614 0.3681 0.0 1.0

Group: Sibling., low income, univ. 0.0725 0.2595 0.0 1.0

Group: Sibling., middle income, no univ. 0.0915 0.2884 0.0 1.0

Group: Sibling., middle income, univ. 0.1660 0.3722 0.0 1.0

Group: Sibling., high income, no univ. 0.0608 0.2390 0.0 1.0

Group: Sibling, high income, univ. 0.2366 0.4251 0.0 1.0

N 1530

Table A2 – Summary statistics of controls
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