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Abstract

Understanding the fundamental process of liquid–liquid phase separation
(LLPS) in biological systems is relevant to a range of diverse areas such as protein
crystallization, bio-materials, self-organization of the biological cells, protein
condensation-related diseases, and industrial food processing. LLPS is a complex
process involving domain evolution of the new phases, microscopic dynamics
of density fluctuation, the thermal fluctuation of domain interfaces, and global
diffusive motion. This dynamics is strongly intertwined with the kinetics of
structural evolution in the early stage of spinodal decomposition (SD) of LLPS.
While both the kinetics of domain evolution and the microscopic dynamics are
essential for the formation and properties of the various condensates, research so
far has mainly focused on the domain growth kinetics. Meanwhile, the dynamics
remain largely unknown due to the experimental difficulty in measuring slow
dynamics on a micrometer length scale. X-ray photon correlation spectroscopy
(XPCS) is a key technique that enables measurements at the corresponding scales.
Moreover, it can simultaneously provide both information on the evolution of the
structure as well as the dynamics. Nevertheless, until recently, such experiments
were not carried out due to the radiation damage problem.

This thesis pursues two objectives. One is the study of the microscopic dy-
namics of LLPS in protein solutions probed by XPCS. The other is to advance
the field of XPCS itself: from conducting an experiment on biological samples
to interpreting data related to non-equilibrium dynamics. To achieve them, we
first investigated the dynamics of the LLPS on the model system of BSA-YCl3
by XPCS with the simultaneous study of growth kinetics by ultra-small angle
X-ray scattering (USAXS). Then, to support the experimental results and extend
some of the conclusions from phase separation of BSA-YCl3 system to LLPS
phenomena in general, Cahn-Hilliard (CH) simulations were performed.

In the first part of the results section, it is demonstrated that in the early stage
of SD, the kinetics relaxation of BSA-YCl3 is up to 40 times slower than the dy-
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namics and thus can be decoupled. The microscopic dynamics is well-described
by hyper-diffusive ballistic motions with a relaxation time exponentially grow-
ing with time in the early stage, followed by a power-law increase with fluc-
tuations. However, some unresolved issues remain. The classical analysis of
XPCS data is insufficient to judge the presence of gelation in the studied sample.
Additionally, the experimental results show rich side features in the two-time
correlation map (TTC). The physics behind these features might be crucial for
understanding the non-equilibrium dynamics; however, only the component
along the diagonal is usually in focus, while the side features cannot be easily
interpreted via classical analysis or simulation methods.

In the next chapter, we propose a Reverse-Engineering (RE) approach based
on particle-based heuristic simulations that allows to predict and understand the
kinetics and dynamics of systems undergoing non-equilibrium processes. This
also addresses the issues that remained open in the previous section. For the
microscopic length scale, the typical TTC for LLPS contains three characteristic
features: ”modulations” along the diagonal, a ”square” feature, and ”tails”. It
is demonstrated that the RE approach could go beyond CH theory and build
the connection between these features in the TTC and the key parameters, such
as relaxation time, concentration distribution, the size distribution of domains,
viscosity, and mobility. Furthermore, using the RE approach, it is shown that
the degree of visibility of a ”square” feature is related to gelation. Based on
this new result, as well as previous experimental confirmations, we can confirm
the presence of gelation in the BSA-YCl3 system at the investigated time scales
identifying a nearby glass transition.

All of the results described so far are obtained during measurements near
the end of the capillary. In the third results part, it is shown that the dynamics
in the middle of the capillary is different. The corresponding changes in TTCs
result in the appearance of a special ”wing” feature. Based on the measurements
supported by the simulations, it is demonstrated that the ”wing” feature might
result from the flow retraction caused by the volume change upon temperature
jump. The shape of this feature is shown to contain information about the flow
rates before and after the retraction. The state of the system at the time that the
wing feature appears corresponds to a steady state with the minimum influence
of flow. These effects of flow on dynamics do not influence the static structure
factor.
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Finally, new insights gained on the conditions to carry out bio-XPCS exper-
iments are combined with the previous knowledge in this area to derive a
sequence of steps for conducting an XPCS experiment on proteins. This op-
timized procedure is presented in the conclusions along with a summary of
findings on the relationship between dynamics and features on TTCs.

In this thesis, we developed a comprehensive understanding of the procedure
and data analysis of XPCS experiments on the protein systems, as well as
microscopic dynamics and its interplay with the kinetics of LLPS. The results
of this work and the established frameworks are relevant also for various soft-
matter systems and phenomena essential for understanding the fundamentals
of materials synthesis, processing, and phase transformation.
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Zusammenfassung in deutscher
Sprache

Ein grundlegendes Verständnis der flüssig-flüssig-Phasentrennung (engl.:
LLPS) in biologischen Systemen ist u.a. für die Kristallisation von Proteinen, mit
Proteinkondensation verbundene Krankheiten, die Selbstorganisation biologis-
cher Zellen und industrielle Lebensmittelverarbeitung von Bedeutung. LLPS
ist ein komplexer Prozess, der die Domänenentwicklung der neuen Phasen, die
mikroskopische Dynamik der Dichtefluktuation, die thermische Fluktuation
der Domänengrenzflächen und die globale Diffusionsbewegung umfasst. Diese
Dynamik ist eng mit der Kinetik der strukturellen Entwicklung in der frühen
Phase der spinodalen Zersetzung (engl.: SD) der LLPS verwoben. Während
sowohl die Kinetik der Domänenentwicklung als auch die mikroskopische Dy-
namik für die Bildung und die Eigenschaften der verschiedenen Kondensate
von wesentlicher Bedeutung sind, hat sich die Forschung bisher hauptsächlich
auf die Kinetik des Domänenwachstums konzentriert. Die Dynamik ist jedoch
noch weitgehend unbekannt, da es schwierig ist, die langsame Dynamik auf
einer Längenskala im Mikrometerbereich zu messen. Die Röntgenphotonen-
Korrelationsspektroskopie (engl.: XPCS) ist eine entscheidende Technik, die
Messungen auf den entsprechenden Skalen ermöglicht. Außerdem kann sie
gleichzeitig Informationen über das strukturelle Wachstum und die sich en-
twickelnde Dynamik liefern. Bis vor kurzem wurden solche Experimente jedoch
aufgrund der Strahlenschäden nicht durchgeführt.

In dieser Arbeit werden zwei Ziele verfolgt. Das Erste ist die Untersuchung
der mikroskopischen Dynamik von LLPS in Proteinlösungen, die mit XPCS
erforscht wird. Das Zweite besteht darin, das Gebiet der XPCS selbst vo-
ranzubringen: von der Durchführung eines Experiments an biologischen Pro-
ben bis hin zur Interpretation von Daten im Zusammenhang mit Nichtgleich-
gewichtsdynamiken. Um diese Ziele zu erreichen, wurde zunächst die Dynamik
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der LLPS am Modellsystem BSA-YCl3 mittels XPCS mit gleichzeitiger Unter-
suchung der Wachstumskinetik durch Ultrakleinwinkel-Röntgenstreuung (engl.:
USAXS) untersucht. Um die experimentellen Ergebnisse zu untermauern und
einige der Schlussfolgerungen von der Phasentrennung des BSA-YCl3-Systems
auf LLPS-Phänomene im Allgemeinen auszuweiten, wurden anschließend
Cahn-Hilliard (CH)-Simulationen durchgeführt.

Im ersten Teil der Ergebnisse dieser Dissertation wurde gezeigt, dass die
kinetische Relaxation von BSA-YCl3 im Frühstadium der SD bis zu 40-mal
langsamer ist als die Dynamik und daher entkoppelt werden kann. Die mikrosko-
pische Dynamik konnte durch hyperdiffusive ballistische Bewegungen gut
beschrieben werden, wobei die Relaxationszeit in der Anfangsphase exponen-
tiell mit der Zeit ansteigt, gefolgt von einem potenzierten Anstieg bei Fluktu-
ationen. Es sind jedoch einige Fragen offen geblieben. Die klassische Analyse
der XPCS-Daten war nicht ausreichend, um das Vorhandensein einer Gelierung
in der untersuchten Probe zu beurteilen. Darüber hinaus zeigten die experi-
mentellen Ergebnisse zahlreiche Nebenmerkmale in der Zeit-Zeit-Korrelations-
grafik (engl.: TTC). Die Physik hinter diesen Merkmalen könnte für das Verständ-
nis der Nichtgleichgewichtsdynamik von entscheidender Bedeutung sein. Allerd-
ings steht in der Regel nur die Komponente entlang der Diagonale im Mit-
telpunkt, während die seitlichen Merkmale mit klassischen Analyse- oder Simu-
lationsmethoden nicht leicht zu interpretieren sind.

Im nächsten Kapitel wird ein Reverse-Engineering (RE)-Ansatz vorgeschlagen,
der auf partikelbasierten heuristischen Simulationen beruht und es ermöglicht,
die Kinetik und Dynamik von Systemen, die Nichtgleichgewichtsprozessen un-
terliegen, vorherzusagen und zu verstehen. Auf der mikroskopischen Längen-
skala enthält die typische TTC für LLPS drei charakteristische Merkmale:
”Modulationen” entlang der Diagonalen, ”quadratische” Merkmale und
”Schweife”. Es wurde gezeigt, dass der RE-Ansatz über die CH-Theorie hin-
ausgeht und die Verbindung zwischen diesen Merkmalen in der TTC und den
Schlüsselparametern wie Relaxationszeit, Konzentrationsverteilung, Größen-
verteilung der Domänen, Viskosität und Mobilität herstellen kann. Außerdem
wurde mit Hilfe des RE-Ansatzes gezeigt, dass der Grad der Sichtbarkeit eines
”quadratischen” Merkmals mit der Gelierung zusammenhängt. Auf Grund-
lage dieses neuen Ergebnisses sowie früherer experimenteller Bestätigungen
haben wir das Vorhandensein von Gelierung im BSA-YCl3-System auf den
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untersuchten Zeitskalen bestätigt und einen Glasübergang identifiziert.
Alle bisher beschriebenen Ergebnisse wurden in Messungen nahe des Endes

der Kapillare erzielt. Im dritten Teil der Ergebnisse wird gezeigt, dass die Dy-
namik in der Mitte der Kapillare anders ist. Die entsprechenden Änderungen
in den TTCs führen zum Auftreten eines speziellen ”Flügelmerkmals”. Auf
Grundlage simulationsgestützter Messungen konnte gezeigt werden, dass die
Flügelmerkmale von einem durch temperaturbedingte Volumenänderung verur-
sachten Kontraktionsfluss stammen könnten. Es wurde gezeigt, dass die Form
dieses Merkmals Informationen über die Strömungsgeschwindigkeiten vor und
nach der Kontraktion enthält. Der Zustand des Systems zu dem Zeitpunkt,
an dem das Flügelmerkmal auftritt, entspricht einem stationären Zustand mit
minimalem Einfluss der Strömung. Diese Auswirkungen der Strömung auf die
Dynamik haben keinen Einfluss auf den statischen Strukturfaktor.

Schließlich wurden die neu gewonnenen Erkenntnisse über die Durchführung
von Bio-XPCS-Experimenten mit dem bisherigen Wissen auf diesem Gebiet kom-
biniert, um die nötigen Schritte zur Durchführung eines XPCS-Experiments an
Proteinen abzuleiten. Dieses optimierte Verfahren wurde in den Schlussfolgerun-
gen zusammen mit den Ergebnissen über die Beziehung zwischen Dynamik
und Merkmalen der TTCs dargestellt. Daher haben wir in dieser Disserta-
tion ein umfassendes Verständnis der Vorgehensweise und der Datenanalyse
von XPCS-Experimenten an Proteinsystemen sowie der mikroskopischen Dy-
namik und ihrer Wechselwirkung mit der Kinetik der LLPS entwickelt. Die
Ergebnisse dieser Arbeit und die geschaffenen Rahmenbedingungen gelten für
verschiedene Systeme weicher Materie und Phänomene, die für das Verständnis
der Grundlagen der Materialsynthese, -verarbeitung und -umwandlung von
hoher Bedeutung sind.

(Korrekturleser: Ingrid Dax und Alessandro Greco)
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Introduction





1. Introduction

A crucial issue in cell science is how to organize the cellular space to
empower control over complex biochemical responses in space
and time [1, 2]. One of the possible solutions is the localization

of reaction components by creating cell compartments or organelles, which are
distinct chemical environments.

In addition to membrane-bound compartments, where separation is ensured
by a physical barrier [3, 4], the cell is comprised of many membraneless or-
ganelles (MLOs), also known as biomolecular condensates [1]. Examples include
nucleoli [5], germ granules, centrosomes [6], p-bodies [7], stress granules [7, 8]
as well as Cajal bodies [9]. Why do they not mix with the surroundings, and
what phenomena does the cell use to organize membraneless compartments?
The answers remained elusive for many years. However, recent observations
indicate that many non-membrane-bound compartments likely will have the
properties of liquid drops and their formation is explained by the liquid-liquid
phase separation phenomenon (LLPS) [1, 2, 10–13]. The LLPS in a cell can be
modulated by the change in multivalent interactions caused by the modification
of environmental factors (pH, salt), the concentration of key components and
compositions, as well as mutations in key molecules [1, 13, 14].

The regular functions of MLOs [1, 13, 15–19] include the stress response,
regulation of gene expressions, and signal transaction. They are also important
for bacterial division and viral replication. The LLPS mediates the MLOs with
distinct material properties, which are altered in case of aberrant LLPS (e.g.,
gelation) [10]. The material properties of MLOs are fundamental for their distinct
cellular functions [20]. The aberrant phase transition leads to the dysfunction in
the formation, maintenance, and clearance of MLOs. This results in pathological
aggregation and may lead to many associated diseases [21, 22]: eye cataract [23],
sickle cell anemia [24], cancer [25, 26] or neurological disorders like Alzheimer’s
and Parkinson’s diseases [27, 28] and amyotrophic lateral sclerosis [29]. Thus,
the evolution of the kinetics and dynamics of the LLPS relates to the material
properties and function or dysfunction of MLOs. In the last decade, around 3000
scientific articles have contributed to the pathological importance of LLPS [16].

Along with the formation of MLOs, phase separation is now considered as an
underlying phenomenon in various biological processes like nucleocytoplasmic
transport [30], the heterochromatin formation [31], processes in the origin and
evolution of life [2, 32, 33], and many others, the list of which is growing rapidly

15



1. Introduction

[9, 11, 15, 17, 34–37]. Thus, the investigation of LLPS in biological systems is of
great importance for pharmacy [38], food industry [39], biomaterials [40], and
protein crystallization [41].

It was shown that addition and subsequent change of concentration of mul-
tivalent ions are very efficient in tuning protein-protein interactions [42, 43]
and result in rich phase diagrams that feature a re-entrant condensation phase
behavior. The salt concentration can be used as the control parameter of protein
phase diagrams, simplifying the achievement of LLPS for experiments under
lab conditions for many protein solutions. For this thesis, bovine serum albumin
(BSA) with YCl3 in concentrated aqueous solution [44] is used as the model
system.

LLPS is a complex process involving domain evolution of the new phases,
microscopic dynamics of density fluctuation, and the thermal fluctuation of
domain interfaces, as well as global diffusive motion. While both the kinetics of
domain evolution and the microscopic dynamics are important for the formation
and properties of the various condensates, research so far mainly focused on the
domain growth kinetics [45–52] and the dynamics remains largely unknown.
The information on the dynamics of LLPS is incomplete due to experimental
difficulties in measuring slow dynamics on a micrometer length scale.

This dynamics displays rich non-equilibrium behavior on the length scales
ranging from micrometer to single-protein size on the time scale from hun-
dred seconds down to microseconds [46, 52, 53]. These scales are impossible
to achieve simultaneously with standard techniques, such as Inelastic Neutron
Scattering (INS), Inelastic X-ray Scattering (IXS), Spin-Echo, and others [54].
Dynamic Light Scattering (DLS) can be used for this range, but it misses the
spatial resolution and is plagued by multiple scattering in dense and opaque
solutions [55]. The high brilliance of third-generation light sources has made
it possible to carry out X-ray photon correlation spectroscopy (XPCS) experi-
ments. This enables the investigation of dynamics with time scales ranging from
microseconds to thousands of seconds and length scales ranging from microns
down to nanometers which is consisting of the time/length scales window that
is important in the protein studies [54]. XPCS has been used in different soft con-
densed matter research areas for studying the dynamics of colloids [56], liquids
[57], polymers [58] and clays [59]. However, due to experimental difficulties in
working with beam-sensitive samples [60–62], only initial steps were made for

16
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the investigation of protein systems with XPCS [63, 64].
The following more detailed introduction of this thesis consists of two chap-

ters. Chapter 1 focuses on the general description of the physics of the LLPS
phenomenon and its formalization with the Cahn-Hilliard equation (Section 1.3).
It also provides information on the BSA-YCl3 system (Section 1.4.2). While
Chapter 2 discusses the fundamentals of X-ray scattering techniques for study
of kinetics (USAXS, Section 2.2) and dynamics (XPCS, Section 2.4). Furthermore,
the radiation damage issue is addressed, which is crucial for biological sam-
ples (Section 2.5). At the end of the chapter, the realization of low dose XPCS
experiments is discussed in Section 2.5.2.

17
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Chapter 1

Liquid-liquid phase separation

1.1 Inter-particle interactions in bulk solutions

A good approach to describe an interaction potential (Vpp) between two
charged biological macromolecules (e.g., proteins) is Derjaguin–Landau–Verwey–
Overbeck (DLVO) theory [65–67]. According to this theory, Vpp is a combination
of competing contributions: attractive van der Waals interaction [68] and elec-
trostatic repulsion between two charged particles [65, 69]. Despite the simplicity
of the model, it is successful in the description of the relations between phase
diagrams and interactions ranges of different systems [70, 71]. A purely repul-
sive system has been shown to exhibit only the fluid-crystal coexistence [72].
Eventually, additional attractive interactions are introduced to explain other
condensed phases [70]. Attraction leads to the appearance of a gas-liquid coexis-
tence region, which is stable in case of long-range interactions and metastable
with respect to the gas-crystal coexistence for short-ranged attraction [71].

The DLVO theory was originally derived for colloidal dispersions. It is in
good agreement with the experimental observations on some solution of globu-
lar (essentially spherical) proteins and remains valid after the addition of salt in
low concentrations [73, 74]. However, it is crucial to bear in mind that DLVO
fails to account for higher salt concentrations, properties of the salt type used,
hydrophobic repulsion, depletion interactions, and protein-specific processes
[67, 73]. This is especially important for systems with multivalent salts. Their
presence may induce novel effects, going far beyond the mean-field theory, e.g.,
counterion condensation and ion-ion correlations [75]. Nevertheless, in many
cases, DLVO theory provides approximate theoretical predictions which are in
good agreement with the experimental results [76, 77], while a complete descrip-
tion of the system may be not possible even with costly computer simulations.



1.2. Thermodynamics of phase transitions

Thus, the phase transition phenomena can be studied by utilizing intermolec-
ular potentials or interactions. However, this approach may still be complex.
Alternatively, it is possible to hold the description using classic thermodynamics.

1.2 Thermodynamics of phase transitions

1.2.1 Stability of the system

In this section, the correlation between the Helmholtz free energy density,
F , and phase transitions is described using basic thermodynamics [78]. By
definition:

F = U − TS,

where U is the internal energy and S is the entropy. A phase transition occurs
when the phase becomes unstable. It is possible to show that this corresponds to
the minimum of F . If the system is characterized by variables (T, V ), its stability
can be described by the Gibbs-Duhem stability criterion:

∆U + p∆V − T∆S ≥ 0,

where p is the pressure, T is the temperature, V is the volume, and ∆ corresponds
to the virtual variations of the variable from equilibrium. With constant T and
V , the stable phase is characterized by a minimum of potential F . The difference
in the free energy in the vicinity of equilibrium can be expanded into a series:

∆F = δF + 1/2δ2F + 1/3! δ3F + ...

Here, terms δF , δ2F, δ3F, ... are first-, second- and third-order differentials with
respect to the state variables.

Thus, from the general description, we can distinguish the following situa-
tions:

• For δF = 0 and δ2F, δ3F, ... > 0 the equilibrium is stable.

• If δF = 0 and δ2F > 0, but the condition ∆F > 0 is violated for certain
perturbations, the equilibrium is metastable. This case is possible when
some higher-order differentials δ3F, ... < 0.

20
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• For δ2F < 0 the equilibrium is unstable.

1.2.2 Free energy of a single-component system

How does the theory discussed above correlate with the phase diagram? To
understand that, we first consider a single-component system.

The macroscopic thermodynamic parameters of pressure p, volume V , and
temperature T describe the physical state of a phase. For example, for an ideal
(noninteracting) gas, the equation of state is given by [79]:

p = kBT · N
V
,

where kB is the Boltzmann constant, and N is the number of particles. In order
to account for the long-range attraction and short-range repulsion, the ideal gas
equation of state should be modified. The available volume is reduced by Nvp,
where vp is the exclusion volume of the particles. The pressure is reduced by
α · (N/V )2, where α is the strength of the attractive long-range potential. The
final equation of state is called the van der Waals equation and is defined by
[79–81]:

p = kBT · N

V −Nvp
− α ·

(
N

V

)2

. (1.1)

The Helmholz free energy of the system is related to the pressure via [82]:

F = −
∫

pdV. (1.2)

Now, we can apply the understanding of the relation between the stability
of the system and the free energy from the previous section. For T > Tc =

(8α)/(27vpkB), where p is a unique function of V and the state is stable. Below Tc

for a given pressure, the system is metastable or unstable. The system splits into
two phases in the unstable region: liquid and gas. The metastable regions consist
of an overexpanded liquid and a supersaturated vapor. If a sufficient disturbance
occurs, these phases convert to the two-phase system [83]. In comparison to the
unstable region, which is characterized by an immediate phase separation, the
system has to overcome an energy barrier to achieve the phase separation in
the metastable region [84]. The unstable region is confined by the spinodal line,
while the metastable regions lie between the spinodal and binodal (solubility)
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1.2.3. Free energy of a binary mixture

lines [78].
The van der Waals equation is one of the earliest and most straightforward

approaches to describing phase separation. However, the downside of this
simplicity is the impossibility of describing complex phase transitions such as
LLPS. Thus, to describe a real system, a more sophisticated approach may be
required, e.g., an investigation of the free energy of a binary mixture.

1.2.3 Free energy of a binary mixture

In contrast to a single-component system, the interactions in a multi-compo-
nent system arise from chemically different species of particles. This section
presents theoretical considerations of such a binary mixture containing two
species of particles, A and B. Depending on their self- and cross-interactions
at various temperatures, they can either be in a mixed or a demixed state. For
example, let us consider an aqueous protein solution where protein and solvent
molecules can be identified as A and B [85].

For simplification, it is assumed that the system is incompressible and the
composition is conserved. The mole fraction c of component A is equal to
c = nA/(nA +nB) = nA/NA, while the mole fraction of component B is (1− c) =

nB/NA. Here, nA and nB are numbers of particles of type A and B, respectively
and NA is the Avogadro’s number equals to NA = 6.022 · 1023 mol−1.

The Helmholtz free energy difference upon mixing is:

∆Fmix = Fmix − F 0
unmix = ∆Umix − T∆Smix,

where, Fmix and F 0
unmix are the free energies of mixed and demixed state. ∆Umix

and ∆Smix are the changes in internal energy and entropy upon mixing. Accord-
ing to the Boltzmann-Planck equation:

∆Smix = kB lnWmix − kB lnW 0.

Here, kB is the Boltzmann constant. The number of ways the particle can be
arranged before mixing and after random mixing is W 0 and Wmix, respectively.
Before mixing, there is only one configuration as the particles are indistinguish-
able. This leads to W 0 = 1. Wmix can be calculated as a multinomial coefficient:
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Figure 1.1: The Helmholz free energy F (a) and the corresponding chemical potential µ
(b) as functions of volume fraction for different temperatures. Blue curves correspond
to T > Tc. In this case, the demixing occurs in the interval [cS , cD] with energy F ∗ of the
demixed state indicated by the dotted line. The dashed vertical lines correspond to the
equilibrium compositions of the stable phase-separated system [86]. In this case, the
chemical potential is equal for two different compositions. Green curves correspond to
T < Tc. The system is mixed, and each value of the chemical potential corresponds to a
different composition.

Wmix = (NA! /nA!nB! ). Thus, applying Stirling’s approximation:

∆Smix = kB ln
NA!

nA!nB!
≈ kB (NA lnNA − nA lnnA − nB lnnB) =

= −R[c ln c+ (1− c) ln(1− c)],

where R = kBNA is the universal gas constant. It is noted that for a given
mixture ∆Smix is always positive. If only one type of particles is present, the
∆Smix becomes zero, since c = 0 (pure A) or c = 1 (pure B). The internal energy
Umix can be calculated as the pairwirse sum of interparticle potentials for each
particle in the solution. For simplicity, only the interaction among the nearest
neighboring atoms is considered. The self-interaction potentials are indicated as
ϵAA and ϵBB , while the cross-interaction energy is ϵAB . Then, U can be expressed
as:

U = PAAϵAA + PBBϵBB + PABϵAB,

where, PAA, PBB and PAB are the numbers of A−A, B−B, and A−B interactions,
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respectively. They can be expressed as:

PAA =
1

2
(znA − PAB) and PBB =

1

2
(znB − PAB) .

Here z is the number of nearest neighbors, and the 1/2 factor is to avoid counting
the pairwise interactions twice. Therefore, the internal energy of the mixed state
can be written as:

Umix =
[znA

2
ϵAA +

znB

2
ϵBB

]
+ PAB

[
ϵAB − 1

2
(ϵAA + ϵBB)

]
,

and the energy of the unmixed state as:

U0
unmix =

[znA

2
ϵAA +

znB

2
ϵBB

]
.

The expression of the number of cross interactions as a function of the mole
fractions (PAB = zNAc(1 − c)) leads to the following equation for the internal
energy change upon mixing:

∆Umix = Umix − U0
unmix = PAB

[
ϵAB − 1

2
(ϵAA + ϵBB)

]
= Ωc(1− c).

with Ω = zNA

[
ϵAB − 1

2
(ϵAA + ϵBB)

]
.

Here, Ω is the regular solution constant. When the self-interaction overcomes the
cross-interaction, Ω becomes positive. Considering both energetic and entropic
contributions, we can express the Helmholtz free energy density per molecule
as a function of T and c:

f(T, c) =
∆Fmix

NA

=
1

NA

{Ωc(1− c) +RT [c ln c+ (1− c) ln(1− c)]}. (1.3)

The investigation of Equation (1.3) enables predicting which state (mixed or
demixed) will be thermodynamically favored under given conditions. The vol-
ume fraction dependence of the Helmholz free energy at different temperatures
is presented in Figure 1.1 (a). For T ≥ Tc, where Tc = Ω/2R, the free energy
is a convex function, which implies that the binary phase separation would
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increase in free energy. Thus, the single-phase is stable against any composi-
tional separation in the entire range of composition. However, at T < Tc, the free
energy has a more complex shape - the area between the compositions is concave
(c = [cS, cD]). When the free energy of a homogeneous solution is located in this
part of the curve, any small composition fluctuation leads to lower free energy.
Thus, the phase separation occurs, for which the compositions, cS and cD, are
set by the local minima of the free energy, F ∗ (dotted line in Figure 1.1 (a)).

Why are these resulting phases stable? Usually, diffusive flux driven by
chemical potential gradients compensates the concentration differences. In
case of the described phase separation, the chemical potential is equal for two
different compositions cS and cD (see Figure 1.1 (b)). Thus, there is no chemical
potential difference across the phase boundaries. Nevertheless, there is diffusion
across the boundary: equal numbers of molecules go in and out. Therefore, if
there is a rise in the chemical potential of one phase (e.g., by synthesis or by
chemical reactions), the diffusion into the other phase will compensate this and
balance the chemical potential again [87].

The concentrations of the obtained phases have a temperature dependency.
The values of cS and cD at different temperatures define the so-called LLPS
binodal line as indicated in Figure 1.2. Under the binodal, the system is demixed.
Outside the binodal, the system is in a stable single-phase regime.

1.2.4 Phase diagram and kinetic regimes

The previous section discussed the correlation between different behaviors of
free energy and the phase states. The obtained results can be accumulated for
the discussion of phase diagrams.

For a system with dominating short-range attractions in the temperature –
concentration plane (e.g., proteins), only two stable phases exist, i.e., crystal
and gas [90]. The phase diagram is shown in Figure 1.2 (a). The crystal and
gas phases are defined by the solidus and solubility lines, respectively. The
gas-crystal phase exists in between these lines. As a result, the phase diagram
consists of four prominent phase boundaries: the liquid-liquid binodal, the glass
line [91], the solidus line, and the solubility line. The area between the solubility
line and the gas-crystal spinodal confines a metastable region, where the crystal
and gas phases coexist. The metastable liquid-liquid phase separation region is
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1.2.4. Phase diagram and kinetic regimes

defined by the liquid-liquid binodal below the critical point. Therefore, below
the spinodal, the phase separation is thermodynamically favorable, and the
single-phased system separates into a dense and a dilute phase.

Based on the discussions about the shape of the F (c) curves at different tem-
peratures and a general description of the stability of the system, the distinction
between different kinetic regimes of liquid-liquid phase separation can be an-
ticipated ( Figure 1.2(b)). As was shown previously, for T < Tc, F (c) takes
double-well form. Therefore, there is a sign change of the second derivative of
c. For parts of the curve with d2F

dc2
< 0, the system is fully unstable. There is no

transient increase in the free energy when the system evolves to the two-phase
state. This is a spinodal regime: in order to reach the equilibrium state, the am-
plitude of the non-local composition fluctuations increases. For systems located
inside the spinodal, the phase separation starts immediately. The corresponding
process is referred to as spinodal decomposition. For d2F

dc2
> 0 the system is

metastable. In this case, the phase separation requires a transient increase in the
free energy and proceeds the nucleation and the growth of the minority phase
[22, 84, 92]. The limit of the metastability is marked by d2F

dc2
= 0. The tempera-

ture dependency of the corresponding concentrations is referred to as the LLPS
spinodal line. In most of the actual phase separating systems, this line is not
well-defined, which leads to a smooth transition between the nucleation and
spinodal decomposition regimes [70, 93, 94]. At the critical point, the spinodal
and the binodal lines meet. There, T = Tc and d3F

dc3
= 0 [84].

In the last decade, the interplay between the binodal and the glass transition
has been a subject of intense research [45–47, 95]. It is reasonable to expect that
the glass line may appear at sufficiently high volume fractions and inter-particle
attraction. However, its relation with the binodal could interfere with the phase
separation process. If the glass line crosses the binodal, it may slow down
mobility. This leads to the interruption of the LLPS and ends up by creating an
arrested state of the dense phase ( Figure 1.2 (a)). This phenomenon is described
in the literature as an arrested spinodal decomposition [50, 95–97].
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Figure 1.2: Protein phase diagrams: (a) in detail to describe different states and (b) only
the liquid-liquid phase separation to describe different kinetic regimes. (a) The crystal
and gas phases are defined by the solidus and solubility line, respectively, and, due to
dominating attractive short-range forces, these are the only stable phases. The system is
metastable below the liquid-liquid binodal and forms two liquid phases. Below the glass
line, an arrested state is formed by the dense phase. (b) The spinodal decomposition
forms the two phases below the liquid-liquid spinodal. If the system is located between
the liquid-liquid binodal and spinodal, the kinetic regime is the nucleation. The system
sketches in different kinetic regimes are shown in circles in the corresponding area of
the phase diagram. (a) Modified from [88] and (b) from [89].



1.3. Spinodal decomposition and Cahn-Hilliard equation

1.3 Spinodal decomposition and Cahn-Hilliard

equation

The spinodal decomposition regime of LLPS can be described by the Cahn-
Hilliard theory [98–100]. It answers the questions of how the composition field
of the concentration c(r⃗, t) evolves with time. This subsection discusses the
classical Cahn-Hilliard theory.

1.3.1 The model

The purpose of the Cahn-Hilliard theory is to provide an equation of motion
of the composition field c(r⃗, t). As the first step, the chemical potential is derived.
Then, it is used to obtain the mass flux along its gradient. Combined with a
continuity equation for the mass conservation, this yields the Cahn-Hilliard
equation for the composition field.

For the binary system described in the previous section, the net flux of one of
the two kinds of particles can be determined as:

J = −M∇µ,

where M is the mobility, and µ is the chemical potential of the mixture. Accord-
ing to classical thermodynamics, chemical potential can be expressed in terms
of the variation of free energy potential as µ = ∂F

∂c
.

Based on the assumption of mass conservation, the Cahn-Hilliard equation
can be determined:

∂c(r⃗, t)

∂t
= −∇ · J = ∇ ·M∇δF (c)

δc
. (1.4)

A typical choice for the free energy is the Ginzburg-Landau functional:

F =

∫
dV

[
K

2
(∇c)2 + f(c)

]
, (1.5)

where, K is the gradient energy coefficient [84]. It takes into account the role of
the diffused interfaces of the composition fluctuations, with a role analogous to
that of an interfacial free energy.
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The functional derivative of F (c) is given by

δF =

∫ [
∂f

∂c
δc+

1

2
K∇rδc∇rc+

1

2
K∇rc∇rδc

]
dr⃗.

With the use of equations of a partial integration
(∫

∇rδc∇rc = δc∇rc−
∫
δc∇2c

)
on the integration surface and ∇rc = 0 the formula can be modified:

δF =

∫ [
∂f

∂c
−K∇2c

]
δcdr⃗,

and

δF (c)

δc
=

∂f

∂c
−K∇2c. (1.6)

Finally, the time-dependent evolution of the concentration can be described
by inserting equation Equation (1.6) in equation Equation (1.4):

∂c(r⃗, t)

∂t
= ∇

[
M(c)∇

[
∂f

∂c
−K∇2c(r⃗, t)

]]
. (1.7)

The free energy density in the homogeneous phases, f(c), can be described by
a double-well potential:

f(c) = −a

2
(c− ccrit)

2 +
b

4
(c− ccrit)

4 , (1.8)

where b = const > 0. The unstable region corresponds to a > 0 so that f(c)
has a double-well structure. The equilibrium concentrations, cS and cD, are
determined by the minima of the double-well: ccrit ±

√
a/b, where ccrit is the

concentration at the critical point ( Figure 1.2). It is worth noting, that, here,
we do not use the Flory-Huggs-de Gennes free energy functional, introduced
earlier ( Equation (1.3)). The corresponding derivation can be found in [101]. The
Ginzburg-Landau model was shown to produce reasonable results, being much
simpler in operation [102]. Therefore, for presentation of the Cahn-Hilliard
theory we will stick to this description of the system. Inserting equation Equa-
tion (1.8) to Equation (1.7) results in:

∂c(r⃗, t)

∂t
= ∇

[
M(c)∇

(
−a (c− ccrit) + b (c− ccrit)

3 −K∇2c
)]

. (1.9)
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The Equation (1.9) can be renormalized, using transformations:

r⃗ →
√

K

a
r⃗,

t → K

M0a2
t,

c(r⃗, t) →
√

a

b
u(r⃗, t) + ccrit,

where M0 is the arbitrary prefactor of the mobility functions. It includes the
physical unity of mobility.

Thus, the Cahn-Hilliard equation may be rewritten as:

∂u(r⃗, t)

∂t
= ∇

[
m(u)∇

(
−u+ u3 −∇2u

)]
, (1.10)

for which the equilibrium values of the rescaled time-dependent concentration
variable (uS and uD as an analogy for cS and cD) are equal to ±1. The critical
point is renormalized to uc = 0 and Tc = 1.

To include the information about the current temperature T , Equation (4.4)
can be modified [103, 104]:

∂u(r⃗, t)

∂t
= ∇

[
m(u)∇

(
−Tc − T

Tc

u+ u3 −∇2u

)]
, (1.11)

where Tc−T
Tc

is the reduced temperature. For classical LLPS the mobility function
m(u) is constant.

What is the long-term behavior of the system which follows the Cahn-Hilliard
equation? Over time the free energy can only decrease:

d

dt
F (c) =

∫
δF

δc

∂c

∂t
dr⃗

CH eq.
=

∫
δF

δc
∇·M∇δF (c)

δc
dr⃗ = −

∫
M︸︷︷︸
>0

(
∇δF (c)

δc

)2

︸ ︷︷ ︸
≥0

dr⃗ ≤ 0.

The minimization of F can be achieved by the minimization of f(c) or K
2
(∇c)2

(see Equation (1.5)). In the first case, the concentration will tend to reach the
values of cS or cD after a short time because the f(c) is minimal there. In the
second case, the (∇c)2 is an energetic penalty for gradients of c. Thus, the
dynamics tends to reduce the boundaries between regions with c = cS or c = cD,
which leads to coarsening dynamics: the regions with equal concentration merge
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with larger regions to form less boundaries.
In the context of the later stages of spinodal decomposition, two coarsening

mechanisms are usually discussed: evaporation-condensation [105–107] and
Brownian-coagulation due to collision between droplets, caused by their thermal
diffusion without any interaction [105, 108, 109]. The first one is known as
Liftshitz-Slyozv-Wagner (LSW), and the second mechanism is Binder-Stauffer
(BS). The LSW mechanism proceeds with condensation of the material dissolved
from the domains with higher curvature (small droplets) on domains with
smaller curvature (large domains). This mechanism is the general form of
Ostwald ripening [110, 111] and its growth rate follows the equation [112]:

∂ξ

∂t
∼ σ

ξ2
,

where ξ is the characteristic length of LLPS and σ is the interface tension. The
resulting growth law is ξ ∼ t1/3. For the BS mechanism the growth rate depends
on the dimensionality d of the system:

∂ξ

∂t
∼ 1

ξd−1
.

For the three-dimensional system (d = 3) it also results in ξ ∼ t1/3. This power
law is frequently observed for the classical spinodal decomposition.

1.3.2 Numerical simulation

The Cahn-Hilliard equation, in general, cannot be solved analytically. Thus,
numerical simulation is required for the detailed comparison of the experiment
with the theoretical behavior.

In this thesis, the 2D Cahn-Hilliard simulation is used. In order to solve
Equation (4.4), it is discretized on a square lattice of Nx ×Ny points [102]. The
boundary conditions are periodic. Considering lattice spacing as h, the space
vector r⃗ can be rewritten as r⃗ = h · (i, j), where i ∈ [1, Nx] and j ∈ [1, Ny]. Thus,
u(r⃗i,j) ≡ ui,j and the chemical potential µi,j = µ (u (ri,j)), µ(u) = −Tc−T

Tc
u+ u3 −

∇2u. The ∇m∇µ can be rewritten via a second-order finite-difference formula
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[113]:

∇m∇µ ∼ 1

h2

[
mi+ 1

2
,j (µi+1,j − µi,j) +mi− 1

2
,j (µi−1,j − µi,j)

+mi,j+ 1
2
(µi,j+1 − µi,j) +mi,j− 1

2
(µi,j−1 − µi,j)

]
.

The Laplacians, e.g.∇2ui,j , which appear in µ(u) can be approximated by the
five-point formula:

∇2ui,j ∼
1

h2
δ2ui,j =

ui+1,j + ui−1,j + ui,j−1 + ui,j+1 − 4ui,j

h2
.

The values of the mobility at the interstitial lattice points
(
i± 1

2
, j
)

and
(
i, j ± 1

2

)
can be approximated by linear interpolation:

mi±1/2,j = m

[
1

2
(ui,j + ui±1,j)

]
, and mi,j±1/2 = m

[
1

2
(ui,j + ui,j±1)

]
.

After the discretization in space, the Equation (4.4) transforms into a system
of Nx ·Ny nonlinear differential equations:

du(t)

dt
= F[u(t)].

Here, F is the difference operator, representing the right-hand side of Equa-
tion (4.4) and u(t) =

(
u1,1(t), u2,1(t), . . . , uNx,Ny(t)

)⊤ is the vector of the normal-
ized concentration values at the lattice points. The system can be integrated
numerically using different schemes. For this thesis, the Euler solver was used
[114]:

u(t+ τ) = u(t) +
1

2
τF[u(t)],

where τ is the time step. For the convergence of the solution, the stability of
a consistent finite-difference scheme is required. To avoid the instability, we
should observe the following inequality [102]:

τ <
h4

8γ (8− βh2)
,

where γ = m(u0), β = 1− 3u2
0 and u0 is the initial concentration.

The Cahn-Hilliard modeling is widely used for the description of phase
separating systems such as alloys [115], or polymer blends [116–118] and is an
intense area of research. In addition, it is encountered in the literature for many
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other applications, such as planet formation [119] and cancer growth [120].
In this thesis, the classical Cahn-Hilliard simulation is used for modeling the

behavior of the LLPS of the BSA-YCl3 model system in response to a tempera-
ture jump (see Section 4.3.2 for details). After the simulation of the real-space
evolution of the concentration field, the scattering intensity is calculated via the
Fourier transform. Later, this data is used to mimic the XPCS measurements
and their comparison with the actual experimental results.

1.4 Salt mediated protein-protein interactions

Figure 1.3: DLVO potential for varying salt concentration cs. With increasing cs, the
potential changes from repulsive to attractive. The aggregation barrier reflects the
weaker charge stabilization behavior due to charge screening. Adapted from [75].

The protein-protein interaction potential, Vpp, discussed in Section 1.1, can
be manipulated through the addition of salt. According to the DLVO theory,
an increase in the salt concentration in a (given) protein-salt solution leads
to a decrease in electrostatic repulsion between charged proteins at short dis-
tances due to charge shielding (Figure 1.3). Finally, the van der Waals attraction
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may cause aggregation and precipitation [75, 121]. The DLVO theory may be
successfully applied to predict parameters such as the pH and ionic strength
trends of protein-protein interaction [122–124]. Nevertheless, as was mentioned
in Section 1.1, there are some limitations to this approach. Due to the use of
Poisson-Boltzmann theory [125], the DLVO considers salt ions as point charges.
Thus, the ion-ion interactions, properties of the salt (e.g., valency), non-electro-
static interactions, or inhomogeneity of charge distribution are out of scope
[73, 124, 126]. Therefore, it is not surprising that many observed ion effects
cannot be explained by DLVO [127–129].

This section will briefly discuss the effects of salts on protein phase behavior,
such as re-entrant condensation and liquid-liquid phase separation. The empha-
sis is placed on the BSA-YCl3 system, given that it was directly investigated in
this work. A more detailed discussion of this topic can be found in the following
reviews [75, 122, 130, 131], and is beyond the scope of this work.

1.4.1 Protein phase behavior induced by multivalent cations

Figure 1.4: Scheme of the evolution in the net charge with the increase of the salt
concentration (a) and corresponding phase diagram, showing regimes I, II, and III,
re-entrant condensation, and LLPS (b). Modified from [75].

For many proteins, such as the investigated BSA, there is no complex phase
behavior unless salts are added, allowing overcoming the electrostatic repulsion
between negatively charged proteins. Presence of high valent salts, such as YCl3,
LaCl3, HoCl3, CeCl3, La (NO3)3, FeCl3, and AlCl3, leads to the so-called re-entrant
condensation (RC) phenomenon [42, 43, 75, 132–136]. The salt concentration
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can be used as a control parameter for protein phase diagrams, which facilitates
the formation of LLPS for experiments under laboratory conditions for many
protein solutions (Figure 1.4). The induced phase behavior may be divided into
three regimes. Regime I corresponds to the system in a homogeneous liquid
state at a certain protein concentration cp and a low salt concentration cs. An
increase in cs at constant cp decreases the negative surface charge of the protein
due to the ion binding. At a certain critical salt concentration, c∗, the protein
molecules start to condense into cluster-like structures due to the ion bridging.
This state is referred to as regime II. Under certain conditions, LLPS may occur
at this stage. A further increase of cs leads to a charge inversion of the protein
surface and a non-monotonous reduction in attraction between proteins. Upon
surpassing a second critical salt concentration, c∗∗, the clusters redissolve, and
the system may be again described as a homogeneous liquid (regime III).

1.4.2 BSA-YCl3 model system

In this thesis, the investigation of the dynamics of liquid-liquid phase sep-
aration by coherent X-ray scattering is performed on the model system of the
bovine serum albumin (BSA) in the presence of Yttrium chloride (YCl3).

BSA is a compact globular protein with a molecular weight of 67 kDa [137–139]
and a radius of gyration close to 3nm [140]. At neutral pH, BSA is negatively
charged as its isoelectric point (pI) is pH 4.7 (acidic protein) [141]. BSA is
abundant in the blood of mammals and has a physiological role as a transport
protein for fatty acids, cations, and other small molecules. Furthermore, it
is responsible for maintaining the osmotic pressure of the blood and has the
role of physiological buffer [138, 142, 143]. In biochemical laboratories, BSA is
commonly used as a blocker (e.g., for ELISA-test), a molecular weight standard,
and a concentration standard [144, 145].

The phase behavior of bulk systems composed of BSA and multivalent cations
has been extensively investigated over the past decade [44, 45, 49, 130, 131, 135,
146–149]. The re-entrant condensation has been established with LLPS, and the
phase behavior was rationalized in terms of ion-activated patchy interactions
[44, 75, 150–155]. The phase diagram for BSA-YCl3 is established in the axes of
salt concentration, protein concentration, and temperature. The LLPS occurs
upon temperature increase, which is referred to as a lower critical solution
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Figure 1.5: Binodal of the LLPS for BSA-YCl3 system with an initial protein concentration
of 175 mg mL−1 and salt concentration of 42 mM. The orange line marks the temperature
of the sample preparation of the parent solution. The critical temperature is marked
with a black square. After the phase separation, the dense phase is taken for further
experiments. Its concentration can be found at the intersection of the green arrow and
the orange line. The green arrow represents a typical temperature jump. The inset
shows a photo of a sample tube after LLPS and sedimentation. The yellowish part
corresponds to the dense phase, while the transparent one – to the dilute phase. The
figure is adapted from [46].

temperature (LCST) behavior [44, 131]. The phase diagram for BSA-YCl3 with
an initial protein concentration of 175 mg mL−1 and salt concentration of 42 mM
is presented in Figure 1.5. The kinetics of the system was well established by
USAXS and VSANS [45, 46].
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Chapter 2

X-ray scattering techniques

This chapter aims to introduce the concepts of X-ray scattering theory. First,
it describes the basics of ultra-small angle X-ray scattering (USAXS), which is
widely used for kinetical studies. Then, the overview focuses on the coherent
scattering and X-ray photon correlation spectroscopy (XPCS) technique for the
dynamical studies.

2.1 Fundamentals of X-ray scattering

This section describes the basic principles and introduces the necessary scat-
tering physics terms. It is mainly based on the books ”Elements of Modern
X-Ray Physics” by J. Als-Nielsen and D. McMorrow [156] and ”Neutrons, X-rays
and Light Scattering Method Applied to Soft Condensed Matter” edited by P.
Lindner and Th. Zemb [157].

In order to discuss the core techniques used for this thesis, the basic geometry
of a scattering experiment should be recalled. It is represented in Figure 2.1 and
is general for different radiation types (X-rays, neutrons, light).

The incident radiation can be considered as a plane monochromatic wave
with the wavevector

−→
ki along the direction of propagation. The magnitude of ki

can be described as ki = 2π
λ

, where λ is the wavelength of light in the medium.
The wave is scattered by a sample at the angle 2θ to the detector in the far field.
The scattered wave can be described by the wavevector

−→
kf . We assume that

there is no multiple scattering, the incident beam has not received significant
distortion by the medium, and the scattering process is elastic, implying there is
no change in the frequency. Thus, the magnitude kf is equal to ki and is also 2π

λ
.

The scattering wavevector −→q is defined as the difference between the wave-



2.1. Fundamentals of X-ray scattering

Figure 2.1: Schematic representation of the scattering experimental setup in case of
elastic scattering. The incoming beam exposes the sample with the wavevector k⃗i (violet
arrow). The wave, scattered at the angle 2θ, can be described by wavevector k⃗f (orange
arrow). The scattering vector q⃗ = k⃗f − k⃗i is represented by the grey arrow.

vectors of the scattered and incident light:

q⃗ =
−→
ki −

−→
kf .

By simple trigonometric considerations, its magnitude can be calculated as:

q = |q⃗|= 4π sin θ

λ
.

For further description, we will consider a particulate system, where distinct
particles are suspended in a medium. This approach is valid for protein solutions
at high values of q (corresponding to a sufficiently small length scale). Each
atom in a particle may be associated with a so-called scattering length b that
expresses the efficiency of scattering by the atom. Then, the scattering length
density of a particle of volume VP is given by:

ρ(r⃗) =
1

VP

∑
j

bj(r⃗).
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CHAPTER 2. X-RAY SCATTERING TECHNIQUES

The scattering amplitude of one single particle in a solution can be described as
the Fourier transform of the scattering density distribution:

F (q⃗) =

∫
VP

∆ρ(r⃗)e−iq⃗r⃗dr⃗,

where ∆ρ(r⃗) is the difference between the scattering densities of the particle and
the solvent.

The scattering intensity of an individual particle is proportional to the orienta-
tional averaged squared scattering amplitude. It is known as the isotropic form
factor P (q⃗) and contains information about the shape of the particle:

P (q⃗) =
〈
|F (q⃗)|2

〉
=

〈∣∣∣∣∫
VP

∆ρ(r⃗)e−iq⃗r⃗dr⃗

∣∣∣∣2
〉
.

The scattering pattern, I(q⃗), from the system with multiple particles is more
complicated. It depends not only on the shape of particles but also on their
relative positions. The contribution of the particle shape to the scattering pattern
is the form factor described above, which should be additionally averaged over
different particles. The contribution of the interference between waves scattered
by different particles is known as the structure factor S(q⃗). For N identical
particles in a homogeneous solution it can be derived as the following [158, 159]:

S(q⃗) =
1

N

N∑
i=1

N∑
j=1

e−iq̄(r⃗i−r⃗j). (2.1)

For the concentrated protein solutions, it can be rewritten in terms of the pair
correlation function between the particles [83]:

S(q⃗) = 1 +
N − 1

V

∫
V

g(r⃗)e−iq⃗r⃗dr⃗, (2.2)

where g(r⃗) is the pair correlation function, V is the volume and r is the center-to-
center distance between the particles.

Thus, kinetic changes of the sample will be reflected in the changes in the
scattering intensity. Furthermore, as the scattering process is described by a
Fourier transform, it may be shown that the real space features of a typical size ∼
d contribute to the scattered radiation at the scattering vector q = 2π/d. Therefore,

39



2.2. Ultra-small angle X-ray scattering for studying kinetics

depending on the area of research interest, various scattering techniques are
available (SAXS, WAXS, USAXS), with different q-range. In this thesis, we focus
on the USAXS experiments of LLPS.

2.2 Ultra-small angle X-ray scattering for studying

kinetics

Protein solutions under phase separation display large-scale structures of the
order of hundreds of nanometers to tens of micrometers which corresponds to
the q values in the range from 0.1 to 60 µm−1. A special experimental setup is
required to follow the kinetic evolution of these domains. Once the sample enters
the two-phase regime, it becomes opaque. This puts limitations on the visible
light techniques, such as microscopy or small-angle light scattering, which
can be easily overcome by employing X-rays instead. The q-range of interest
corresponds to the ultra-small angle X-ray scattering technique (USAXS). The
high brilliance of synchrotron X-ray sources makes it possible to perform time-
resolved measurements. The information can be obtained over a comparatively
large volume of the solution allowing to catch the average kinetics of the sample.

In the USAXS range, the form factor of the proteins is not visible, and the
structure factor mainly determines the scattering profile. According to the
Cahn-Hilliard theory (Section 1.3.1), there is an amplification of concentration
fluctuations during LLPS. Its characteristic length is determined by the diffusion
balance along the chemical potential gradient and interface tension. The coarsen-
ing of domains is reflected by the change in the position of the characteristic peak
of the structure factor, qpeak. The evolution of this peak gives information about
the kinetics of the sample by calculating the characteristic length: ξ = 2π/qpeak.

2.3 Coherence and speckles

In Section 2.1, it was mentioned that the scattering intensity includes infor-
mation about the relative positions of the particles. This property leads us to
the idea that changing these positions may lead to a corresponding change in
the scattering pattern. Is there a way to extract not only the kinetics but also
the dynamical information of the sample? In this chapter, we will describe how
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CHAPTER 2. X-RAY SCATTERING TECHNIQUES

coherent radiation helps in the study of dynamics.
When a coherent beam of light illuminates an object with any type of disorder

(static or dynamic), the scattered light is broken up into bright and dark regions
that can be seen by a 2D detector. This phenomenon results from the irregular
phase differences and hence irregular interference between the waves scattered
from different parts of the object. The observed apparently random array of
bright spots is known as a speckle pattern [160, 161]. A detailed overview of the
speckle phenomenon can be found in [162, 163].

For illustration consider the scattering scheme discussed in Section 2.1 (Fig-
ure 2.1). If the scattering occurred at the points (r1, t1) and (r2, t2), the electric
filed, E⃗, created by two scattering waves, E⃗1(r⃗, t) and E⃗2(r⃗, t), may be written
as:

E⃗ = E⃗1 + E⃗2.

Then, the intensity of the resulted field:

I =
〈
|E⃗|2

〉
=

〈
E⃗E⃗∗

〉
=

〈(
E⃗1 + E⃗2

)(
E⃗∗

1 + E⃗∗
2

)〉
=

=
〈
E⃗1E⃗

∗
1

〉
+
〈
E⃗2E⃗

∗
2

〉
+
〈
E⃗1E⃗

∗
2 + E⃗2E⃗

∗
1

〉
=

= I1 + I2 + 2
〈
Re

{
E⃗1E⃗

∗
2

}〉
,

(2.3)

where ∗ means complex conjugation and ⟨⟩ is the ensemble average.
Thus, if the phase difference between the points (r1, t1) and (r2, t2) is not

random, i.e. < E⃗1E⃗2 >! = 0, the interference will occur. The visibility of the in-
terference phenomena depends on the coherence of the light source. To describe
the correlation between E⃗1(r⃗, t) and E⃗2(r⃗, t) the mutual coherence function can
be introduced:

Γ (r⃗1, r⃗2; t1, t2) =
〈
E⃗1

∗
(r⃗1, t1))E⃗2(r⃗2, t2))

〉
.

The complex degree of coherence is the normalized mutual coherence function:

γ (r⃗1, r⃗2; t1, t2) =
Γ (r⃗1, r⃗2; t1, t2)√

I1
√
I2

. (2.4)

Applying the Cauchy–Schwarz inequality to Equation (2.4), it can be derived
that:

0 ≤ |γ (r⃗1, r⃗2; t1, t2) |≤ 1.
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2.3. Coherence and speckles

Finally, Equation (2.3) can be rewritten as:

I = I1 + I2 + 2
√
I1I2Re [γ (r⃗1, r⃗2; t1, t2)] .

Suppose the intensities I1 and I2 are equal. In that case, the absolute value
of the complex degree of coherence with no pathlength difference can be ob-
tained experimentally via the visibility of interference fringes in a Michelson
interferometer, which is also called the contrast of the interference pattern:

β0 =
Imax − Imin

Imax + Imin

= |γ (r⃗1 = r⃗2; t1, t2) |.

Here, Imax and Imin are the maximum and minimum intensity of the
interference pattern. Two extreme cases, when |γ (r⃗1 = r⃗2; t1, t2) |= 1 and
|γ (r⃗1 = r⃗2; t1, t2) |= 0, correspond to the fully coherent and completely inco-
herent beam, respectively. Intermediate values describe a partially coherent
source. For a same point (r⃗1 = r⃗2 = r⃗ and t1 = t2 = t), the degree of coherence
is equal to unity and the field is always coherent with itself (|γ (r⃗, r⃗; t, t) |= 1).
With increase of spatial separation, r⃗1 − r⃗2 and time delay, t1 − t2, the magnitude
of the correlation function |γ (r⃗1 = r⃗2; t1, t2) | decays. The region where the elec-
tromagnetic field is highly correlated is called the coherence volume. Inside the
coherence volume photons are not distinguishable from each other - they have
the same spatial coordinate and momentum with the precision allowed by quan-
tum mechanics. The spatial and temporal dimensions of the coherence volume
are called transverse, lt, and longitudinal coherence lengths, ll, respectively.

The transverse (spatial) coherence is the ability of the wave to interfere at dif-
ferent spatial points of the wavefront. Two source points transversely separated
up to a distance lt will have phases still correlated within π. The transverse co-
herence length lt is determined by the collimation and is inversely proportional
to the angular size of the source, ΩS . Thus, lt at a distance L from the source can
be determined by the source size σ and wavelength λ:

lth,v =
λ

2

1

∆ΩShv

=
λ

2

L

σh,v

, (2.5)

where h and v indicate horizontal and vertical components. The formula comes
from the Van Cittert-Zernike theorem [164]. According to this formula, all
sources are fully transversely coherent if L is sufficiently large (e.g., stars).
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CHAPTER 2. X-RAY SCATTERING TECHNIQUES

The transverse coherence increases by decreasing the emittance of a source.
The degree of transverse coherence can be measured in Young’s double-slit
experiment. The visibility of fringes significantly decreases once the two slits
are separated by more than lt [165].

Longitudinal (temporal) coherence defines the ability of the wave to interfere
with the delayed version of itself. Two waves with (slightly) different wave-
lengths will have phases still correlated within π after traveling over the path ll.
The longitudinal coherence is related to the monochromaticity of the wave, i.e.,
the spectral bandwidth of the source δλ

λ
. The corresponding coherence length

can be defined from the Wiener-Khintchine theorem [164]:

ll =
λ2

2δλ
. (2.6)

An increase in the longitudinal coherence is achieved by narrowing the band-
width with a monochromator. The longitudinal coherence can be observed with
a Michelson interferometer [166].

Together longitudinal and transverse coherence lengths determine a coherence
volume, where the scattering can be considered to be fully coherent. A necessary
condition for performing coherent scattering measurements is that the scattering
volume of the sample does not greatly exceed the coherence volume.

A comparison of the scattering patterns by the incoherent and coherent beams
is presented in Figure 2.2. For incoherent diffraction, the scattering is featureless
apart from time-averaged correlations in the sample, related to the kinetics. For
example, the radius of the scattering ring corresponds to the average interparticle
distance ξ ∼ 2π

qring
. For coherent diffraction, the speckle pattern can be resolved.

The intensities I(q, t) in a speckle pattern encode the exact spatial arrangement
rn(t) of the scatters in disordered system. The speckle size, s, is determined
by the sample-to-detector distance, R, and the beam size d: s = λR

d
. To resolve

speckles, the pixel size of the detector should be equal to or less than the speckle
size.

Thus, potentially the coherent diffraction contains much more information
than incoherent scattering. However, an advanced analysis is required to extract
this information. If positions r⃗n of particles change with time, the fluctuation
of speckles will show dynamics of the spatial frequency probed by the q-vector.
Obtaining dynamic information from speckle fluctuations is the goal of X-ray
Photon Correlation Spectroscopy (XPCS).
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2.4. X-ray photon correlation spectroscopy for study of dynamics

Figure 2.2: Representation of the Ultra-small angle scattering signal of the domains of
LLPS sample measured with incoherent (left) and coherent (right) beam. The radius
of the scattering ring corresponds to the average interparticle distance ξ ∼ 2π/qring.
Courtesy of Ivan Zaluzhnyy.

2.4 X-ray photon correlation spectroscopy for study

of dynamics

X-ray Photon Correlation Spectroscopy (XPCS) is a coherent X-ray scattering
technique that is used to investigate dynamics by measuring the fluctuations of
the speckles.

The history of experimental Photon Correlation Spectroscopy begins with the
advent of the laser. In 1964 Pecora demonstrated the use of the coherent light of
the laser for extraction of the diffusion coefficients of macromolecules [167]. The
established technique is currently known as Dynamic Light Scattering (DLS)
[168–170]. XPCS technique was introduced as an analog to DLS, extending
to smaller length scales. First XPCS experiments were demonstrated in 1994
[171] as a result of the advent of third-generation synchrotron radiation sources.
Further development of synchrotrons and subsequent free-electron lasers (e.g.
European XFEL, LCLS, PAL, SACLA) along with boosted creation of a new type
of detectors in the following 20 years have advanced XPCS technique and made
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Figure 2.3: (a) A number of XPCS publications per year. Dash line marks the starting
dates of new XPCS-relevant beamlines or updates for the existing ones. (b) Percentage
of XPCS publications by subject areas in the year range from 1995 to 2020 (multiple
areas are possible for each publication). The figure is adapted from [172].

it possible to measure dynamics over 18 orders of magnitude with coherent
X-rays [172]. The development of XPCS is presented in Figure 2.3 which is
adapted from [172]. Since the late 1990s, there is a linear growth in the number
of XPCS publications, resulting in more than 40 publications per year nowadays.

Current state of XPCS and light sources enables to investigate dynamics with
time scales range from femtoseconds to hours and length scales ranging from
microns down to angstroms [54, 172] (Figure 2.4). XPCS is used in different
areas of soft condensed matter research areas (see Figure 2.3 (b)) for studying the
dynamics of colloids [56, 173–195], liquids and liquid crystals [57, 97, 196, 197],
polymers [58, 198–210] as well as metallic and molecular glasses [211–214],
magnetic systems [54, 178, 215–217] and clays [59]. In these systems a variety of
important dynamical phenomena have been studied with XPCS: aging of the
colloidal gel and colloidal glass transition [192], polymerization and gelation
of polymers [218], phase transitions and phase separations [219, 220], diffusion
[221], jamming transition [185, 193] and many others. XPCS is perfect for the
investigation of mesoscale dynamics of biomaterials, which scales are impossible
to achieve with usual methods, such as Inelastic Neutron Scattering (INS),
Inelastic X-ray Scattering (IXS), Spin-Echo and others (Figure 2.4). DLS can be
used for this range, but it misses the spatial resolution and is plagued by multiple
scattering in dense and opaque solutions. Nevertheless, despite the obvious
advantages of bio-XPCS, only initial steps were made for the investigation of
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2.4.1. Autocorrelation function

Figure 2.4: Energy and length scales covered by XPCS and other spectroscopy techniques.
XPCS covers a broad range of length and time scales relevant for bio-materials. It is
partially overlapping with the DLS, but unlike it, XPCS remains valid for opaque
systems [54]. The figure is modified from [54, 172].

protein systems with this technique [63, 64] due to experimental difficulties in
working with beam-sensitive samples [60–62]. This thesis, along with other
papers published over the past few years [222–224], demonstrate some of the
first XPCS experiments on proteins and expand knowledge in this area.

An exhaustive summary of XPCS research studies and its future perspectives
can be found in several reviews by Shpyrko [54], Grübel [225], Sutton [226] and
Lehmkühler [172].

2.4.1 Autocorrelation function

The information on the ensemble-averaged dynamical properties can be
extracted from the speckle fluctuations by constructing the normalized time-
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averaged intensity autocorrelation function [162, 225, 227]:

g2(q⃗,∆t) =
⟨⟨I(q⃗, t)I(q⃗, t+∆t)⟩p⟩t

⟨⟨I(q⃗, t)⟩p⟩2t
, (2.7)

where ⟨· · ·⟩p denotes pixel averaging for the investigated q-ring and ⟨· · ·⟩t is
the averaging over the total time of the measurement. This quantity compares
the signal I(q⃗, t) with a time-delayed signal I(q⃗, t +∆t) for all starting (t) and
delay (∆t) times. With increase of the delay time, the correlation between
these intensities decreases. If the delay time is much greater than the typical
fluctuation time of the speckles τ (relaxation time of the system), the intensities
I(q⃗, t) and I(q⃗, t+∆t) are uncorrelated. Therefore:

lim
∆t→∞

⟨I(q⃗, t)I(q⃗, t+∆t)⟩ = ⟨I(q⃗, t)⟩⟨I(q⃗, t+∆t)⟩ = ⟨I(q⃗, t)⟩2,

and lim∆t→∞ g2(q⃗,∆t) = 1. If the scattered intensity obeys Gaussian statistics,
the Siegert relation can be employed [168, 228]. Thus, the g2(q⃗,∆t) function can
be connected to the first order correlation function g1(q⃗,∆t):

g2(q⃗,∆t) = 1 + |g1(q⃗,∆t))|2 . (2.8)

The described equation is valid only for a fully coherent source. In a typical
XPCS experiment the source is partially coherent and Equation (2.8) should be
modified to:

g2(q⃗,∆t) = 1 + β(q⃗) |g1(q⃗,∆t))|2 , (2.9)

where β(q⃗) is the speckle contrast which is determined by the set-up [225]. The
g1 function is also known as the intermediate scattering function. It can be
expressed by the normalized structure factor [172, 225]:

g1(q⃗,∆t) = S(q⃗,∆t)/S(q⃗, 0) =
1

N

〈
N∑
k=1

N∑
j=1

exp (iq⃗ · [r⃗j(∆t)− r⃗k(0)])

〉
(2.10)

Therefore, it contains the sample dynamics via information about the trajectories
rj of all N scatters.
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2.4.2. Dynamical models

2.4.2 Dynamical models

Depending on the sample dynamics, the g1 functions may have different
forms. Nevertheless, the standard approach which is valid for the majority of
the systems is a Kohlrausch-Williams-Watts relation:

g1(q⃗,∆t) = exp
(
−(Γ(q⃗)∆t)γ(q⃗)

)
, (2.11)

where Γ is the relaxation rate of the system, and γ is the so-called Kohlrausch-
Williams-Watts exponent (KWW) or shape parameter, which is a measure of the
distribution of microscopic relaxation processes. The characteristic relaxation
time of the system τ can be obtained via τ = 1/Γ. It contains information on
the mechanism of particle motion on a scale 2π/q. Depending on the value and
dependence of these parameters, it is possible to distinguish different particle
motions:

• γ = 1 and τ ∝ q2 corresponds to Brownian motion.

• γ < 1 and τ ∝ q typically describes hopping of cage particles, sub-diffusive
motion and stretched relaxation.

• γ > 1 and τ ∝ q corresponds to super-diffusion, ballistic-like motion and
stress relaxation.

The correlation between the parameters of the Kohlrausch-Williams-Watts
equation and the dynamics of the sample is established in the literature for
colloidal systems. For sub-diffusive motion (γ < 1) [177, 179, 207, 209] different
regions in the sample can be described by a single exponential decay with
different relaxation times τi (see Figure 2.5 (a)). The ensemble averaging leads to
the stretched behavior [230].

The compressed exponential behavior (γ > 1) is usually an indicator of the
hyper-diffusive non-equilibrium dynamics [179, 182, 209, 211, 213, 214]. The
sample can be divided into the regions with spatially cooperative motion of the
particles (Figure 2.5 (b)).

By substituting Equation (2.11) into Equation (2.9), the intensity autocorrela-
tion function can be rewritten as:

g2(q⃗,∆t) = 1 + β(q⃗) exp (−2(∆t/τ)γ) . (2.12)
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Figure 2.5: Schematic representation of the diffusion behavior of particles in the case
of γ < 1 (a) and γ > 1 (b). For both cases, τ is the relaxation time of the whole system.
Nevertheless, for (a), it results from the ensemble averaging over regions with different
relaxation times τi. The figure is modified from [229].

2.4.3 Two-time correlation function and its analysis

The method described above with Equation (2.7) has been successfully applied
to investigate the dynamics when the system is ergodic (i.e., time average equals
ensemble average) and in the equilibrium state. As the temperature changes,
the structure of the system changes accordingly to reach a new equilibrium state.
When the time required for such structural relaxation is small compared to the
experimental time scale, the system could reach the new equilibrium state and
remains ergodic. Nevertheless, when the system approaches an arrested state,
the relaxation time gradually gets longer compared to the experimental time
scale leading to a phenomenon where the system falls out of equilibrium. The
process here reflects the transition from an ergodic to a non-ergodic state. In such
cases, the dynamics could evolve and strongly depend on the observation time.
Moreover, the system could exhibit heterogeneous or non-equilibrium dynamics
(e.g., aging), and thus the time averaging becomes invalid. To follow such
dynamical evolution, it is reasonable to use the two-time correlation function
[231–233]:

Corr(q⃗, t1, t2) =
⟨I(q⃗, t1)I(q⃗, t2)⟩p

⟨I(q⃗, t1)⟩p⟨I(q⃗, t2)⟩p
. (2.13)

49



2.4.3. Two-time correlation function and its analysis

It calculates the correlation between intensities at times t1 and t2 averaged over
all pixels at the same q-ring. It can be seen that Corr(q⃗, t1, t2) = Corr(q⃗, t2, t1).
For this formula the normalization is performed by the mean intensity.

Another possibility for calculation of the two-time correlation function is the
autocovariance of the intensity normalized by its standard deviation [232, 234]:

G(q⃗, t1, t2) =
I(t1)I(t2)− I(t1) · I(t2)

[I2(t1)− I(t1)
2
]
1
2 · [I2(t2)− I(t2)

2
]
1
2

, (2.14)

where I = ⟨I⟩p.
For fully coherent light, the speckle pattern follows exponential distribution

[235]. In this case, assuming Gaussian statistics of the joint probability density
function [236], it can be shown that the average intensity equals the standard
deviation [234, 237]. Thus, G(q⃗, t1, t2) = Corr(q⃗, t1, t2)− 1 and the use of differ-
ent correlation functions is equivalent. Nevertheless, in the general case, this
equality is not true. For partially coherent light intensity follows more general
gamma distribution [225]. For typical XPCS experiments on biological samples,
which is relevant for this thesis, there are low count intensity rates to avoid beam
damage to the sample. In this case, the Poisson distribution of photon detection
may affect speckle statistics and lead to the negative-binomial distribution [172].
In addition, the LLPS phenomenon is accompanied by significant changes in
the scattering intensity with time. In such a case, using a particular correlation
function becomes task-dependent.

For this thesis, the G(q⃗, t1, t2) function will be used for calculation of TTCs. The
standard deviation normalization is less sensitive to the intensity evolution than
the normalization to the mean. Furthermore, the Equation (2.14) has both upper
(G(q⃗, t1, t2) = 1) and lower bounds (G(q⃗, t1, t2) = 0), regardless of the speckle
statistics, while Equation (2.13) limited only from below (Corr(q⃗, t1, t2) = 1).

The use of two-time correlation function for XPCS was first introduced by
Brown et al. in study of statistical speckle properties for [234] (the G(q⃗, t1, t2)

version). The two-time correlation function is usually represented as a 2D
graph known as two-time correlation map (TTC). It demonstrates values of
G(q⃗, t1, t2) (or Corr(q⃗, t1, t2)) for a fixed q-value with axis t1 and t2. The TTC
is mirror symmetric along the t1 = t2 axis. There are two ways for extraction
of g2 functions which can be later analyzed with Equation (2.12): horizontal
cuts and diagonal cuts. The horizontal cuts at different waiting time tw are
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also known as conventional coordinate system [232] and are performed by
extraction of line with t1 = constant (or t2 = constant) and delay time defined as
∆t := |t2 − t1|. The diagonal cuts were also introduced by Brown et al. [234] and
can be found in the literature as an alternative coordinate system [232]. In this
case, the g2 at different sample age tage = (t1 + t2)/2 is extracted by taking the
line perpendicular to the t1 = t2 diagonal with the delay time t given by |t2 − t1|.

Historically, the diagonal cuts were introduced earlier and were subsequently
widely used [213, 233, 238–244]. However, in 2017, Bikondoa published a paper
on the use of two-time correlation functions for XPCS data analysis [232]. He
introduced the horizontal cuts and suggested that such a way may be more
compatible with the general calculation of autocorrelation functions (e.g., in
DLS). Furthermore, he argued that employing diagonal cuts may sometimes
pose interpretation problems. Since then, the conventional coordinate system has
been gaining popularity and can be encountered relatively often [172, 223, 245].
Nevertheless, diagonal cuts are still widely used today. This method is more
convenient for comparison to previous XPCS studies, while horizontal cuts give
a better numerical convergence with other techniques (DLS). The author of the
dissertation also believes that it is too early to close the discussion about the
use of different coordinate systems. In this thesis, diagonal cuts will be used,
and some examples with a preference for using diagonal cuts not previously
described in the literature will be shown in Chapter 4 and Chapter 6.

2.4.4 Signal-to-noise ratio of XPCS experiments

The quality of the obtained TTCs depends on the signal-to-noise ratio (SNR)
for the autocorrelation function g2 [63]. It can be calculated via [246]:

SNR = β · Ipix ·
√
N, (2.15)

with
N = Npix ·NImage ·Nrep. (2.16)

Here, Ipix is the average intensity per pixel, β is the contrast, Npix is the number
of pixels, NImage is the total number of frames taken during the XPCS experiment
and Nrep is the number of repetitions of the experiment. The dependence of the
SNR on the experimental parameters was established in [63] and Equation (2.15)
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can be modified as:

SNR = β(a, λ,R)× Ipix(λ,R)× [Nfr(a, λ)×Npix(λ,R)×Nrep]
1/2 , (2.17)

where a is the beamsize, R is the sample-to-detector distance, and λ is the
wavelength. The Ipix is proportional to the incoming coherent flux, Φc, which
can be defined as:

Φc = B
λ2

4
, where B =

Φ0

4π2ϵxϵy
. (2.18)

Here, B is the source brilliance, Φ0 is the total incoming flux, and ϵx and ϵy are
the emittance in horizontal and vertical beam direction, respectively.

Therefore, one of the simplest routes to increase the SNR is the increase in the
incoming coherent flux, Φc. Unfortunately, if the sample is radiation-sensitive,
this approach may lead to degradation or denaturation of the system due to
exceeding the critical dose Dc (see Section 2.5). In order to use the increased
coherent flux for bio-XPCS experiments, the experimental setup should be
adapted in terms of focusing, photon energy, and sample-to-detector distance.
The detailed information about this procedure can be found in [63]. The main
conclusions are presented in Section 2.5.2.

2.5 Radiation damage

The previous sections showed that X-ray scattering is a powerful tool for
accessing information about the kinetics and dynamics of the sample. Never-
theless, for many techniques, highly-brilliant X-rays sources are required. Un-
fortunately, the extremely high X-ray doses may cause significant degradation
of the sample, known as radiation damage. This effect alters and subsequently
destroys the sample. Biological samples, which are of interest to the current
thesis, are particularly susceptible to radiation damage.

This section provides a basic overview of the radiation damage issue. At
first, the interaction of X-rays with matter is discussed. Then, this knowledge is
applied to the possible processes which lead to radiation damage in biological
samples. Next, it is shown how to calculate the applied X-ray dose during
the experiment. Finally, the possible procedure for bio-XPCS experiments is
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discussed.

2.5.1 Interaction of X-rays with matter

The X-ray beam exposed to the sample may be absorbed, scattered, or pass
through the material without interaction. The interaction of X-rays with matter
has five components: photoelectric effect, elastic scattering, Compton scattering,
pair production, and nuclear interactions. The signal we are studying during
XPCS-USAXS experiments refers to elastic scattering, which was discussed in
Section 2.1. A detailed overview of other phenomena with the information about
corresponding cross-sections can be found in [247]. For attenuation of photons
in the XPCS energy range, the photoelectric effect and Compton scattering are
the most critical interactions.

The X-ray photon is totally absorbed during the photoelectric effect, and a
lower level core electron is ejected from the atom. The frequency of radiation
should exceed the binding energy of a given shell, which is specific to the type
of material. Then, the ionized atom can emit a characteristic X-ray or an Auger
electron. The photoelectron absorption may be dominant for energies of up to
500 keV and atoms of high atomic numbers.

During the Compton effect, the incoming photon is scattered incoherently
on an electron, passing a small amount of energy to it. This effect also leads to
the ionization of atoms. The Compton scattering is important for low atomic
numbers and energies in the range of 100 keV - 10 MeV.

The probability of the described effects is related to their cross-section. Fig-
ure 2.6 shows the energy dependence of the cross-section for the different X-ray
interactions with water [248]. XPCS-USAXS experiments, which are discussed
in this thesis, were performed at an energy of 8.54 keV and 12.48 keV. It can be
seen that the photoelectric effect is dominant in this energy range, while the
probability of elastic scattering is one order of magnitude smaller. The high
probability of the photoelectric effect or Compton scattering may result in the
occurrence of radiation damage. In addition to the production of high-speed
electrons, these types of interactions may lead to a generation of ions, secondary
ionization events, and free radicals. Thus, they can significantly damage the
molecular structure of soft-matter materials.

Radiation damage is one of the remaining bottlenecks for investigations of
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Figure 2.6: Cross-sections of the photoelectric effect (yellow), elastic (blue), and Compton
(red) scatterings for different energies. The dependency is calculated for water; data is
taken from [248].

kinetics and dynamics of biological objects [249, 250]. Under the extreme beam,
the primary damage to the biological sample happens in the femtosecond time
range after the exposure. In the picosecond timescale, there is a breakage of
S-H, O-H, N-H, and C-H bonds and the formation of reactive species (solvated
electrons, hydrogen, and hydroxyl radicals within the spur). In the microsecond
to millisecond time range after the exposure, the breaking of bonds within a
macromolecule and the formation of further radicals occur. With the excep-
tion of rare techniques for structural studies with FELs [251, 252], more than a
few femtoseconds of sample exposure are required. In this case, the possible
radiation damage should be taken into account.

To quantify the beam damage effects, the X-ray dose D can be calculated
[63, 253]:

D =
E

m
,
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where E is the energy absorbed by the sample, and m is the mass of the sample.
The unit the for dose is Gray: [D]=Gy=J/kg. For USAXS-XPCS experiments, it
can be rewritten as:

D =
Φ0 · Eph · A(Eph, d) · ϕ · ttotal

Virr · ρ
. (2.19)

Therefore, the absorbed dose can be presented as a function of the incident
photon flux Φ0, photon energy Eph of the incident beam, the sample absorption
A (at this energy and sample thickness d), volume fraction ϕ of the protein,
its density ρ, total accumulated exposure time ttotal, and the exposed sample
volume Virr.

2.5.2 Realization of low-dose XPCS experiments

Until recently, the XPCS experiments with protein solutions seemed to be
impossible because of the radiation damage problem. The required X-ray dose
for XPCS experiments is in the order of MGy and beyond [250], which affects
the dynamics even in hard condensed matter samples [62]. The typical critical
X-ray dose for protein solutions ranges from 7-10 kGy (for BSA) to 0.3 kGy
(for Rnase). Exceeding this dose leads to a visible degradation of the USAXS
(SAXS) patterns [60, 64], indicating an increase in the radius of gyration mostly
due to aggregation. In order to avoid beam damage in protein crystallography,
cryogenic cooling is used, but this approach is impossible for studying the
dynamics when proteins are in solutions.

The issue of radiation damage in bio-XPCS experiments is addressed in [63,
224]. To avoid radiation damage, the sample should be exposed for a shorter
time than the beam damage threshold (Equation (2.19)). The resulting challenges
of the experiment can be divided into three components.

1. In order to be able to analyze the resulting TTCs, the SNR should be
sufficient (Equation (2.15)).

2. In the case of LLPS phenomena, we want to investigate long processes.

3. For non-equilibrium systems, there should be enough shots (number of
frames NImage) to calculate TTCs. Usually, the order of this parameter is
set to several thousand.
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Taking into account typical critical doses for proteins and the dependency
of SNR on the coherence, beam size, sample-to-detector distance, and photon
energy, it was proved that with the modern updates of the experimental setups,
it is possible to perform bio-XPCS experiments below the beam damage [63]. For
example, the beamlines P10 at DESY in Hamburg and ID02 at ESRF in Grenoble
have sufficient beam coherence for XPCS-USAXS experiments. In the SAXS
range, the SNR of one image is too small for further investigation. In this case,
to increase the SNR, the repetition of the experiments is performed (increase
in Nrep). Typically, the maximum experimentally achievable beam damage
threshold for these beamlines in USAXS mode is a few seconds (calculation
details will be discussed later). Thus, to obtain enough points in TTC (equal
to Nframes), the exposure for one shot should be of µs order. Then, for the
investigation of long processes, the delay time between shots is added. Such an
experimental procedure requires fast detectors and shutters.

Therefore, despite the almost 30-year-old history of XPCS, the experiments on
biological samples became possible only a few years ago with the improvement
in the experimental setup.
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Chapter 3

Experimental

3.1 Materials and sample preparation

In this chapter, the materials used for the preparation of the investigated
samples are discussed, and the sample preparation procedure is explained. The
samples were prepared following the protocols established in earlier studies
[46, 49, 147].

The protein used in this thesis work is bovine serum albumin (BSA). BSA
is a globular protein derived from cows with molecular weight of 66 kDa. It
consists of 583 amino acid residues and reflects an ellipsoid form factor with
hydrodynamic dimensions of 140x40x40 Å, as reported in the literature [254–
256]. BSA contains about 55% helix and 45% disordered structure as reported by
[257]. Albumin plays a major role in maintaining plasma pressure. Due to the
structural similarity with human serum albumin (HSA), BSA has been studied
to a great degree as a model protein.

For the present study, BSA was purchased from Sigma-Aldrich (Product no.
A7906, declared purity ≥ 98%). To prepare the protein stock solution, the re-
quired mass of BSA was dissolved in ultrapure degassed Milli-Q water (Merck
Millipore, the resistivity of 18.2 MΩ·cm). The mass protein concentration of the
stock solution was usually in the range of 300-400 mg/mL. The exact concentra-
tion value was measured using UV absorption spectroscopy at the wavelength
of 280 nm using Varian Inc. Cary 50 UV-Vis spectrophotometer [46, 144], now
Agilent Technologies, California, USA. The extinction coefficient of BSA used to
determine the concentration from the absorption is 0.667 mg−1mlcm−1.

To induce short-range attractive interactions among the protein molecules,
yttrium chloride (YCl3) salt was introduced to the aqueous solution of protein.
BSA in the presence of YCl3 has been shown to exhibit LCST via LLPS. The
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yttrium cations are found to bind with the proteins via endothermic entropy-
driven process resulting in the LCST behavior due to the entropy-drive attraction
[44].

YCl3 was purchased from Sigma-Aldrich (Product no. 451363, declared purity
99.9− 99.99%). The salt stock solution was prepared by weighing the required
amount of salt and mixing it with the ultrapure degassed Milli-Q water (Merck
Millipore, the resistivity of 18.2 MΩ·cm) according to the desired concentration
(typically 200 mM). Preparation of the stock solutions of salt and protein was
performed at room temperature. The protein solution was homogenized for 1
day at 4◦C.

For this thesis work, the stock solutions of protein and salt were mixed at 21
◦C by adjusting the concentrations of protein and salt with pure Milli-Q water
so that the final protein concentration was 175 mg mL−1 and salt concentration
was 42 mM (two-phase regime of the phase diagram [46, 49]). During the LLPS,
the protein solution phase separates into a dense and a dilute phase. The phase
diagram of this model system was shown in Section 1.4.2 in Figure 1.5 indicating
two critical concentrations of YCl3, c* and c**, within which such a phase tran-
sition occurs. Macroscopic phase separation and the following sedimentation
process may take up to several days. During this process, the phase separated
solution should be strictly kept at the desired temperature (21 ◦C) for the pur-
pose of the completion of phase separation. After the complete phase separation
of the solution, the dense phase was taken for further investigation.

Further details on the system as well as the sample preparation for other
conditions of the phase diagram can be found in [44, 46, 49, 147, 258, 259].

3.2 Experimental setup

XPCS experiments discussed in this thesis have been conducted at the P10
beamline at PETRA III in DESY and the ID02 beamline at ESRF. This section
provides information about the experimental setups of these beamlines. Further-
more, the experimental parameters and procedure of XPCS-USAXS experiments
on LLPS systems are discussed.
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Figure 3.1: The layout of the Coherence Applications Beamline, PETRA III, DESY. The
beamline is divided into three parts: optical hutch (OH), first (EH1), and second (EH2)
experimental hutches. The main components of the beamline are the undulator (U29),
power slits (PS1 and PS2), a high heat load monochromator (HHM), mirrors M1 and
M2, guard slits G1 and G2, fast shutter (FS), the sample chamber, and the detector. The
figure is adapted from [260], where further information can be found.

3.2.1 Instruments for coherent X-ray scattering experiments

The previous sections mentioned that performing XPCS experiments on bio-
logical samples requires an advanced experimental setup. Since all experiments
discussed in the thesis are performed in the USAXS geometry, the P10 beamline
will be used as an example to explain the basic concept of the XPCS beamline.

The principal scheme of the P10 - Coherence Applications Beamline at PETRA III
(DESY) is presented in Figure 3.1. The beamline starts with the undulator (U29).
It provides the synchrotron radiation at the beamline with a brilliance of:

B = 4 · 1020 Photons
smm2mrad20.1%BW

at E = 8keV.

The beam shape after the undulator is defined by two power slits (PS1 and PS2).
The beamline contains three sections: the optical hutch (OH), the first (EH1),
and the second (EH2) experimental hutches.

In the optical hutch, there are two grazing incidence mirrors (M1 and M2) and
a two-bounce Si(111) high heat load monochromator (HHM). The monochro-
mator HHM reduces the bandwidth to ∆λ/λ ≈ 10−4, which leads to the corre-
sponding increase in the longitudinal coherence length (Equation (2.6)). The
mirrors M1 and M2 are installed in order to suppress higher harmonics of the
undulator spectrum.

In the first and the second experimental hutches, there are guard slits G1 and
G2, respectively, which block parasitic scattering. To focus the beam and reduce
the beam size on the sample, compound refractive lenses are used (CRLs). For
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Figure 3.2: The layout of the Time-Resolved Ultra Small-Angle X-ray Scattering Beam-
line, ESRF [261].

the USAXS geometry, the sample chamber was installed in the EH1. To perform
experiments with the delay times in the microsecond range, special fast detectors
are required. The XPCS measurements discussed in this thesis were conducted
with an EIGER 4M detector located in the EH2. To block the direct beam and
prevent overexposure of the detector, a beamstop was installed.

The temperature control of the sample is performed by the Linkam stage. The
sample of 1.5 mm diameter is mounted inside of the Linkam. The stage is able
to change the temperature of the sample with the heating (cooling) rate up to
150 ◦C/min. The heating is provided by electronic heating, while for cooling
liquid nitrogen is used.

Another beamline used for the XPCS experiments is ID02 - Time-Resolved Ultra
Small-Angle X-ray Scattering Beamline at ESRF. Its principal layout is shown in
Figure 3.2. The basic concept of the beamline is similar to the described P10
example. The detailed information can be found in [261]. The Linkam stage
at ID02 has a 1 mm slot for the sample capillaries, and the heating rate has its
maximum at 110 ◦C/min. The measurements were performed using an EIGER
500k detector [262].

3.2.2 Experimental parameters and procedure

The primary parameters of the experiment were chosen according to the
most advantageous combination of the SNR, the q-range of interest, and the
estimated beam damage threshold (D = several kGy). Then, the sample-to-
detector distance and the energy were fixed, and the beam damage test was
performed to adjust the rest of the parameters.
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Table 3.1: Beamline parameters for XPCS experiments. R is the sample-to-detector
distance, E is the photon energy, a is the beamsize, and Φc is the final X-ray flux.

beamline R (m) E (keV) a (µm) Φc (1010phs−1) detector
P10 21.2 8.54 100 × 100 0.3 EIGER 4M

ID021 30.7 12.46 35 × 35 3.2 EIGER 500k
ID022 30.7 12.28 22 × 25 0.12 EIGER 500k

For the beam damage test, the sample was equilibrated at 10 ◦C. Subsequently,
the study of X-ray-induced changes to the static USAXS pattern of the homo-
geneous sample was performed to define the threshold of maximum photon
density and of exposure time. The sample was continuously exposed, and the
changes in the intensity profile I(q) were monitored. The starting time of the
changes in the scattering pattern was considered as the maximum exposure
time, tthreshold, at the current setup. Assuming that for an accurate TTC, at least
600 frames are required, the exposure time texp per frame was calculated:

texp = tthreshold/Nframes.

Taking into account the total time of interest for the experiment Ttotal, the
required delay time tdelay was defined using the equation:

Ttotal = (texp + tdelay)×Nframes.

If texp or tdelay are less than the time required for the fast shutter or the readout
time of the detector, the beam damage test should be repeated under the setup
with a decreased flux. For example, the fastest frequency to collect images by the
EIGER 4M detector is 750 kHz. Its readout time is 10 µs. In P10, the reduction of
flux is achieved by the installation of silicon wavers as absorbers to attenuate
the incident beam [260]. In ID02, the change in the beam size is used for this
purpose [261].

The final beamline parameters used for XPCS experiments are presented in
Table 3.1. Labels ID021 and ID022 correspond to different beamtimes at the ID02
beamline. Information about the delay and exposure times and the total number
of frames for each specific measurement will be given when describing them in
Part II.
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Results and discussions





Chapter 4

Interplay between kinetics and
dynamics of LLPS in a protein
solution revealed by XPCS

The following chapter is based on [220]. The experiment was conducted in
collaboration with the group of Prof. Dr. Christian Gutt of Siegen University.
Reprinted with permission from J. Phys. Chem. Lett. 2021, 12, 30, 7085–7090 .
Copyright 2021 American Chemical Society.

4.1 Introduction

LIQUID-LIQUID phase separation (LLPS) is a fundamental process
that has significant consequences in many biological studies,
e.g., investigations of protein crystallization [41], bio-materials,

and diseases [40], as well as for food [39] or pharmaceutical industry [38]. In
cells, LLPS can play a crucial role in driving functional compartmentalization
without the need for a membrane and as a ubiquitous cellular organization
principle implicated in many biological processes ranging from gene expression
to cell division [12, 15, 263]. LLPS is a complex process involving domain
evolution of the new phases, microscopic dynamics of density fluctuation, and
the thermal fluctuation of domain interfaces, as well as global diffusive motion.
While both the kinetics of domain evolution and the microscopic dynamics are
important for the formation and properties of the various condensates, research
so far mainly focused on the domain growth kinetics and the dynamics remains
largely unknown.

https://pubs.acs.org/doi/full/10.1021/acs.jpclett.1c01940


4.1. Introduction

Dynamics of a system in equilibrium can be described using the fluctuation
of the static structure factor, S(q), where the average density is constant and ρ(t)

fluctuates around this mean value. In this case, S(q) is constant and dynamics
can be directly extracted. For a system undergoing phase separation, the inter-
play between dynamics and kinetics may lead to a more complex scenario, i.e.,
the temporal average density (and accordingly, S(q)) changes and fluctuates
at the same time. At the late stage of LLPS via SD, theoretical studies have
shown that the domain coarsening follows dynamic scaling, i.e., during domain
evolution, the domains remain essentially statistically self-similar at all times
[264]. As a result, S(q) does not change if the measurements are performed
at length scales corresponding to the average domain size [234, 239]. Thus,
in principle, the time-dependent fluctuations of S(q) can be described by the
two-time intensity covariance, which equals the square of the two-time structure
factor under the ”Gaussian decoupling approximation” [234, 239]. Therefore, do-
main coarsening dynamics can be accessed by calculating the speckle-intensity
covariance [234, 239].

However, the early stage of LLPS is much more complex because the time-
dependent S(q, t) cannot be described by dynamic scaling. The interplay be-
tween kinetics and dynamics makes a quantitative description of the microscopic
dynamics challenging. So far, despite the substantial process in kinetic growth
studies [112, 265], such a theory to predict or an experimental method to probe
the dynamics in the early stage of SD is missing. Nevertheless, the dynamic
property of LLPS is a vital input to predict the dynamic properties of the re-
sulting condensates in biological systems. Studies of LLPS in cells have shown
that the exact biological function of the resulting condensates strongly depends
on their dynamic properties, such as a dense liquid, a gel, or a glassy state
[12]. Therefore, detection in the early stage of the condensates is needed, which
requires a characterization of the dynamics of LLPS. Furthermore, as LLPS in
cells is generally triggered by a gradient of constituents instead of a temperature
quench, the dynamic properties of LLPS also reflect the material transport in the
crowded environment of a multi-component system.

Despite the recent progress in the field of phase separation [12, 89], the inter-
play between the kinetics and dynamics at the early stage remains elusive. What
is the influence of the change of S(q) with time on dynamics? Whether one can
distinguish the kinetic and dynamic contribution experimentally? What are the
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main features of dynamics in the early stage of LLPS? In principle, both domain
growth kinetics and microscopic dynamics of fluctuations of the interface of the
domains of LLPS can be simultaneously accessed experimentally using X-ray
photon correlation spectroscopy (XPCS). The XPCS investigation of the fluctua-
tions during the late, domain coarsening, stage was demonstrated vividly by the
work of Malik et al. in a sodium borosilicate glass [238]. Microscopic dynamics
of systems undergoing phase transition displays rich non-equilibrium behavior
on length scales ranging from micrometer to single-protein size and on time
scales from hundred of seconds down to microseconds [266]. XPCS has been
used in different soft condensed matter systems [56, 58, 59, 219]. However, due
to experimental difficulties in working with beam-sensitive samples [60–62],
XPCS of protein-based systems became possible only recently with a special
experimental procedure design [63, 64, 222, 223].

In this chapter, we focus on the dynamics during the early stage of the spin-
odal decomposition. The observed dynamics come from the large-scale density
fluctuation and the movement of the interface of the domains [239]. Conse-
quently, the dynamics from the equilibrium mixed or demixed bulk phases do
not contribute much due to the low contrast and signal-to-noise ratio [224]. We
apply state-of-the-art XPCS in the ultra-small angle scattering (USAXS) geome-
try to investigate the domain evolution and microscopic dynamics during LLPS
in aqueous protein solutions. The system consists of the globular protein bovine
serum albumin (BSA) in the presence of trivalent salt yttrium chloride (YCl3)
[44, 46]. The phase behavior of this system has been established to exhibit a
lower critical solution temperature (LCST) phase behavior [44, 46, 135]. The
phase diagram of the LLPS binodal has been established [44, 46] and the kinetics
of LLPS of this system has been well studied using USAXS [45, 46]. Here we
aim to explore both the growth kinetics and the microscopic dynamics in order
to distinguish their roles in the early stage of LLPS and the domain coarsening
using XPCS in the USAXS geometry. Combined with 2D Cahn-Hilliard sim-
ulations, we demonstrate that the dynamic information can be distinguished
from the growth kinetics with a factor of ∼ 40 difference in time scales. The
method established in this work can be used to access the dynamics during
phase transitions in a broad range of soft matter and biological systems.
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4.2 Experimental parameters

XPCS experiments were performed in USAXS mode at PETRA III beamline
P10 (DESY, Hamburg, Germany) at an incident X-ray energy of 8.54 keV (λ =
1.452 Å) and beam size of 100 µm × 100 µm. The sample-to-detector distance
was 21.2 m, which corresponds to a q range of 3.2 × 10−3 nm−1 to 3.35 × 10−2

nm−1, where q = 4π/λ · sin θ and 2θ is the scattering angle. Taking signal to
noise ratio and beamstop into account, the q range for the XPCS data analysis is
from 3.5 to 11.2 µm−1. The data were collected by an EIGER X 4M detector from
Dectris with 75 µm × 75 µm pixel size.

The BSA and YCl3 sample was prepared according to Section 3.1. The solution
was filled into capillaries of 1.5 mm in diameter and first equilibrated at 10
◦C for 10 minutes. Then, it was heated with a Linkam heating stage to 40 ◦C
with a rate of 150 ◦C/min. The system was followed from the beginning of the
temperature change. The measurement was performed twice, once with high
temporal resolution and a total measurement time of 60 s, and a second time
with lower temporal resolution but longer total measurement time, for a total
of 312 s. After each measurement, the solution was cooled back to 10 ◦C. This
condition corresponds to a spinodal decomposition based on the kinetic studies
[46]. Each measurement was taken on a fresh sample spot separated by a larger
than the beam size distance from the previous one to avoid the beam damage
due to the long exposures. The number of frames, exposure time, and delay
time (Table 4.1) were calculated based on the beam damage test, which was
done preliminary to all measurements. The sample was measured with different
attenuators at 10 ◦C, so we checked the behavior of the sample under the beam in
the one-phase regime. The time of survival of the sample was considered as time
with no change in USAXS profile and simultaneous noise in TTC and equaled to
60 s under the flux 1.42× 109 ph/s, which was taken into account for all further
measurements. The temperature of the sample was recorded every 2 seconds.
First 60 s and 312 s experiments were done under different exposure parameters
(while under the beam damage threshold). However, the overlapping period
demonstrated the same kinetics and dynamics, which is additional evidence for
selecting the beam parameters that do not affect the sample.

A series of 2D speckle patterns were obtained, which contains the dynamic
information of the investigated sample. The same 2D scattering patterns were
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Table 4.1: Experimental parameters
Duration (s) Number Exposure (s) Delay (s) ∼ Time of

of frames average (s)
60 7500 0.008 0 0.08

312 3000 0.004 0.1 1

used for the investigation of kinetics. To obtain the USAXS profile I (q) for each
frame (time), the scattering intensity was azimuthally averaged for different
radii and the profile collected before the heat was used as the background.

4.3 Results and discussions

4.3.1 Experiment

The time-resolved 2D speckle patterns collected in XPCS measurements are
analyzed using a two-time correlation function (TTC) G (q, t1, t2) [225]:

G(q, t1, t2) =
I(t1)I(t2)− I(t1) · I(t2)

[I2(t1)− I(t1)
2
]
1
2 · [I2(t2)− I(t2)

2
]
1
2

, (4.1)

where the average is over pixels with the same momentum transfer q ± ∆q

(calculated for q from 3.5 to 11.2 µm−1). Here t1 and t2 are the times at which the
intensity correlation is calculated.

Typical results of TTC are presented in Figure 4.1. In the TTC of the system
in the first 60 s after the start of the temperature change, a relaxation signal
appears a few seconds after the temperature jump, initially with a fast decay
rate, but quickly broadening with tage. The TTC of the first 312 s shows that
the main relaxation along the diagonal turns into a steady state after the quick
broadening. A new slow relaxation mode gradually appears (Figure 4.1 (a)), and
its correlation shows a decay, leading to a square-like feature in the TTC. This
feature is most likely caused due to the formation of the domains. The physical
phenomena underlying TTC features are outside the focus of this chapter and
will be discussed in details in the Chapter 5.
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Figure 4.1: Two relaxation modes revealed by XPCS. (a) TTC for the first 60s and (b)
312s after a temperature jump from 10 ◦C to 40 ◦C for 312 s experiment at q=4.4µm−1.
The colorbar corresponds to the G(q, t1, t2) values. The slow mode describes the sudden
decay in correlation in (b) around 20-30s, exhibiting a square feature in TTC. Blue
long-dash line shows the direction of the increase of experimental time tage, and the
short-dash line displays the direction of the g2-cuts. The inset of (c) shows g2 obtained
from (b). (c) Relaxation time τ evolution as a function of tage for fast (black squares)
and slow (red circles) modes at q=4.4µm−1. τ of the fast mode follows an exponential
growth (black solid line) before 200s, whereas τ for the slow mode grows linearly with
time (red solid line).

The correlation function, g2(q, tage), can be determined by both horizontal
and diagonal cuts from the TTC [232]. Here we focus on the diagonal ones to
resolve all interesting features of TTC including the ”square”. For comparison,
the results of horizontal cuts are shown in (Figure 4.2). g2(q, tage) functions can
be fitted using the Kohlrausch-Williams-Watts (KWW) relation to determine the
characteristic relaxation time (τ ) and the shape parameter (γ) [267] as functions
of q and tage. As we can see in the inset of Figure 4.1 (c), the g2(q, tage, t) functions
display two-decay relaxations - a fast and a slow mode, which can be modelled
using two exponential decay functions:

g2 = β1 exp(−2

(
t

τ1

)γ1

) + β2 exp(−2

(
t

τ2

)γ2

), (4.2)

where the index 1 corresponds to the fast component and the index 2 to the slow
component of the relaxation. The parameters τ and γ are functions of both q and
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Figure 4.2: Horizontal (a, b) and diagonal (c,d) cuts of TTC map at q=4.4µm−1. Re-
laxation time temporal evolution is demonstrated in (a) for horizontal cuts and in (c)
for diagonal cuts with the g2 in the insets. The fast component (black squares) show
an exponential growth (black solid line) followed by the modulation around constant
value independently from the coordinate system type. However, the diagonal cuts
also include the information about the slow mode, which relaxation time is plotted
with red circles on (c). The shape parameter γ1 of fast mode is shown in (b) and (d)
and demonstrates the fluctuation around 2. Due to the difference in the coordinate
system type, the time notions used for horizontal and diagonal cuts are different. For
horizontal cuts the g2 at different waiting time tw is extracted by taking the line along
t1 or t2 = constant with the delay time th given by |t2 − t1|. For diagonal cuts the g2 at
different sample age tage = (t1 + t2)/2 is extracted by taking the line perpendicular to
the t1 = t2 with the delay time t given by |t2 − t1| [232].

tage. Here t = t2 − t1 is a delay time, tage is the time that passed from the start
of the heating, β(q) is the speckle contrast, which can vary from 0 (incoherent
scattering) to 1 (fully coherent scattering) for ergodic processes. The g2 functions
were averaged over a small range of time tage to increase the signal-to-noise ratio
(Table 4.1).

Relaxation times, τ1 and τ2, extracted from the KWW fits are shown in Fig-
ure 4.1 (c). The fast mode exhibits two distinct stages of the evolution of relax-
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Figure 4.3: Shape parameter γ evolution with tage for fast (black squares) and slow
modes (red circles) of dynamics for experiment and Cahn-Hilliard simulation.

ation time: initially (tage < 150 s), the value τ1 increases exponentially, followed
by fluctuations around τ1 ∼ 100 s in the later stage of the experiment (Figure 4.1
(c)). Similar two-stage behavior has been reported in XPCS investigations of
Wigner glasses [193], glassy ferrofluids [268], and egg-white [222] and has been
suggested as a general feature near the glass transition as well as gelation. The
results of the horizontal cuts are consistent (Figure 4.2). It is important to note
that the behavior of the fast component does not show the dynamic arrest that
is typically characteristic of the glass transition [97, 269]. Thus, the observation
of two-stage behavior is not sufficient evidence for the presence of gelation
in the sample, and others must be sought. We will return to this issue in the
Section 5.2.4.

The slow mode corresponds to the broad square-like feature observed in the
TTC in Figure 4.1 (b). The relaxation time of the slow mode linearly increases as
a function of tage. The shape parameter γ2 of the slow mode shows a jump in the
early stage from values less than 2 to higher ones and then fluctuates at values
around 2.7 (Figure 4.3 (a)). Such high values indicate that there are different
phenomena taking place in the early and later stages, and these stages hardly
correlate with each other. Based on a comparison of the behavior of the S(q)

for the experiment and simulation and matching with the real-space picture
(presented later in Section 4.3.2), it seems that the appearance of the slow mode
correlates with the transition from the density fluctuation to the coarsening.
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Figure 4.4: Application of scaling to the scattered intensity curve for different exper-
imental times tage. The scaling law is not valid for the early stage of SD (∼ 24 s): the
normalized curves do not lie one on another (blue curves on the left graph). In compari-
son, the coarsening stage demonstrates compliance with the scaling law (right graph).

However, the study of TTC features is outside the scope of this chapter and will
be presented in Chapter 5.

In the early stage of LLPS, due to the strong coupling between domain growth
and interface fluctuation, the resulting relaxation rates (Figure 4.1 (c)) may have
both contributions. Dynamical scaling cannot describe the time-dependent scat-
tering profiles in the early stage as expected (Figure 4.4). In order to distinguish
or decouple the contributions, we determine and compare the kinetic relaxation
rate with the XPCS results.

The evolution of a kinetic rate Γkinetic at a specific q can be calculated through
the changes in the scattering intensity I(q, tage) [270]:

Γkinetic(q, tage) =
1

2I(q, tage)

dI(q, tage)

dtage
. (4.3)

The scattering intensity I(q, tage) was calculated for each value of tage based on
USAXS experiments as the mean intensity I(q ±∆q, tage) of all pixels inside the
ring q ± ∆q (Figure 4.5 (a)), but only the absolute values of dI/dtage are used
for comparison. For the investigated q-region the temporal evolution of the
scattering intensity is caused by the spinodal peak position shifting from high to
low q-values (Figure 4.9 (a)) [45, 46].
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Figure 4.5: Decoupling between kinetics and dynamics. (a) Representative structure
factor evolution with tage at q=4.4µm−1. (b) Comparison of relaxation rate for fast
mode of XPCS (orange), for slow mode of XPCS (coral red) with kinetic relaxation
rate (purple, obtained from USAXS) for q=4.4µm−1. Yellow and green regions in (a)
and (b) correspond to the density fluctuation and domain coarsening stages of LLPS,
respectively.

Corresponding typical temporal evolution of S(q) is shown in Figure 4.5 (a).
The kinetic decay rate calculated using Equation (4.3) shown in Figure 4.5 (b)
exhibits a quick decrease with aging time initially and becomes nearly a constant
after about 100 s. For comparison, the decay rates of both slow and fast modes
from XPCS measurements are also shown in Figure 4.5. It is interesting to see
that the slow-mode decay rate is similar to the kinetics during the early stage of
coarsening.

The fast mode starts at tage ∼ 7 s, before which the dynamics is too fast to be
detected with the current XPCS measurements (limited by values of exposure
and delay times). The decay rate is up to 40 times higher than the kinetic
relaxation in the early stage and about one order of magnitude faster in most
of the coarsening stage (up to ∼ 150s). Thus, these two effects are decoupled,
and the fast mode corresponds to the microscopic dynamics of the movement of
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Figure 4.6: Hyper-diffusive dynamics revealed by XPCS: (a) q-dependent of τ and (b)
shape parameter γ as a function of tage for the fast mode dynamics of XPCS. Grey lines
represent fit with τ ∼ q−1 (dashed) and ∼ q−2 (dotted).

the interface of the domains and large-scale density fluctuations. The results are
similar for other q-values in the [3.5, 11.2] µm−1 range.

Now we can interpret the fast mode as a reflection of the principal dynamics
of the system during LLPS. The q-dependency of its relaxation time is shown
in Figure 4.6 (a). In the early stage, tage < 20 s, τ follows an inverse linear rela-
tionship with q, τ ∼ q−1. With increasing time, it becomes non-linear with τ ∼
between q−1 and q−2. In the mean time, the shape parameter γ > 1 (Figure 4.6
(b). These results demonstrate the domain fluctuation dynamics to follow the
hyper-diffusive ballistic motion in the early stage. The hyper-diffusive dynamics
seems to be a rather universal behavior for systems in the non-equilibrium state
([193, 222, 268, 271]).

4.3.2 Cahn-Hilliard simulation

As discussed in the Section 4.1, during the domain coarsening step, due to the
dynamic scaling effect, the covariance of the TTC is directly connected with the
fluctuation of S(q), i.e., the dynamics of domain fluctuation. Here we perform
simulations to verify if the kinetic relaxation rate can be decoupled with the
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Figure 4.7: (a) Behavior of scattered intensity with tage for the early stage of LLPS
(tage <200) for T = 0.05Tc for simulated data for the same q = 22pixel for which Fig.
3 in the manuscript was presented. (b) Change of concentration for different random
points (one point - one line) in the real space with time tage during the early stage
of LLPS. Time of significant change in concentration functions has a similar value to
the time of jump of structure factor on (a). (c)- (f) Simulated real space pictures of
the LLPS process for different tage in the 256×256 pixels square. Colormap represents
normalized concentration u(m,n, tage) values. Yellow and Red dash-dot lines show the
correspondence of the structure factor value and state of the system in the real space at
the same time tage.

dynamics in this stage as well. A system undergoing spinodal decomposition
can be described by the Cahn-Hilliard equation (CH) [98, 99] (discussed in
Section 1.3), which gives the concentration at each point of the simulated map
with time. After rescaling of parameters [102] and adding a temperature jump
[104], we can write:

∂u(r, t)

∂t
= ∇

[
m(u)∇

(
−Tc − T

Tc

u+ u3 −∇2u

)]
, (4.4)

where u(r, t) - rescaled time-dependent local concentration, m(u) - mobility
function, Tc - critical temperature. The u(r, t) can take values from -1 to 1.
Positive values correspond to the dense phase and negative values to the diluted
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Figure 4.8: Kinetics and dynamics of LLPS simulated using CH equation: (a) Represen-
tative TTC for T = 0.05Tc with a total simulation time of tage = 3105. (b) Relaxation
times of the two modes as a function of tage. (c) Comparison of decay rates for the slow
(coral red) and fast (orange) modes of dynamics with kinetics (purple) for simulated
LLPS. Here qsimulation=22 pixel which is similar to the experimental q = 4.4µm−1 (see
Figure 4.9 (a) and (c)).

phase. For classical SD, the mobility function m(u) is constant with time (set to
1).

Equation 4.4 was solved numerically [272] in 2D as described in Section 1.3.2.
Space was divided in a matrix with size N × N=256 × 256 pixels. The initial
concentration for each point in the space was defined as random noise fluctu-
ations with amplitude 0.05 around u0 = 0.4, which corresponds to the dense
phase (similar to the experiment) so that these noise fluctuations have a uniform
distribution. The time step was 0.09, the total number of steps was 34500, and T

was set to 0.05Tc.
This model is coarse-grained and intentionally simplified. The goal of the

simulation is to generalize the results from the specific sample. Full large-scale
simulations [112, 273] are beyond the scope of this study.

Based on the simulations, the evolution of the 2D field of concentration was
calculated (Figure 4.7 (c)-(f)). The speckle pattern (i.e., image in reciprocal space
I(q, tage)) can be determined for each time step as a ”square” of the magnitude
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Figure 4.9: (a) Intensity profiles obtained by USAXS experiment at different experimental
times tage for T = 40◦C. (b) Intensity at q = 4.4µm−1 for T = 40◦C. (c) Simulated
intensity profiles obtained from Fourier transform of the real space image for T = 0.05Tc.
In the right corner there is a zoom for q = [20, 40]pixel range. (d) Intensity for simulated
data for T = 0.05Tc at q = 22pixel. It is clearly seen that q = 22pixel of the simulated
intensity profile and q = 4.4µm−1 of the experimental profile have the same behavior
(compare (d) with (b)) and these q-values are similar relative to the peak position of
scattered intensity in the beginning (compare picture in the right corner of (c) with (a)).

of the 2D fast Fourier transform of the fluctuations of the concentration [101]:

I(q, tage) =

∣∣∣∣∣
N−1∑
m=0

N−1∑
n=0

(u(m,n, tage)− u0) exp

(
2πi

N
(mqx + nqy)

)∣∣∣∣∣
2

. (4.5)

The outcome is similar to the 2D scattering pattern obtained via XPCS-USAXS
experiments. The dynamics of the simulated LLPS process was further charac-
terized using Section 4.3.1. The results were averaged over three simulations
with different initial conditions.

The main results of the simulations are presented in Figure 4.8. They are highly
dependent on the q-value. In order to qualitatively compare the simulation with
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experimental data, we focus on the similar q-region in comparison to the q value
of the early stage peak position of scattered intensity (Figure 4.9). The total time
of the simulation was estimated from the behavior of the scattering intensity
for the chosen q with time tage. For the described parameters, the simulated
TTC reproduces the main features of the experimental TTC (compare Figure 4.8
(a) and Figure 4.1 (b)). TTCs from the simulation also show a square feature
as observed in the experimental TTC. The origin of the side features in TTCs
cannot be resolved with the standard XPCS data analysis presented here. These
features are outside the focus of this chapter and will be discussed in Chapter 5.

The g2 functions from simulations also contain two relaxations, which demon-
strate the existence of the two modes of dynamics in a general case. The relax-
ation time for the slow mode linearly increases with time (Figure 4.8 (b)). For
the fast mode, it increases with a modulation before reaching a steady state.
The shape parameters γ > 1 show behavior similar to the experimental results
(Figure 4.3 (b)). Figure 4.8 (c) compares the relaxation rates. The relaxation rate
of the slow mode obtained from correlation analysis exhibits behavior similar to
the kinetics. Importantly, a simple classical model used for the current simula-
tion of the phase transition demonstrates that the dynamics is much faster than
the kinetics. This generalizes the result of time scale separation and widens its
application from the specific one to a broad range of LLPS systems.

It is worth noting that the simulation does not consider thermal motion, the
limited heating rate, and the viscoelastic properties of the real system. Fur-
thermore, the classical Cahn-Hilliard simulation does not consider the gelation
process. These may be the reasons for differences between experimental and
simulated TTCs. This issue will be discussed in detail in Chapter 5. Never-
theless, looking ahead, it is worth speculating about the reasons for the lack
of exponential growth of τ in the early stage of simulation. The early stage of
LLPS is sensitive to the thermal motion [274]. According to Chapter 5, it may
result in the loss of the spatial correlations, which influences the visibility of the
kinetic relaxation rate (being much slower than thermal motion effects) in the
TTC. Thus, the dynamics dominates in the experimental TTC. In the simulated
TTC, this effect is not included, and the kinetic relaxation rate can be seen in the
early stage. The influence of the thermal motion decreases with the increase of
the domain sizes, resulting in the appearance of the kinetic relaxation rate in the
TTC (”square” feature) and finally becomes negligible in the coarsening stage.
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4.4 Conclusions

In summary, we have studied the non-equilibrium dynamics and kinetics of
a protein solution undergoing a liquid-liquid phase separation using USAXS-
XPCS. The results show that microscopic dynamics is up to 40 times faster in the
early stage and still at least one magnitude faster in the late coarsening stage
than the kinetic relaxation rate. Thus, these two components could be decoupled.
In the early stage, the microscopic dynamics is not Brownian dynamics of the
proteins, which would have required relaxation time ∝ q−2 and shape parameter
γ ∼ 1. Instead, this dynamics can be well described using a hyper-diffusive
ballistic motion, i.e., the relaxation time ∝ q−1 and shape parameter γ ∼ 2.
Furthermore, the relaxation time of the dynamics exponentially increases with
time in this early stage. In the late stage, where the domain coarsening is the
main process, the relaxation time increase with time following a power law.

Cahn-Hilliard simulations support the experimental results and broaden the
conclusions to LLPS phenomena in general, making our results applicable to
other soft matter and biological systems undergoing a phase transition, where
kinetics and dynamics are intertwined [40]. For example, LLPS in living cells
leads to various types of condensates with distinct dynamic properties, such as
dense liquid, gel, and glass-like states [12]. These distinct dynamic properties
influence not only the kinetics of LLPS but also the material transport and their
biological functions in the crowded cellular environment. Finally, we emphasize
that this work can be extended to different length and time scales using XPCS
in SAXS mode and the fast development of X-ray free-electron laser (XFEL)
facilities, so the dynamic behavior ranging from single protein to the domain
coarsening could be covered.
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Chapter 5

Reverse-engineering method for
XPCS studies of non-equilibrium
dynamics

The following chapter is based on [275]. The experiment was conducted in
collaboration with the group of Prof. Dr. Christian Gutt of Siegen University.

5.1 Introduction

SIMULATIONS can be considered the third pillar alongside theory
and experiment in modern physics [276, 277] and simulations
based on theoretical equations are often used to compare and

rationalize the experimental results. However, this approach has limitations
related to the assumptions used to derive the theory. In particular, when more
complex phenomena are involved, for which a comprehensive theory is not
available. In view of this, a different approach is needed, which focuses on
the relation between the phenomenon and the key control parameters instead
of a specific theory. For example, understanding the dynamics of proteins in
solutions is extremely important for their complex phase transitions including
liquid-liquid phase separation (LLPS) [278], protein crystallization [41], glass
transition [95], bio-materialization [40], and as well as in food and pharmaceuti-
cal industry. The dynamic behavior of these non-equilibrium processes covers
length scales ranging from single-protein size to micrometer phase domains and
time scales from microseconds to hundreds of seconds [46, 52, 53]. To date, a
theory describing these dynamics does not exist.



5.1. Introduction

Experimentally, high brilliance 3rd and 4th generation synchrotron light
sources have made it possible to carry out X-ray photon correlation spectroscopy
studies (XPCS) to cover a broad range of dynamics. Nowadays, XPCS has
been widely used in different areas of soft condensed matter research, e.g. for
studying the dynamics of colloids [56], liquids [57], polymers [58] and clays [59].
Recent progress in the experimental and conceptual frameworks are allowed to
overcome the difficulties in working with beam-sensitive samples [60–62, 279]
and often called bio-XPCS [63, 64, 220, 222, 223, 280].

Time-dependent dynamics of XPCS studies for non-equilibrium processes
are frequently presented using two-time correlation functions (TTCs) [179, 197,
208, 209, 231, 281–283]. The rich features of TTCs are closely related to the
non-equilibrium dynamics; however, interpretation of the TTCs often focuses
only on the component along the diagonal of TTCs [179, 197, 208, 209, 282]
and further extraction of its relaxation time and Kohlrausch exponent for the
description of the investigated dynamics [267]. A recent study of thin-film
growth on polycrystalline surfaces [281] has demonstrated that the observed
”side” features in the TTC are related to the step-edge velocity. An XPCS study
of layer-by-layer crystal growth [283] show that additional features in the TTC
are connected to the memory effect in the arrangement of islands formed on
successive crystal layers. In both studies, equation-based numerical modeling
was used to rationalize the experimental results. Such a simulation of complex,
multi-component processes may confirm the existence of certain features but
cannot unambiguously pinpoint their physical origin. In this case, another
simulation approach, i.e., controlled variation of the key parameters in the
equations to study the dependence of TTC features on these parameters, but
not directly its dependence on the dynamical phenomena. For a more detailed
investigation of the connection between the dynamics and the obtained TTC
features, it is desirable to decouple the complex dynamics of the system into sub-
phenomena. This approach can be realized via simulations based on the Reverse-
Engineering (RE) technique [284–286]. In essence, RE is the deconvolution of a
complex system into simple components followed by the analysis of how these
components work independently and how they interact. The RE approach has
been applied in different research areas, such as the design of soft materials with
the desired properties and functions [287–289].

This work proposes a Reverse-Engineering approach based on particle-based
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heuristic simulations to understand the complex dynamic features of TTCs
obtained from XPCS measurements. The system studied is of bovine serum
albumin (BSA) solution in the presence of trivalent salt YCl3 [44]. The kinetics of
LLPS has been studied previously, and a tendency to a kinetically arrested state is
reached [45, 46]. Furthermore, the non-equilibrium dynamics of this system has
been presented in the Chapter 4 and in [220]. However, some unresolved issues
has remained. The classical analysis of XPCS data was insufficient to judge the
presence of gelation in the studied sample. Additionally, the experimental results
show rich side features in the two-time correlation map (TTC). This work is a
step forward for the investigation of the dynamics of LLPS [2, 22, 220, 223, 290]
on the micrometer scale of phase separating domains. The main objective of this
chapter is to advance the field of XPCS analysis and improve the knowledge of
the features displayed on TTCs, their possible explanation and the connection
between them, and the key control parameters of the non-equilibrium dynamics.
The RE approach may be successful in going beyond the existing theory if there
is no theoretical formalism for the investigated phenomenon or if the experiment
cannot be fully described by theory.

5.2 Results and discussion

5.2.1 Dynamic map from XPCS measurements

A typical experimental TTC for LLPS on a micrometer length scale was pre-
sented in Section 4.3.1 and is reproduced in this section in Figure 5.1 (a). The
measurement details can be found in Section 4.2. A relaxation signal appears
a few seconds after the temperature jump, initially with a fast decay rate, but
quickly broadening. After the quick broadening, the main relaxation along
the diagonal turns into a steady state. A new slow relaxation mode gradually
appears, and its correlation shows a decay around 20-30 s, leading to a ”square”
feature in the TTC.

The typical TTC discussed here contains three characteristic features: modula-
tion along with diagonal, ”square” feature, and ”tail” (follow labels in Figure 5.1
(a)). The modulation represents the main component of the dynamics. The
”square” feature is presented as the frozen-in component that is visible as a
square-like background (Figure 5.2). ”Tails” are oscillations of the G(q, t1, t2)
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Figure 5.1: Two-time correlation functions for temperature jump from 10 ◦C to 40 ◦C for
312 s for BSA-YCl3 sample at q = 4.4µm−1 (a). Shaded patches on (a) mark the regions
of features of the TTC. White shade for ”square”, red for ”modulation”, and yellow for
”tail”. The green dashed line shows a direction of increase of experimental time tage.
The result of the CH simulation is presented on (b) and represent similar to (a) features
(marked only with text). (c) The TTC of the CH simulation with the binary modification
of the 2D concentration field. Jet color bars of TTCs correspond to G(q, t1, t2) values.
Above the blue arrow, there is an equation used for binary modification, and below,
there are schemes of the real space 2D concentration field u(r, t) before and after binary
modification. Parula color bars of the schemes correspond to the concentration distribu-
tion (from blue (-1) to yellow (1) color). The time of CH simulations is in the arbitrary
units (arb. u). The presented range of time in arb. u. of CH simulation corresponds to
the experimental time (see Figure 4.9).

Figure 5.2: Two-time correlation functions for temperature jump from 10 ◦C to 40 ◦C
for 312 s (a) and for 60 s experiments (c-d) for different q-values. Color bars correspond
to G(q, t1, t2) values. On (a), features of the TTC (”modulation”, ”square”, and ”tail”)
are displayed with a half-transparent grey text. (b) ”Square” feature dependency can
be caught by the normalized vertical cuts of TTC at t2 = 30s (follow blue stars on (c)
and orange diamonds on (d)) for different q. A rapid increase in the values corresponds
to the beginning of the ”square” feature at the TTC. It is shifting to earlier t2 with an
increase of q (grey arrow).
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values along t1-axis. In Figure 5.1 (a) these ”tails” are areas of high contrast
around t1 ∼230s, t2 ∼50s and symmetrical to the diagonal one. Both ”square”
and ”tail” features exhibit strong q-dependency. They move to earlier times tage
with increasing q, which means that processes corresponding to these features
are size-sensitive and detectable earlier for smaller sizes on the microscopic
length scale (follow Figure 5.2 (a)-(d)). Another important feature of experi-
mental TTCs is the fluctuation of the contrast near the diagonal with time tage:
initially, there is a rapid increase followed by a moderate, gradual decline. The
classical analysis of the TTC for the LLPS systems with the extraction of the
relaxation times and Kohlrausch exponents evolution can be found in [220, 223]
and Section 4.3.1.

Here, we would like to investigate the relationship between the observed TTC
features and the studied dynamical processes. In the following, we show that
these features also appear in the classical CH simulations and are related to
specific dynamical processes of the studied system.

5.2.2 Cahn-Hilliard simulations

Classical Cahn-Hilliard theory

The Cahn-Hilliard equation can describe the evolution of the spinodal decom-
position in real space (see Section 1.3.2). The 2D CH simulations which are used
here for the investigation of TTC features were already presented and described
in the Section 4.3.2. In addition to those details, in Appendix Section 5.4.1 one
can find a discussion on the use of the 2D simulations to describe the exper-
imental results which probe dynamics in a volume. To conclude, despite the
quantitative difference between 2D and 3D simulations [291, 292], the 2D CH
simulations are sufficient for the qualitative analysis of the bulk dynamics of the
system. The employed 2D Cahn-Hilliard model is considered to be a minimal
model that captures the essence of the physical behavior [293].

The main results of the simulations are presented in Figure 5.1 (b) (were
previously shown in Figure 4.8). The simulated TTC reproduces the main
features in the experimental TTC, i.e., modulation, ”square” and ”tail”. We
note, though, that there are some obvious discrepancies between simulated
and experimental TTCs. The ”square” and ”tail” features are significantly less
pronounced in the simulation than in the experiment (compare Figure 5.1 (a)
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and (b)). Furthermore, there is no change in the contrast along the diagonal of
the simulated TTC. Importantly, the early stage of phase separation (∼ 30 s) is
not reproduced by the simulation.

The typical strategy to overcome the discrepancies between the simulations
and the experimental TTCs is to introduce a more sophisticated model with
more parameters to optimize (e.g., Cahn–Hilliard with varying mobility, Navier—
Stokes–Cahn–Hilliard). Unfortunately, this approach has many disadvantages.
The CH equation-based models provide a simulated evolution of the real space
behavior. However, there are multiple sub-phenomena that can affect the re-
sulting correlation maps: the emergence and disappearance of domains, their
growth or dissolution, merging, changing the shape, variation of concentration
at each point of the simulated pattern, etc. These sub-phenomena of LLPS may
co-occur and depend on each other (e.g., the evolution of concentrations and
domain sizes). The only way we can investigate these processes is via changing
the parameters of the model. However, the parameters affect the dynamics in a
complex nonlinear way, making it challenging to study how different dynamical
sub-phenomena influence TTCs independently. To overcome this difficulty, we
perform a direct modification in the simulated patterns.

Binarization of Cahn-Hilliard simulations

As the first step, we simplify the CH model via binarization of the simulated
real space patterns:

ubin(r, t) =

1 if u(r, t) ≥ u0

−1 if u(r, t) < u0

(5.1)

Surprisingly, despite the seemingly drastic changes, the resulting TTCs from
a binary real space are virtually the same as from an initial CH simulation
(Figure 5.1). The only difference is the slightly less prominent ”square” feature,
which nevertheless appears at the same position. The fact that TTCs are nearly
not affected by the binarization procedure is already a remarkable observation.
It inspires to proceed with further simplifications of the model in order to study
different aspects of the dynamics in an isolated and controllable fashion.

In this way, we can now consider a simplified simulation of the evolution
of the binary domains evolution and study how a TTC depends on different
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dynamical processes such as growth and dissolution rates, domain sizes, and so
forth. Thereby, in the following, we introduce a domain-based simulation with
”manual” control over all these dynamical processes of domains. We note that
such an approach can be applied to various dynamical systems.

5.2.3 Reverse-Engineering approach based on particle–based

simulation

In order to simulate different phenomena such as growth, dissolution, merg-
ing, random-walk motion, shape/size/concentration distribution, as well as
any combination of them with manual manipulation of all of the dynamical
parameters, we model the simulated domains as spherical particles on a 2D
map (256× 256 map). Similar to the binarization approach described above, the
concentration is constant inside the domains (udilute = −1 if not stated otherwise)
and outside the domains (udense = 1). For each domain, we specify its radius
and position as functions of time (see below).

As a result, we obtain a 2D concentration map, representing our sample in real
space and its evolution with time. The corresponding TTC is calculated in the
same way as for CH simulation (Section 4.3.2): at first, the scattering intensity is
determined, and then Equation 6.1 is used. The RE approach will allow us to
connect the various features in TTCs to the key control parameters of the phase
separation process.

”Modulation” and ”Tail”– Features of Growth

One of the main sub-phenomena taking place during the LLPS is the change
in the size of the domains. To study how the domain growth influences the TTC,
we simulated a set of spherical particles at random fixed positions and linearly
growing radii with time (see Figure 5.3). It is clear that there is a modulation of
the relaxation time and the ”tail” features appear in the TTCs. The origin of these
features will be discussed in section 5.2.3. An increase in the size distribution
results in a smearing of the modulation (the narrowest part of the modulations
along the diagonal is marked with white arrows in Figure 5.3).

The number of the modulations depends on the initial and final sizes of
the particles (Figure 5.3 and Figure 5.4); however, the final TTC also depends
on their values at each point in time. This can be seen while performing the
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Figure 5.3: Particle-based simulation of linear growth with different radii distribution.
The bottom row demonstrates the evolution of the radii of particles with time with the
real space schemes in the right bottom insets and the distribution of radii in the left
upper insets. Different colors correspond to different particles. The upper row of the
figure shows the corresponding calculated TTCs at the same q-value. White arrows
point to the ”modulation” waist in the TTC. The size distribution increases from the left
to the right, while the mean value evolution is the same.

particle-based simulation of growth with different speeds. Figure 5.4 (a) and
(c) show TTCs of the particle system with linear (b) and exponential (d) growth
of radii, respectively, with the same initial and final values. Both of the TTCs
demonstrate 1.5 modulations; however, the shape of the ”tail” feature and
the period of modulation depends on the function of the rate of growth. The
exponential growth with different boundary conditions (Figure 5.4 (c) and (e))
results in the same shapes of TTC features, distinct from linear growth (Figure 5.4
(a)). This result can be easily understood (follow the ”star” in Figure 5.4); for
instance, a linearly growing system reaches radius = 6 at time ≈ 500 (b), while
exponentially growing systems - at time ≈ 800 (d) and ≈ 350 (f), respectively.
These time points result in exactly the same environment in the TTCs: they
are located on the first half of the second modulation feature (as indicated in

88



CHAPTER 5. REVERSE-ENGINEERING METHOD FOR XPCS STUDIES

Figure 5.4: Particle-based simulation of growth with different speeds. The bottom row
demonstrates the evolution of the radii of particles with time. The upper row shows
the corresponding calculated TTCs for the same q-value. (a-b) show linear growth of
particles from radii = 3 to 9 pixels.(c-d) represent exponential growth of particles from
radii =3 to 9 pixels. (e-f) show the exponential growth of particles from radii =3 to
23 pixels. The yellow star with a black border shows when the radii = 6 for different
simulations. These time points result in exactly the same position on a modulation
feature while the features are transformed according to the non-linear behavior of the
radii of particles with time.

the Figure 5.4 (a), (c) and (e) by the yellow star). A similar procedure can be
performed with any value of the size parameter radius. Finally, one can find
that the TTC in (c) is similar to the non-linear interpolation of the TTC in (a),
corresponding to the non-linear behavior of the radii of particles with time.
Therefore, if the speed of growth increases with time, then the relaxation time
decreases and vice versa. The uniformity of modulations depends on the speed
of growth. The TTC is periodic only if the speed is constant, corresponding to
the monotonic increase of the size of the particles. The larger the rate of the
speed, the smaller the distance between adjacent modulation peaks. Thus, the
TTC of the growth process calculated at a specific q-value contains information
about the evolution of the mean size and the distribution of particles of the
whole system.
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Connecting domain size with the ”tail” feature

We further demonstrate here that the position/amount of ”tail” features are
connected with the mean size of domains. We assume that during the growth of
domains, intensity fluctuations become narrower, intensity peaks are shifting
and at a certain point for a given q-value there can be a correlation between
the nth peak at time tage=tk and the (n + 1)th peak at time tage=tl, where tl > tk

(Figure 5.5 (c)).
In our experiment, we observed the change in the evolution of intensity for

fixed q due to a change in interparticle distance, which results in the shift of the
peak of I(q) to smaller q-values with time. Similar TTCs with ”tail” features
were recently obtained during growth on polycrystalline thin-film surfaces [283],
where multiple ”tail” features were detected at the TTC, and the oscillatory
behavior of the g2 was observed. It was shown that the ”tail” structure in [283]
appeared once the thickness of the deposited layer was equal to the integer
multiple of the monolayer one. Such correlation was interpreted as a memory
effect in the arrangement of islands.

Figure 5.5 (b) illustrates a similar effect for our simulations. The contrast pro-
file (defined as a value of TTC next to the diagonal) exhibits a periodic behavior
as a function of time. It can be demonstrated that the period of the contrast is
determined by the two key spatial parameters of the system. The first parameter
is 2π/q corresponding to the length-scale where the dynamics was investigated.
The second one is the time-dependent characteristic length ξXPCS(tage), which
for the simulation is the average particle diameter. By trivial recalculation of
the contrast profile time dependency into the characteristic length dependency,
we show that the ”tail” appears approximately once the characteristic length
the characteristic length of the system is an integer multiple of 2π/q (Figure 5.5
(b)). Using this idea, experimental TTC maps with pronounced ”tail” features
were used for calculating ξXPCS to follow the microscopic growth kinetics of our
BSA-YCl3 sample. The comparison with characteristic length, calculated from
the peak position of the USAXS profiles ξUSAXS = 2π/qpeak, agrees well with
ξXPCS obtained from the XPCS data (Figure 5.5 (d)). According to theoretical
predictions [112] (see Section 1.3.1), the characteristic length should follow a
power-law ξ ∝ t

1/3
age due to coarsening mechanisms based on diffusion or coales-

cence. However, it was found [46] that the BSA-YCl3 system shows an arrested
phase transition at high temperature, and the evolution of ξ cannot be described
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Figure 5.5: Extraction of the mean size for the particle-based simulation (a-c) and
experiment (d). (a) TTC calculated for the model of identical particles which are growing
with constant speed. (b) Dependency of contrast taken a pixel away from the diagonal
in (a) (marked with white dash line) as a function of average system size ξ(tage) divided
to the size 2π/q corresponding to the investigated q-region. (c) Evolution of the intensity
profile during the growth. (d) Extraction of sizes from the experiment. The behavior of
the characteristic size of the system is calculated with different methods. Characteristic
length, obtained from the peak position in the scattering intensity ξ = 2π/qpeak, is plotted
for USAXS measurements. The pink line corresponds to the theoretically predicted
increase of characteristic length with time following power of 1/3 due to coarsening
mechanisms based on diffusion or coalescence [112]. Blue markers represent the average
size of the domains calculated from XPCS measurements, following the appearance of
”tail” features at TTC for different q-values.

with classical spinodal decomposition theory. Therefore, the possibility of fol-
lowing the time dependence of ξ is crucial for these types of systems [46, 47, 52].
In Figure 5.5 (d) it is clearly seen that the ξUSAXS plot is more complete, however
ξXPCS can be estimated from XPCS results even if the peak of the intensity profile
(required for ξUSAXS determination) moved out of the measurement window
and a second-order of I(q, tage) profile is not well-pronounced. Such a possibility

91



5.2.3. Reverse-Engineering approach based on particle–based simulation

to extract sizes from the XPCS experiments may open new prospects for the
experiments on growing, coarsening, or evolving systems.

”Square” feature caused by two-step processes

We showed that the growth process results in the modulation and ”tail”
features in TTCs similar to the ones observed in the experiment. In Chapter 4
([220, 223]) the correlation between the ”square” feature and transition from the
density fluctuation stage to the coarsening stage of spinodal decomposition was
shown. However, the subphenomena that impact the ”square” feature remained
unclear. With the use of Reverse-Engineering, we show three possible ways
of obtaining the square-like feature in the TTC (see Appendix Section 5.4.2 for
details). The first case is a rapid change of the shape of particles: time moments
with similar particle shapes result in a substantially higher correlation on TTC
compared to the moments with different particle shapes (Appendix Figure 5.20).
The second option is the rapid growth of particles followed by dissolution. As
demonstrated in Figure 5.6, the rate of growth should be much larger than the
rate of dissolution. The third option is the rapid growth of contrast between the
concentrations of particles and the background so that the initial and the final
states have different standard deviations of the concentration distributions. The
early stage of LLPS consists of the density fluctuation stage, and its transition
to coarsening stage is characterized by all of the options described above. The
system undergoes a change of shape from worm-like structures to sphere-like
domains of dilute phase surrounded by dense phase. Also, there is a rapid
growth in the domain size (coupled with the change of the concentration),
followed by dissolution of the smaller domains during an Ostwald ripening
process [110] at the later, coarsening stage. As was shown in Section 5.2.2,
the concentration change is not the main process that impacts the ”square”
feature. Also, the change of shape is not as drastic during the real liquid-liquid
phase separation as in the particle-based simulation. Thus, we will focus on the
growth-dissolution behavior as the main process during LLPS.

The change of sizes of domains during the LLPS can be simplified as a two-
step process. The first step is an overall growth in the early stage. The second is
the growth of one fraction of particles and the dissolution of another (Ostwald
ripening) in the coarsening stage. Figure 5.6 presents the particle-based simu-
lation investigation of the impact on the TTCs from each of these components
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Figure 5.6: Particle-based simulation of a two-stage process. The bottom row demon-
strates the evolution of the radii of particles with time. The upper row shows the
corresponding calculated TTCs for the same q-value. The speed of growth in the first
stage (time < 200) is the same, followed by the different rates of the second stage. This
stage is dissolution in (a-b), no change in size in (c), and growth in (d-e).

independently is presented. For a better comparison, the first step, representing
the growth of the particles, was the same for all processes. Furthermore, we
assumed the same growth rate for all particles. If the second step is also growth
(Figure 5.6 (d-e)), it results in the modulation and ”tail” features on TTC, as
described in the previous section. The amount of these features depends on the
speed in the second step (compare (e) with (d)). If there is no change of size (c)
or there is a slow dissolution in the second step, the ”square” feature appears
on TTC (b). The strength of this feature (value of the G(q, t1, t2)) depends on
the ratio between the rates of the growth and the subsequent dissolution. The
slower the dissolution, the more visible the ”square” feature (compare (b) with
(c)). Finally, if the rate of dissolution in the second step is similar to the rate of
growth in the first step - the ”square” feature completely disappears (Figure 5.6
(a)).

The ”square” feature detected during the experiment is size-sensitive: it
appears earlier for larger q-value (Figure 5.2 (b)). This observation is consistent
with the result of the particle-based simulation. Based on these findings, we
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Figure 5.7: Particle-based simulation of the Brownian motion effects. The rate of dynam-
ics increases from left to right. Faster is the Brownian dynamics, smaller is the relaxation
time in the TTC.

suggest the following explanation of the ”square” feature for USAXS-XPCS
experiments on LLPS systems. During the Ostwald ripening process, small
domains are the first to be dissolved. Since the size is inversely proportional
to the value of q: these domains correspond to the high q-values. Thus, the
q-dependency of the ”square” feature is the result of the earlier transition from
the growth stage to dissolution for small domains than for the large ones.

Brownian motion leads to reduction of feature visibility in TTC

So far, we have modeled the influence of kinetic parameters on the resulting
TTCs. For these cases the < I(q) > (<> - ensemble average) is not constant.
The kinetics found in controlled features in TTCs are different from the speckle
dynamics, which comes from I(q) fluctuations with < I(q) > being constant. In
the following, we introduce Brownian motion to the RE model and, thus, study
the system with both kinetic and dynamic contributions to TTC.

One of the main processes occurring at the early stage of LLPS is the growth
of the domains. According to our particle-based simulation, we should expect
modulations and a ”tail” at the corresponding times on TTCs. These features
appear in the CH simulation, however, the experimental behavior at the early
stage of LLPS is different: the relaxation time increases exponentially [220, 223]
so the dynamics is very fast in the beginning and then quickly slows down;
there are neither modulations nor a ”tail” at the early stage. This observation
is the evidence of some unconsidered dynamics that is not reflected by the CH
simulation.

While it is well known that the early stage of the LLPS is sensitive to the
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Figure 5.8: Particle-based simulation of the interplay between growth and Brownian
motion effects. The TTC of the pure Brownian motion with the constant rate (a). The TTC
of the pure growth (b-d) with different rates increased from (b) to (d). The simulation
(e-g) of the simultaneous growth (with parameters from (b-d)) and Brownian motion
(with parameters from (a)). The ratio between growth and Brownian motion rates
increases from (e) to (g). The Brownian motion effects on TTC dominate if the growth is
slower (e, f).

thermal motion effects [274], our CH simulation does not include effects of
thermal motion, finite heating rate, and viscoelastic properties of real systems,
which may be the reason for the difference between simulation and experiment
in the early stage of LLPS.

In our particle-based simulation, we model Brownian dynamics as a random-
walk motion of the domains. The constant relaxation time in the TTC suggests
the equilibrium dynamics, which is consistent with the theory [191, 210]. An
increase in the number of particles decreases the degree of heterogeneity. An
increase in the rate of motion results in a decrease in the relaxation time (Fig-
ure 5.7). The TTC varies from a constant G(q, t1, t2) = 1, when the Brownian
motion is too slow, to a constant G(q, t1, t2) = 0, when the dynamics is too fast
to be caught up within the simulated time scales (Figure 5.7).

As a next step, the interplay between Brownian dynamics and growth is
required. We fix the rate of the Brownian motion so that its effect is still visible
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Figure 5.9: TTCs of the early stage of LLPS: for (a) experiment, (b) CH equation-based
simulation, (c) Reverse-Engineering approach. (a) and (b) are initial parts of TTCs in
Figure 5.1 (a) and (b) correspondingly. (c) demonstrates the TTC of the particle-based
simulation with the significant decrease in the rate of the Brownian motion with time
and simultaneous growth of the particles (Appendix Figure 5.22).

in the TTC (Figure 5.8 (a)) and perform a set of the particle-based simulations
considering both, Brownian dynamics and growth (e-g), with the variation of
the growth rate. It can be seen that if the growth is slower than the Brownian
motion (compare (b) and (c) with (a)), the growth features are not visible in the
TTC (e-f), and the Brownian motion effects dominate. However, once the growth
and Brownian motion rates become comparable, the characteristic features of
growth (modulations and ”tail”) become visible. Thus, the Brownian motion
effects may be responsible for reducing the visibility of the growth features.

These results are consistent with our general intuition. When the Brownian
motion is much slower than the growth rate, the domain positions remain
essentially the same, so TTCs look similar to the pure growth case. When the
Brownian motion is much faster than the growth, the particle sizes for each
successive moment remain essentially the same, resulting in the TTC similar to
the pure Brownian motion. When both rates can be caught within the time scale
(simulated or experimental), the center movements of the particles result in the
loss of spatial correlations due to the Brownian motion effects. This influences
the visibility of the growth features and results in the correlation reduction of all
the dynamical processes with the relaxation times higher than the characteristic
time of the Brownian motion.

Incorporating Brownian motion into the particle-based simulation leads to
TTCs exhibiting similar behavior to what we observe in the experiment (Fig-
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Figure 5.10: Example of TTC, which is possible to obtain by RE with simple models (a).
Corresponding evolution of sizes of the particles (b) and Brownian motion speed (c).

ure 5.9 (a, c)). This evidences that the Brownian motion highly influences the
real system in the early stage. The rate of the Brownian motion is inversely
proportional to the domain sizes, so the influence of Brownian motion on TTC
features decreases with time due to the growth of the domains. Moreover, the
viscosity of the dense phase is increasing, reducing Brownian motion even more.
Therefore, the dynamics of the experimental TTC should be dominated by Brow-
nian motion effects in the early stage with the gradual appearance of the features
from other sub-phenomena of LLPS, and, finally, this effect becomes negligible
in the coarsening stage. These arguments are in line with Chapter 4 where it was
shown that the relaxation rate calculated from the mean intensity changes (re-
flecting the growth) is not visible in the early stage of TTC. This rate was initially
much slower than the rate observed by XPCS (up to 40 times). However, while
approaching the coarsening stage, the difference gradually reduces, resulting in
the appearance of this rate in the TTC. Thus, these results significantly expand
our understanding of the dynamics we measure at the chosen length and time
scales in the early stage of LLPS.
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RE simulation reproduces all experimental features

Finally, we decided to investigate the interplay between the processes de-
scribed above and try to obtain a TTC map that includes all of the features seen
in the experiment. To mimic the LLPS, we created a simple three-stage model.
In the first, very short stage, there were no changes in the sizes of the simulated
randomly distributed set of particles. In the second stage, the rapid growth of
the particles started. During the last stage, one part of the particles continued to
grow (with a slower speed than in stage two) while another one started to slowly
dissolve (Figure 5.10 (b)). This model represented the Cahn-Hilliard simulation
but also had problems with the fast mode at the early stage of the experiment,
e.g., the exponent increase was not observed. As shown in the previous section,
a random walk may be added to reproduce the Brownian motion to overcome
this issue. For the described model, the Brownian speed had a constant ampli-
tude in the first stage, then it was gradually decreasing to 0 during the second
stage, and there was no random walk included in the last stage (Figure 5.10
(c)). Thus, the first stage of the model represents sample dynamics during heat
before reaching a two-phase regime (T < 21◦C). Then there is a high-speed
transition from the density fluctuation stage to the coarsening one, resulting in
the square-like feature in the TTC. And the last modeled stage corresponds to the
coarsening stage of LLPS inside our sample when some particles are growing,
and others are dissolving due to Ostwald ripening process. The relaxation time
of growth has modulation and increases with tage due to a decrease in the speed
of growth of particles. Correlation between different harmonics of scattered
intensity results in the ”tail” features in the TTC.

The comparison between the experiment and different methods of simulation
is summarized in Figure 5.11. It can be seen that the final TTC simulated by
RE (Figure 5.10 (a) and Figure 5.11 (c)) reproduces all features found in the
experiment. Furthermore, comparison of TTC maps, simulated based on Cahn-
Hilliard (CH) (Figure 5.11 (b)) theory and Reverse-Engineering approach (RE)
(Figure 5.11 (c)), shows that the second one reproduces experimental features
better. The ”square” feature is hardly visible for CH, and there is no change in
contrast along the diagonal (compare Figure 5.11 (b) and (a)). This demonstrates
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Figure 5.11: (a) Experimental TTC (presented in Figure 5.1 (a)). (b) TTC obtained
from the CH simulation (presented in Figure 5.1 (b)). (c) Example of TTC, which is
possible to obtain by RE with simple models (details in Figure 5.10). (d) TTC, obtained
by modification of the evolution of the system by CH equation with ideas (CH+RE),
revealed from the Reverse-Engineering (details in Section 5.2.4). The ratio of speeds
of growth in the early stage and dissolution in the coarsening stage correspondingly
was increased, which made the ”square” feature more pronounced. Furthermore, the
noise of 4% was added which resulted in the change of the contrast along with diagonal
similar to the experimental TTC.

the limit of the use of classical Cahn-Hilliard simulation to predict and explain
experimental results for the system under investigation.

In summary, in Section 5.2.3, we demonstrated that particle-based simulations
allow to successfully reverse-engineer the dynamics of the studied system and
gain insights into nontrivial connections between the dynamical phenomena and
the frequently observed TTC features. Using this, it is possible to successfully
reproduce the main features of the experimental TTC by RE without the use of
the equation-based theoretical models. This demonstration is helpful for the
experiments, which cannot be fully described by equation-based theoretical
models or if there is no theoretical formalism for the investigated phenomenon.
Thus, the particle-based simulation itself is a significant addition to the regular
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Figure 5.12: Two-time correlation maps obtained by modifying of CH simulation with
the particle-based simulation. (a) Classical CH (same to Figure 5.1 (b)). (b) The binary
modification of 2D concentration field. (c-e) Modifying the binary CH by manually
increasing the domain boundaries resulted in a decrease in dissolution speed. The
dissolution speed decreases from (c) to (e).

XPCS study. The results obtained here based on 2D simulations are conceptually
consistent with 3D simulations (see Appendix Section 5.4.1), which are, of course,
computationally much more expensive. The following section connects this
novel RE-based simulation with the established equation-based CH modeling
of LLPS.

5.2.4 Application of Reverse-Engineering to Cahn-Hilliard

simulations

In this section, we extend the RE approach and demonstrate the possibility of
combining it with regular theoretical equation-based simulations by modifying
the simulated real space accordingly to better understand the studied system. In
the following, we apply some very basic changes to overcome the discrepancies
between the experiment and the classical CH simulations based on the RE
analysis. As mentioned earlier, in comparison to the experiment, CH simulations
exhibit a different early stage, pronunciation of the ”square” feature, and no
contrast variation along the diagonal. The first issue, as demonstrated above, is
related to thermal motion. Here, we discuss the other two problems.

Brightness of ”square” feature on Cahn-Hilliard simulation - characteristics
of gelation

The RE-method showed that the brightness of the ”square” feature is mostly
dependent on the value of the ratio between the growth rate of the early stage
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Figure 5.13: Investigation of the impact of different parameters on the ”square” feature
pronunciation. For each set of the parameters, TTC was calculated, then the cut at
t2 = 2142 was made to quantify the ”square” feature (a). The ”square” feature results
in the raise jump in the g2(t1, t = 2142) curves (pointed by arrow on (b)). The bigger
this jump, the more pronounced the ”square” feature is. The absence of the evolution
(e.g., putting domain concentration as -1 and background concentration as 1 for all
times) is labeled as ”CH concentration” on (b) and results in a minor change of the
”square” pronunciation (compare ”CH concentration” curve with the results of the
classical Cahn-Hilliard ”CH”). Other curves correspond to the manual modification of
the velocity ratio of growth in the early stage and dissolution in the coarsening stage
with the absence of the concentration dependency for the real-space maps calculated by
the classical CH. The higher the number on labels (”CH speed 1”, ”CH speed 2”, ”CH
speed 3”), the higher the ratio introduced. It is clearly seen that the increase of this ratio
results in the more pronounced ”square” feature (follow ”CH concentration” with no
change in ratio in comparison to the classical CH, ”CH speed 1”, ”CH speed 2” and
”CH speed 3”).

to the dissolution rate in the coarsening stage. This idea can be checked now
with the classical CH simulation. As a first step, the binary modification of
the 2D concentration field was performed to simplify the later modifications
and interpretations (Figure 5.1, Figure 5.12 (b)). Later, the change in growth to
dissolution rates ratio was modified by adding additional pixels at each step of
simulation to the calculated boundaries of domains (Figure 5.12). It can be seen
that the bigger this ratio of rates is, the more pronounced is the ”square” feature
(Figure 5.13).

The increase in the ratio of the speed of growth in the early stage to the speed
of dissolution in the coarsening stage compared to the classical CH is a signature
of the gel/glass transition. It shows that the dissolution of the particles during
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the Ostwald ripening process is slower than it was supposed to be in the classical
system with constant mobility. Thus, for a more precise theory-based simulation
of the chosen experimental system, the classical CH should be replaced with the
CH with the change of the mobility corresponding to the gelation process [102].
Having a closer look at such types of simulations (e.g., [223]), one may notice
that the closer a system is to the gel state, the more pronounced is the ”square”
feature for both - experiment and simulation.

The question of the gel transition has already been raised in the Section 4.3.1.
Then it was shown that there are experimental prerequisites in the form of a
two-step behavior of the relaxation time of the main component. However, we
pointed out that the main component does not show a characteristic dynamic
arrest, and, accordingly, additional evidence of gelation is needed. We have
now demonstrated that the degree of visibility of a ”square” feature is related to
gelation. And since the ”square” feature is much brighter on the experimental
TTCs than in the case of classical simulations, the experimental data indicate
gelation of the system.

Contrast along the diagonal: low-intensity noise

Another remarkable difference between CH and the experimental TTC is
that there are no fluctuations in contrast near the diagonal. One of the typical
explanations of such behavior is an additional fast motion, the contribution
of which is changing with time, and that is beyond the time resolution of the
XPCS measurement. The following data procedure demands the extraction of
the localization length [294, 295]. However, it is not expected on the time scale
of the measurement for this sample and does not appear in the CH simulation.
So, there should be another explanation.

The behavior of the contrast is reflected in the evolution of the distribution of
speckles (Appendix Figure 5.23). We found that adding randomly distributed
low-intensity noise with a constant amplitude to the scattering pattern of the
CH simulations results in the same behavior of contrast as for the experiment.
The impact of the noise level on the classical CH simulated maps is presented
in Figure 5.14. The change in the contrast is accompanied by a change in
the scattering intensity (Figure 4.9 (b)), so with the constant level of noise,
there is a change in the signal-to-noise ratio, resulting in contrast fluctuations.
According to the simulation around 4% from Imax of noise is required to mimic
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Figure 5.14: The impact of the noise level on the classical CH simulated TTC maps.
The randomly distributed noise was added to the scattering intensity calculated by
the Fourier Transform of the real space simulated image. The maximum noise level
amplitude (max(Inoise)/max(I) ∗ 100%) varies from 0% on the left till around 8% on the
right. The most prominent noise source in the experiment is the scattering background
by all incoherently scattering objects (air, water), which change so fast that they are
completely incoherent in the time range of single image acquisition.

the experimental results at the investigated q-value. This value was compared to
the experimentally measured data to validate the process. The most prominent
source of noise in the experiment is the scattering background by all incoherently
scattering objects (air, water), which change so fast that they are completely
incoherent in the time range of a single image acquisition [296]. Its value can be
estimated by the initial scattering of the sample before the LLPS started and is
in line with the simulation results.

Finally, as the demonstration of Section 5.2.4, we present the CH simulation
modified by Reverse-Engineering and noise in scattering pattern (Figure 5.11
(d)). All of the independent influences are summarized in Appendix Figure 5.24.
It can be seen that this cumulative modification of CH by RE is closer to the ex-
perimental TTC than pure CH simulation (compare Figure 5.11 (d) and (b) with
(a)). Thus, the modification provides a better understanding of the investigated
system.

5.3 Conclusions

In this work, we propose a Reverse-Engineering (RE) approach to predict and
understand the kinetics and dynamics of systems undergoing non-equilibrium
processes. As an example, we studied the liquid-liquid phase separation in BSA-
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YCl3 system by XPCS in the USAXS mode. TTCs for the investigated q-values
show three characteristic features: ”modulation”, ”square” and ”tail”. Based on
the Reverse-Engineering approach, we reveal the following connections: The
”modulation”, which is usually the main component for studying dynamics
with XPCS, corresponds to the growth of the domains, where the growth rate
decreases with time (increasing the relaxation time).

For ”square” feature, we found that rapid change of shape and concentration
distribution and also a change from the rapid growth of domains at the early
stage with subsequent slow dissolution result in the square-like feature of TTC.
All of these sub-phenomena are characteristic of the LLPS systems going from
the density fluctuation stage to the coarsening stage of spinodal decomposition.
However, the RE-modified CH simulations revealed that in the real system
the ratio of growth rate in the early stage to the speed of dissolution in the
coarsening stage during Ostwald ripening has the most significant impact on
the ”square” feature. We showed that this rate should be higher than predicted
by the classical CH theory, which is a signature of the gelation process. However,
this claim was impossible to make based on the established analysis of the main
TTC feature, presented in the Section 4.3.1.

The ”tail” feature raises from the correlation of the system between differ-
ent distant times and has a strong q-dependence, appearing earlier for higher
q-values. This phenomenon may be caused by the shift of scattering intensity
I(q) due to a change in size and mean interparticle distance as a result of the cor-
relation between different harmonics and appears once the characteristic length
of the domains is a multiple of the investigation box size (2π/q). Based on this
result, we calculated the characteristic length of the experimental system from
XPCS. We showed that it follows the temporal evolution of the characteristic
length, calculated from USAXS, which demonstrates that microscopic dynamics
and kinetics are intimately intertwined. Furthermore, we demonstrated that the
fluctuation of the contrast along diagonal is mainly a result of the incoherent
low-intensity noise rather than a feature of the LLPS process.

These results demonstrate that the observed side features in TTCs are not
experimental artifacts, but rather a rich source of dynamic information of the
system. The Reverse-Engineering approach can go beyond CH theory and build
the connection between these features in TTC and the key parameters, such
as relaxation time, concentration distribution, the size distribution of domains,
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viscosity, and mobility. The RE approach also showed the importance of taking
into account thermal motion effects in the early stage of the LLPS. Finally, the
framework established in this work can be employed for various systems and
processes such as growth, coarsening, or evolving systems, and many other
phenomena that are essential for understanding the fundamentals of materials
synthesis, processing, and phase transformation. One of the primary benefits of
this algorithm is the ability to go beyond the existing theory if the experiment
cannot be fully described by it or if there is no theoretical formalism for the
investigated phenomenon.
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5.4 Appendix

5.4.1 On the use of 2D simulations to describe dynamics in a

volume

The simulation strategy presented in this thesis is 2D, while the experiment
probes dynamics in a volume. Thus, one may raise the question if the obtained
results remain relevant for 3D.

As discussed in the Chapter 1, the evolution of liquid-liquid phase separation
is usually described in terms of the time dependency of the characteristic size
of the system, ξ. For the quiescent system, ξ ∝ t

1
3 is expected [106]. The Cahn-

Hilliard (CH) theory assumes that the bulk behavior of the system remains
even in 2D (Section 1.3.1). It has been shown that the 1/3 power-law could be
observed for both 2D and 3D CH simulations [293]. Furthermore, simulations
confirm the dynamic scaling of the time-dependent structure factor S(q, t) =

ξ(t)dSo(qξ(t)), where d is the dimensionality of the system. The dynamically
scaled correlation function is also independent of the system dimensionality
[291]. Therefore, drawing qualitative conclusions for 3D based on 2D simulations
is not uncommon in the literature.

To support the conclusions of Chapter 5, the 3D CH simulations for the
representative parameters are shown in Figure 5.15. It can be seen that the char-
acteristic features of the TTC are the same. While there is qualitative consistency,
there is, of course, a quantitative difference between 2D and 3D simulations
[291, 292]. Thus, the employed 2D Cahn-Hilliard model is considered to be
a minimal model that captures the essential physics and is sufficient for the
presented study of a qualitative comparison between simulation and XPCS
experiment.

It is important to point out that the main idea of the Chapter 5 is to disen-
tangle specific features observed in two-time correlation functions in a Reverse-
Engineering (RE) approach. Specifically, it is shown that often-observed features
in the TTCs such as ”square”, ”tails”, and other modulations can be connected to
physical processes typically present in systems out of equilibrium. A complete
quantitative analysis and comparison of simulations with the data could indeed
require, in some (not all) instances, a 3D simulation. However, the aim of Chap-
ter 5 is to show that for identifying the processes at hand (for example, particle
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Figure 5.15: Cahn-Hilliard simulation in 2D (presented in Figure 5.1 (b)) and in 3D for
representative parameters (u0 = 0.5).

growth or Brownian motion), 2D simulations yield the minimum information
needed to interpret the TTCs while being still computational cost-effective and
thus easy to handle. Having identified the mechanism at hand – based on our
approach - additional 3D simulations would allow refining the results, which is,
however, out of the scope of the thesis.

The conclusions about the connections of the physical processes simulated via
RE to TTC features hold for 3D simulations. These features originated from the
dynamical properties, which can be directly controlled in RE simulations. It is
illustrated by an exemplary 3D RE simulation of particle growth (Figure 5.16)
which results in the TTC similar to the 2D case. For reasons of transparency, the
code used for RE simulations and TTC calculations with arbitrary dimensionality
(d > 1) is published in GitHub [297].

5.4.2 Possible phenomena underlying the ”square” feature

In Section 4.3.1 we have shown that the ”square” feature appears as a result
of the transition from the early stage to the later stage of LLPS. Nevertheless,
the underlying phenomenon remained unknown. Since the ”square” feature is
visible in the simulated TTC, one may conclude that the corresponding dynamics
are already present in the Cahn-Hilliard simulation. Taking a closer look at the
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Figure 5.16: Particle-based simulation of linear growth of particles. The TTC for 3D is
presented in (b) with corresponding radii evolution in (a). The TTC for 2D (c) is taken
from Figure 5.3.

real-space evolution of the simulated concentration map, one notices three major
processes taking place while the system transits from the early stage to the
coarsening stage of LLPS: concentration, size, and shape changes. In this part
of the Appendix, we show the influence of the concentration distribution and
shape evolution on the TTC maps. The size evolution is discussed in the main
text in Section 5.2.3.

Influence of concentration distribution on TTC maps

First hints on the influence of the concentration parameter on the TTC maps
were obtained during the binarization process of Cahn-Hilliard simulations
in Section 5.2.2. There it was shown that even such a drastic change in the
concentration distribution leads only to a slight change in the ”square” feature
visibility. Thus, the concentration is not the main parameter influencing this
feature. Nevertheless, does any change in the concentration parameter lead to
the ”square” feature, or should there be some specific behavior? To answer these
questions, a particle-based simulation was performed. It is important to note
that the scattering is possible only if the concentration (related to density) of
the particle is different from the background matter concentration. Therefore,
the concentration parameter which is discussed in this section is, in reality, the
difference between the concentrations of the particles and the matter.

In Figure 5.17 the particle-based simulation of the systems with different
evolution of the concentration parameter are presented. It can be seen that
the change in the concentration does not always impact the TTC. When the
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Figure 5.17: Particle-based simulation of the system with the evolution of the concen-
tration parameter. The bottom row demonstrates the evolution of the concentrations
of particles with time with the real space schemes in the inset, where the same colors
of particles mean the same concentration. The upper row shows the corresponding
calculated TTCs for the same q-value. (a-b) relate to the immediate jump in the concen-
tration parameter, which is the same for all particles. For (c-d), all particles also have the
same concentration evolution; however, the concentration parameter linearly changes
with time. These conditions do not lead to any change in the TTCs. (e-f) relate to the
evolution of the concentration distribution.

concentration parameter is the same for all particles, regardless of its evolution
over time (Figure 5.17 (a-d)), the corresponding TTC map is similar to the one of a
static sample. Nevertheless, the simulation of particles of various concentrations
with different linear evolution over time (f) ends up in the non-constant TTC
map (e). Thus, the evolution of the concentration distribution may result in a
change in the relaxation time in the TTC.

A change in the distribution of concentration can be formalized through a
change in two parameters: the mean and the variance. In Figure 5.18 (a-b), the
RE simulation for the particles with the change in the mean, but the constant
variance is presented. While (c-d) corresponds to the system, which evolves
with the constant mean, accompanied by the change in the variance. It can be
seen that the variance modification leads to significant changes in TTC, while
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Figure 5.18: Particle-based simulation of the system with the evolution of the concentra-
tion distribution. The bottom row demonstrates the evolution of the concentrations of
particles with time. The upper row shows the corresponding calculated TTCs for the
same q-value. (a-b) relate to the system with the change in the mean concentration but
constant variance. These conditions lead to the ”frozen” TTC. (c-d) relate to the system
with the constant mean but linear evolution of variance. It can be seen that changes in
the variance have a more significant impact than the change in mean concentration.

the change in the mean concentration relates to the ”frozen” TTC.
If the gradual evolution of concentration (more precisely, its distribution)

results in the smooth change in the relaxation time in the TTC, one may assume
that the rapid change could lead to the ”square” feature.

To check this idea, another set of particle-based simulations was performed
Figure 5.19. To mimic the LLPS, the concentration evolution was divided into
three stages. At first, the concentration of particles was set to the same value
and remained constant. This stage relates to the initial density fluctuations of
the matter in the early stage of SD when there is no significant concentration
distribution. The second stage in the RE simulation was the growth with the
change of the concentration distribution. The length of this period was varied
to check its influence on the TTC. This stage relates to the transition from the
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Figure 5.19: Particle-based simulation of the system with the three-step evolution of
the concentration parameter: constant, increase with the change in distribution, and
constant again. The bottom row demonstrates the evolution of the concentrations of
particles with time. The upper row shows the corresponding calculated TTCs for the
same q-value. Figures in the blue frame (a-d) relate to the non-zero starting value
of concentration, while figures in the green frame (e-h) describe the evolution of the
concentration parameter with the zero initial value. (a-b) and (e-f) illustrate the rapid
middle step, while (c-d) and (g-h) represent a more gradual middle step. It can be seen
that the ”square” feature appears as a result of the rapid change in the distribution of
the concentration parameter.

density fluctuation to domain growth, accompanied by significant changes in
the concentration parameters (see Figure 4.7). In the domain growth stage, the
concentration changes are much slower than previously; thus, for simplicity, the
concentration distribution is fixed at the final stage of the RE simulation.

These simulations led to the following conclusions. If there is no change in
the distribution (which corresponds to the first and third stages), the TTC is
constant. Interestingly, the final value of the G (thus, the degree of correlation)
does not depend on the concentration value and is G = 1 for any concentration =

constant > 0. In case of zero initial concentration (Figure 5.19 (e,g)): G = 0.
Figure 5.19 (a) and (e) confirm the hypothesis that the ”square” feature appears
if there is a rapid change in the concentration distribution. While the smooth
change (c,g) demonstrates some gradual change in the corresponding relaxation
time (c).

It is worth noting that the simulation with the zero initial concentration is
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Figure 5.20: Particle-based simulation of the rapid change of shape. Moments with
similar shape of particles correlate much better than with different ones: t1, t2 = [0, 200]
and t1, t2 = [200, 1000].

closer to the real LLPS because at its initial stage, there are only small-amplitude,
noisy fluctuations in density difference (Figure 4.7). The concentration of scat-
ters is similar to the concentration of the surrounding matter, and, thus, there is
almost no scattering. However, in this case, moments with zero concentration
and non-zero one are completely uncorrelated (e-h), which leads to the appear-
ance of a square as soon as the concentration parameter ceases to be zero. This
time corresponds to the transition from the first stage to the second, which is
not the case for the experimental and CH simulated TTCs. Together with the
binarization results, this gives grounds to believe that concentration changes
are not the main reason for the appearance of a ”square” feature in the TTCs of
LLPS.
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Rapid change of shape

Another process that can be seen in the CH-based simulations of the evolution
of real space of the sample (Figure 4.7) is the change in the shape of the scattering
objects. During the transition from the early stage to the coarsening stage of
spinodal decomposition, the system undergoes a change of shape from warm-
like structures to sphere-like domains of dilute phase surrounded by dense
phase. To investigate the effect of this process on the TTC, we performed the
particle-based simulation of the change in the shape (Figure 5.20). It was found
that moments with similar shapes of particles correlate much better than with
different ones. Thus, to obtain the ”square” feature, the transition should be
immediate, followed by the final period of the constant shape. This process is
not as drastic and simplified during the real LLPS, so its effect will not be as
pronounced. Therefore, the change in the shape is also not the primary process
influencing the ”square” feature in TTC.
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5.4.3 Additional figures

Figure 5.21: Extraction of the mean size for the particle-based simulation. Left row:
two-time correlation function calculated for the model of identical particles which are
growing with constant speed. Right row: dependency of contrast taken a pixel away
from the diagonal in TTC on the left (marked with white dash line) as a function of
an average size of the system ξ(tage) divided to the size 2π/q corresponding to the
investigated q-region. The q increases from top to bottom (follow the green arrow) in
the range q = [26, 66] pixels.
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Figure 5.22: Particle-based simulation of the Brownian motion with the change in
the Brownian motion rate with time and simultaneous growth. (a) Evolution of the
Brownian motion rate. (c) Evolution of the radii of particles. (b) Corresponding TTC
(also presented in Figure 5.9 (c)).

Figure 5.23: Evolution of distribution of speckles for 312 s experiment with time tage. It
can be seen that this distribution is not constant, which affects the fluctuation of contrast
along the diagonal (see Section 5.2.4)

.



116

Figure 5.24: Summarizing of possible modifications of Cahn-Hilliard simulation pre-
sented in Section 5.2.4. (a) TTC for Cahn-Hilliard simulation (presented in Figure 5.1
(b)). Then we modified it with Reverse-Engineering (c)-(d) and by adding noise (b). (b)
Adding the randomly distributed low-intensity noise to the scattering pattern of the
CH simulations results in the change of the contrast along the diagonal similar to the
experiment. Here is the example of adding noise of max(Inoise)/max(I) ∗ 100% = 4%,
which is similar to the experimental values of the background noise. It can be estimated
from the ratio of the Iage in Figure 4.9 at the initial stage when the sample was still
in a one-phase regime and the only scattering is coming from the background to the
intensity at the later stages. (c) TTC with the change of the concentration distribution.
All points with u >= u0 = 0.4 were set to 1 and u < u0 to 0 for all tage. Such a dramatic
change results only in a slightly less visible ”square”, which means that changes in
concentration distribution are not the primary process resulting in the ”square” for the
theoretical system. (d) TTC with increasing of the velocity ratio vgrowth/vdissolving of
growing in the early stage and dissolving in the coarsening stage correspondingly. The
more the ratio, the better pronunciation of the ”square” feature.



Chapter 6

Dynamics under complex flow
evolution studied by XPCS

The following chapter summarizes the investigation of the flow effects on the
dynamics studied by XPCS and connects the ”wing” feature in the TTC with the
flow retraction. The results presented in this chapter form the basis for an article
of the same title, which is currently in progress. The experiment was conducted
in collaboration with the group of Prof. Dr. Christian Gutt of Siegen University
as well as the beamline scientist of ID02, ESRF, Thomas Zinn, who carried out
the remote experiment on-site.

6.1 Introduction

THE high brilliance of the third and fourth-generation synchrotron
light sources have made X-ray photon correlation spectroscopy
studies (XPCS) [225] a powerful tool in studying the dynamics

of materials. XPCS is used in various areas of soft condensed matter research: ag-
ing of colloidal gels and the colloidal glass transition [192], polymerization and
gelation of polymers [218], phase transitions and phase separations [219, 220],
diffusion [221] and many others. It enables to investigate mesoscale dynamics
with a time scale range from minutes to picoseconds [172], which contains the im-
portant length/scale window for soft-matter studies [54, 64, 179, 219, 221, 298].
Furthermore, the advances of new XPCS methods can reduce the radiation
damage efficiently, allowing to study biological systems [220, 222, 223, 299].

In a typical XPCS experiment of a liquid system undergoing a phase transition,
the solution is often filled in a thin capillary. A challenge in studying the
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dynamics of such a fluid system is the effect of flow, which can be generated
by volume change, or introduced flow to re-fresh a sample to avoid radiation
damage, and so forth. A large number of the studied samples are fluids, and
therefore the investigation of the effect of flow is essential.

The investigated dynamics is reflected in the so-called two-time correlation
maps (TTCs) [233], which are calculated from the scattering pattern of the sample.
Among various influencing parameters, there are many XPCS studies of the flow
impact on the obtained TTCs [61, 281, 300]. However, due to the complexity
of the TTCs, the physical mechanism of many features remain elusive. So far,
the literature is mainly focused on the investigation of the deliberately induced
well-controlled shear flow with the flow used to reduce the X-ray beam-induced
damage and to derive the experimental conditions under which it is possible
to describe the diffusive dynamics of the colloidal particles [61, 300]. The only
well-established feature in the TTC indicating the flow is the oscillation of the
correlation function with time [61], which corresponds to the rate of the flow.
This feature is visible only in the specific q and time window. Nevertheless,
there are many phenomena where flow may appear as a side effect. However,
when a liquid (soft-matter) system is exposed to a rapid isothermal change of
pressure or isobaric change of temperature, it undergoes a volume adjustment
or the volume change during the solid-liquid phase transition. This may cause a
complex, uncontrolled flow. The resulting TTCs and the corresponding dynamic
properties of the systems can not be understood with the current understanding
of the impact of the flow on the TTC [61, 300].

Here we focus on the liquid-liquid phase separation (LLPS) in a protein
system. The system undergoes a transition from one single-phase regime to
two phases by rapid change of the environmental conditions (temperature or
pressure) accompanied by the non-constant flow. In Chapter 4 the kinetics and
dynamics of such a system was followed, and it was found that the dynamics
can be decoupled with the kinetics relaxation [220]. Another study discusses the
impact of the interplay between LLPS and glass formation on the microscopic
dynamics [223]. Importantly, to avoid the flow effects, the experiments were
performed near the end of the capillaries, where the volume expansion is the
smallest. In the middle of capillaries, with great regularity, the resulting TTCs
demonstrate ”wing”-features (Figure 6.1). This type of TTC is not unique to
LLPS processes and may also appear for other soft-matter systems. To the best
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Figure 6.1: Examples of TTC maps with ”wing” features which with enviable regularity
appears for phase/state transition XPCS experiments on different soft-matter systems:
(a) - melting of chocolate, (b, c, g, k) - LLPS of BSA–YCl3, (d, e, f) - LLPS of IgG–PEG, (h,l)
- gelation of egg-white with NaCl, (i,j) - LLPS of BSA–HoCl3-LaCl3. The experiments
were performed on a micrometer length-scale on different synchrotron sources with
different exposure, delay, and waiting times and under different temperatures. For
specific details, please, contact the author. The colormap is jet; the colors correspond to
the value of G(q, t1, t2) from 0 to 1.

of our knowledge, the interpretation remained elusive. This chapter correlates
the ”wing”-feature with the flow-induced retraction and supports this statement
with simulations. Our findings broaden the knowledge of the impact of flow on
the dynamics and also demonstrate the possibility of revealing flux information
based on TTCs.

6.2 Experimental parameters

The XPCS experiments were performed with the model system of the globular
protein bovine serum albumin (BSA) in the presence of trivalent salt YCl3 [44].
The phase behavior of this system is discussed in Section 1.4.2, while the sample
preparation is described in Section 3.1.

The XPCS experiments were performed in the USAXS mode at the ESRF,
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beamline ID02 in Grenoble, France (see Section 3.2). The incident X-ray energy
was varied around 12.3 keV (Table 6.1). The sample-to-detector distance was
30.7 m. A q range of 2 µm−1 to 16 µm−1 was investigated, where q = 4π/λ ·
sin θ and 2θ is the scattering angle.The data were collected by a Eiger 500K
detector (see Table 3.1). The dense phase of the protein solution was filled into
quartz capillaries of 1 mm diameter and stabilized at 10◦C before the XPCS
measurements. The LLPS was started by a rapid temperature jump from 10◦C
to different temperatures (T=[32, 52] ◦C) using a Linkam stage [45, 220]. The
measurements were started simultaneously with the temeprature jump. Further
details about the experiment (e.g. beam size, exact energy, flux) can be found in
the Table 6.1.

Table 6.1: Experimental parameters for Dataset 1 (Figure 6.3) and Dataset 2 (Figure 6.4).
Parameters Dataset 1 Dataset 2

Energy (keV) 12.28 12.46
Beam size (µm× µm) 22×25 35×35

Flux (ph/s) 1.2× 109 3.2× 1010

Heating rate (◦C/min) 80 100
Number of frames 1000 600

Exposure (s) 0.1 0.005
Delay (s) 0.29 0.095

Series of 2D speckle patterns were collected with different frames, exposure,
and delay times (see Table 6.1), which contains the dynamic and kinetic infor-
mation of the investigated sample. The analysis of the kinetics consisted of
obtaining the scattering intensity profile and the evolution of its peak position
(spinodal peak [46, 47]). The azimuthal average of the scattering intensity for
different radii was used to obtain the profile I (q) for each frame (time). During
the analysis of the kinetics, the USAXS profile collected at 10◦C before heating
was used as the background.

The microscope experiment was performed on the model system of the concen-
trated BSA (328 mg/ml) with the addition of the glitter from the Dior Diorshow
5 Couleurs Designer Eyeshadow Palette 208 Navy Design [301]. The liquid
glitter sample was filled into a 1.5 mm capillary and heated with the Linkam
stage with 150 ◦C/min rate from 30◦C till 45◦C. The AxioScope A1 from Carl
Zeiss Microscope (Oberkochen, Germany), which was used, allows automatized
time-dependent picture series by the software Zen 2012.
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6.3 Results and discussions

6.3.1 Experiment

For the analysis of the dynamics, the 2D speckle patterns obtained from XPCS-
USAXS experiments were used to calculate two-time correlation function (TTC)
G (q, t1, t2) [225]:

G(q, t1, t2) =
I(t1)I(t2)− I(t1) · I(t2)

[I2(t1)− I(t1)
2
]
1
2 · [I2(t2)− I(t2)

2
]
1
2

, (6.1)

where the average is over pixels with the same momentum transfer q±∆q. Here
t1 and t2 are the times at which the intensity correlation is calculated.

The correlation function, g2(q, tage), can be determined by both horizontal and
diagonal cuts from the TTC [232]. Here we used the diagonal ones which will
be discussed later in the text. Using the Kohlrausch-Williams-Watts relation,
the characteristic relaxation time, τ , and the Kohlrausch exponent (KWW), γ,
g2(q, tage) can be expressed as functions of q and the absolute experimental time
tage [267]:

g2(q, tage, t) = β(q) ∗ exp(−2[t/τ(q, tage)]
γ(q,tage)), (6.2)

with t = t2 − t1 as a delay time and tage = (t1 + t2)/2. The speckle contrast is β
and it depends on the incident beam properties and the experimental setup and
for ergodic processes can vary from 0 (incoherent scattering) to 1 (fully coherent
scattering).

For the typical LLPS scattering experiment, a liquid sample is filled into the
capillary that is placed horizontally to exclude the influence of gravity (Figure 6.2
(a)). Usually, the scattering is collected from any point in the capillary center,
excluding ones close to the open top. There is a well-known modification of the
spinodal decomposition due to the shear stress, which results in the anisotropic
scattering [302, 303]. Measuring away from the walls of the capillary allows
to avoid those modifications in the best way (Figure 6.2 (b)) since the shear
stress is zero at the center of a capillary. It should be noted that all of the experi-
ments discussed in the current chapter were performed at positions with stable
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Figure 6.2: (a) The sketch of the capillary in XPCS-USAXS experiments. y-axis marks
the horizontal direction, and the z-axis marks the vertical direction. The beam is
perpendicular to the figure plane. A dark-orange squiggly bracket shows the typical
position range for USAXS experiments. The green and blue dash lines inside this range
mark the ”end” and ”middle” positions inside of the capillary, which are discussed
in the main text (z = 0, different y). (b) The 2D scattering patterns as functions of y
and z. When approaching the capillary walls (moving away from the z = 0 point), the
spinodal decomposition modifications occur, which leads to the anisotropic scattering.
The bigger the distance from z = 0, the more anisotropy is there. The experiments
discussed in the current paper were performed with stable symmetrical 2D scattering
patterns (z = 0).

isotropic 2D scattering patterns.
A typical TTC with a ”wing” feature for the USAXS-XPCS experiment of

LLPS is shown in Figure 6.3. This feature is visible as a rapid increase in the
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Figure 6.3: TTC maps with a ”wing” feature for BSA–YCl3 system after LLPS due to a
temperature jump from 10 ◦C to 47.5 ◦C for different q-values: 3.7µm−1, 5.6µm−1 and
8µm−1 (from left to right). It is clearly seen that the ”wing” feature becomes narrower
with the increase of q. The ”wing” angle is marked with red. The colormap is parula,
the colors correspond to the value of G(q, t1, t2) from 0 to 0.8.

relaxation time followed by a rapid decrease. One of the main characteristics of
the ”wing” feature is that it appears at the same time tage for all q-values. For the
experiments on BSA–YCl3 system, the visibility of the ”wing” decreases with
the increase of the q (follow Figure 6.3). Another characteristic of the ”wing” is
its shape: the main angle between the feature and the diagonal (marked with
red in Figure 6.3) and the curvature. For the example, in Figure 6.3 the ”wing” is
curved, and the main angle is around 60 degrees. The shape is independent of
the q-value.

However, when the measurements were performed near the sealed end of
the capillary (a few mm away), this ”wing” feature in the TTC disappeared
(Figure 6.2 (a)). The comparison of two 300s XPCS-USAXS experiments in the
end and the middle of the capillary is presented in Figure 6.4. It can be seen that
the TTC from the middle of the capillary shows two ”wing” features (Figure 6.4
(a)) with the first one in the early time consistent with the previous observation
in Figure 6.3. In contrast, the one from the end of the capillary shows a smooth
change in the relaxation time with time (Figure 6.4 (b)). The dynamics of the
latter is characterized by clear two-stage behavior. The relaxation time increases
quickly initially, then enter into a steady stage with the relaxation time slowly
varying with time. This behavior is in good agreement with the previous studies
in Chapter 4 and [220, 223].

For a quantitative comparison, the g2(q, tage) functions along the diagonal of
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Figure 6.4: Comparison of the kinetics and dynamics of the sample undergoing LLPS in
the end and the middle of the capillary. (a) The experimental TTC map for the middle of
the capillary demonstrates two ”wing” features, pointed with the grey dash line. (b) The
experimental TTC map for the end of the capillary does not include the ”wing” feature.
Relaxation time (c) and KWW exponent (d) for the middle (blue) and end (green) of
the capillary. The values at the time tage when the ”wing” appears (grey dash lines) are
independent of the measurement position. Characteristic length evolution on (e) shows
similar behavior for different positions.

TTC were fitted using Equation (6.2), and the resulting evolution of relaxation
time and KWW exponent were plotted also in Figure 6.4 (c) and (d), respectively.
Furthermore, the characteristic length, ξ, determined from the peak position
in the corresponding static I(q) [46, 47] was plotted as a function of time in
Figure 6.4 (e). Interestingly, although the relaxation time between the wings
measured in the middle of the capillary is much shorter than that measured near
the end of the capillary, by the time the ”wing” appears, the values are rather
similar (marked by a grey dash line in Figure 6.4). In both cases, the KWW
exponent, γ, is around 2 indicating the dominating of driven dynamics. Despite
the dramatic change in the dynamic maps, the static structure development
of the system (i.e., the characteristic length as a function of time) nearly fully
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overlaps. This indicates that the dynamic change does not influence the static
property (Figure 6.4 (e)). The results are reproducible at different q-values. Thus,
there is a strong position dependency of the measured dynamics with or without
the ”wing” features in the TTCs, rendering an interpretation of the dynamic
property difficult.

The ”wing” feature may appear during USAXS-XPCS experiments on many
other soft-matter systems (Figure 6.1), which undergo different dynamical pro-
cesses (e.g., gelation, LLPS, melting). Nevertheless, they have in common the
requirement for a rapid change in the environmental conditions (e.g., tempera-
ture). Thus, one possible reason for the ”wing” feature is that these experiments
are accompanied by changes in the volume, which may result in the flow of
liquid samples. The temperature overshot, and subsequent equilibration may
lead to a temporal flow and even a retraction. To demonstrate this hypothesis,
we performed a modified Cahn-Hilliard simulation by introducing a tunable
laminar flow.

6.3.2 Simulation of laminar flow

Similar to Section 4.3.2 and Section 5.2.2, the Cahn-Hilliard equation was used
to describe a system undergoing spinodal decomposition (SD). Equation 4.4
was solved numerically on a 2D rectangular grid Nx × Ny = 200 × 512 pixels
for 30400 time steps with ∆t = 0.09. The initial concentration for each point
in the space was defined as random noise fluctuations with an amplitude of
0.05 around u0 = 0.4, which corresponds to the dense phase (similar to the
experiment) so that these noise fluctuations have a uniform distribution. The
temperature parameter T was set to 0.05Tc. Thus, the total simulation time is
30400 × 0.09=2736 arb. units, which is long enough to include both the early
and coarsening stage of the SD and can be compared with several hundred
seconds of the real experiment [220, 223] (see Section 4.3.2 for details). Since
experimental 2D scattering patterns do not show any asymmetry, it is possible
to conclude that there is no change in the spinodal decomposition process due
to the flow and, thus, the use of the classical Cahn-Hilliard equation at this stage
of simulation is reasonable.

The rectangular shape for the 2D grid was chosen to imitate the flow of the
sample. The scheme of this imitation is presented in Figure 6.5 and includes the
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Figure 6.5: Scheme of the modification of the results of CH simulation to imitate the
flow. The calculation of the concentration map by the CH simulation is performed on
the 2D grid of size 200 × 512 pixels. Here, the evolution of this map is presented for
three different moments in time. The area of interest is limited to 200× 200 pixels and
marked with a green dash square and brighter colors of the inside part. Shifting the
particles during the flow is the same as moving the area of scattering (blue arrow). The
time-dependency of this area of interest represents the evolution of the domains during
LLPS with the imitation of flow. The scattering was calculated only for this chosen part
of the 2D grid.

following. The shift of the particles during the flow can be considered as the
shift of the scattering area. After completing the CH simulation, the scattering
was calculated only from the chosen part of the 2D grid. The area of interest was
limited to 200× 200 pixels at each moment. This area shifted with time with the
given speed along the Ny. The shift imitates the flow and can be manipulated
by changing the speed and direction. The grid was interpolated at each time
step to overcome the limitation of the shift step to be multiple of the pixel size.
Thus, the shift step of less than a pixel was possible. After such a modification
of the CH simulation, the area of interest includes both - the classical CH and
the controlled laminar flow at the desired direction/directions.

First, the evolution of the 2D field of concentration is calculated. Then it
is possible to calculate the scattered image (i.e., an image in reciprocal space)
I(q, tage) of the system for each time step, which is the square of the magnitude
of the 2D fast Fourier transform of the fluctuations of the concentration [101].
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The obtained 2D scattering pattern can be treated similarly to the raw data for
the XPCS-USAXS experiment (Section 6.3.1 and Equation (6.2)).

In Section 5.2.3 we have already investigated the interplay between the effects
of different simultaneous dynamics on the TTC. There it was shown that the
visibility of features on the TTC depends on the values of the characteristic
relaxation times and their comparison for different dynamical phenomena (Fig-
ure 5.8). Using this as a starting point, it would be logical to assume that the
relative importance of the flow-induced effects on the TTCs compared with the
dynamics of LLPS should correlate with the ratio between the relaxation time of
the flow, τflow, and the relaxation time of the system, τ [61]. The relaxation time
of the flow can be estimated as [300]:

τflow ∝ 1/(q · vflow) = 1/(q · dshift/dtage). (6.3)

Thus, the final TTC features will depend on q and the behavior of the shift

variable.
As the first step, we investigated the impact of different flow rate values on

the q-dependency of TTC maps. To begin with, we will work with a simplified
model in which the τflow does not change with time. Thus, dshift/dtage = const.
That is a linear change in the shift parameter. Further, for qualitative analysis,
instead of studying the behavior for each specific shift value, we will divide
all possible cases into three groups based on the comparison of the total shift,
shifttotal =

∫
shift dtage, with the investigated area (Nx = 200pixel). The first

group is called the large-scaled flow and relates to the case when shifttotal > Nx

or comparable, which leads to a renewal of the scattering volume due to the
flow. For the second group – shifttotal << Nx and, thus, the majority of the
scattering volume remains the same. The last group describes the situations
when there is an absence of flow. The simulations of the LLPS with a short-scale
flow, large-scale flow, and the absence of the flow are presented in Figure 6.6.
Since the flow rate is proportional to the shift variable, the retraction of the flow
can be detected in the sign change of the dshift/dtage, which for Figure 6.6 was
set to tage = 1485.
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Figure 6.6: Impact of the flow of different scales on the simulated TTC maps for different
q-values simulated by the modified Cahn-Hilliard: short-scale flow (a-c), large-scale
flow (e-g), and no flow (i-k). The q-values increase from left to right (marked with the
grey arrow on the top) within the row and corresponds to 12, 8 and 3 pixels sizes in
the real space. Within the column the q-value is the same: (a,e,i), (b,f,j) and (c,g,k). The
value of shift of the area of interest is presented on (d,h,l) for short-scale, large-scale
flow and the absence of flow correspondingly.The retraction time is set to tage = 1485.
The colormap is parula, the colors correspond to the value of G(q, t1, t2) from 0 to 0.8.
The ”wing” feature appears at the time of the change in the flow rate.

It can be seen that the system without the flow (classical CH) does not show
any ”wing” features (Figure 6.6 (i-k)) and only demonstrates the acceleration of
the dynamics (shorter relaxation times) with the increase of the q. The addition
of the laminar flow to the simulation leads to three situations (Figure 6.6 only
for tage < 1485): no change in TTC (a-b), acceleration of the dynamics (c-g), or
appearance of the oscillatory correlations (c). All of these effects are consistent
with the literature [61, 179, 281]. Meanwhile, the retraction of this flow leads to
the appearance of the ”wing” feature in the TTCs at the time of the retraction
(Figure 6.6 at tage = 1485), which, as far as we know, has not been investigated
previously. For the slow flow, which leads to the short-scale movement of the
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Figure 6.7: Simulated intensity profiles were obtained from the Fourier transform of the
real space image with modification by the large-scale flow (a) and without (b). The I(q)
demonstrates independence from the flow.

sample, the low q-values are not affected by the flow, and the visibility of the
”wing” feature increases with an increase of q (follow (a-c) in Figure 6.6). This is
caused by a higher sensitivity of smaller domains to the shift. In contrast, for the
fast flow, which leads to the large-scale movement, the visibility of the ”wing”
is higher for a lower q-value which is similar to the experimental results. Thus,
estimating τflow value with Equation (6.3), it can be concluded that the system
dynamics is enhanced when τflow ≪ τ . In other cases, the changes are not
significant. It is important to note that despite significant changes in dynamics,
the kinetics remains similar to the system without the flow (Figure 6.7).

The TTCs obtained for the large-scale flow are similar to the experimental
ones, so for further research, we will conduct simulations with this order of
flow. Therefore, applying the flow classification used for the simulations to the
experiment, it turns out that in order to obtain such experimental TTCs having a
beam size of 20-100 micrometers (typically used in our experiments), we expect
that the shift due to thermal expansion should be of the similar range.

The ”wing” feature in Figure 6.6 (e-g) has a symmetrical shape with a main
angle of 90 degrees to the diagonal. Similar to the experiment, these properties
are independent of the q-value. To further understand the shape of the ”wing”
feature, we investigated the dependency of the TTCs on the ratio of the flow
rate before and after the retraction (Figure 6.8), vbefore and vafter respectively.
The ”wing” angle is very sensitive to this ratio: for vbefore/vafter < 1 the angle is
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Figure 6.8: The value of the ratio of the flow rates before and after the change in the flow
results in different shapes of the ”wing” feature. Simulated TTC maps for 2:1 (a), 4:1 (b),
40:1 (c), 1:2 (d), 1:4 (e), 1:40 (f) flow rates ratio. The 1:1 ratio and the absence of the flow
were presented in Figure 6.6 (e) and (i) correspondingly. All TTCs are shown for the
same q-value. The colormap is parula; the colors correspond to the value of G(q, t1, t2)
from 0 to 1.

acute and once the ratio is vbefore/vafter > 1 the angle becomes obtuse. The larger
is the ratio, the smaller is the angle. The angle varies from 45 degrees, when
vbefore ≫ vafter (Figure 6.8 (c)), to 135 degrees, when vbefore ≪ vafter (Figure 6.8
(f)).

This observation leads to the idea that the shape of the ”wing” can be modified
by implementing the nonlinear evolution of the flow rates (Figure 6.9). In this
case, the ratio vbefore/vafter is not constant anymore. The evolution of the ratio
with time leads to the curvature of the ”wing”. Thus, knowing the ”wing”
angle and curvature on the experimental TTCs, one can estimate the flow ratio
evolution.

As described above, the appearance of a flow can fundamentally change
the TTCs, distorting the relaxation time. However, at the moment when the
”wing” occurs, the derivative of the flow rate is zero. Thus, the state of the
system at the time that the ”wing” feature appears corresponds to a steady state
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Figure 6.9: Example of the ”wing” feature with curvature on simulated TTC (left picture),
which is the result of the nonlinear change in the flow rate (right picture).

with the minimum influence of flow. In Figure 6.10 the g2 function cuts along
the ”wing” feature for different values of flow rates with the ratio equal to 1
are presented. It can be seen that the obtained g2-functions are independent
of the flow rates. Thus, the relaxation time and KWW exponent calculated
from the ”wing” feature can be considered a good estimation for the system
without the flow. This information is important when a comparison is needed
for a system following the same processes under different conditions, such
as heating to the different final temperatures. With the current approach, the
flow effect can be minimized. This simulation result is consistent with the
experimental observation in Figure 6.4, where diagonal cuts were used as a good
approximation for the direction along with the ”wing” feature.

Similar procedures can be applied to more simple systems, e.g., with Brownian
motion, which is typical for colloids. There, retraction of the flow will also lead
to the appearance of the ”wing” features on TTCs. This is in line with the remark
made earlier that such features are common to many systems. Thus, the obtained
results for the flow retraction remain valid regardless of the system.

6.3.3 Microscope observations

The assumption about the generality of the phenomenon for different samples
leads to the idea that one can try to evaluate the flow retraction effects in real
measurements using a microscope, bypassing the technical issues associated
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Figure 6.10: Comparison of the diagonal g2–cuts of the ”wing” feature (shown with
dot white line in the inset of (b)) for different values of speed of the flow with ratio 1:1
(values shown in the legend) for different q-values (q = [17, 27, 37] pixels).

with the opacity of the measured BSA-YCl3 system. To do this, a transparent
sample should be selected with the presence of particles that are clearly visible
under a microscope. Here, a concentrated BSA with the addition of glitter from
the Dior Diorshow 5 Couleurs Designer Eyeshadow Palette 208 Navy Design
was taken as a test sample [301] (see Section 6.2). The resulted glitter liquid has
similar order of viscosity to the original sample and is transparent enough to
investigate the flow of the glitter particles induced by the rapid heating by the
microscope.

The results of this investigation are summarized in Figure 6.11. The mi-
croscope images for different times with the detection of particles for further
tracking are presented in Figure 6.11 (a). These particles clearly show the shift
from their initial positions (Figure 6.11 (d), (e)), which is an indication of the
heat-induced flow in the capillary. In the first minute, this shift reaches values in
the range from several tens to a hundred micrometers. This order is consistent
with the assumptions in Section 6.3.2. However, it turned out that the flow in
the real sample was more complicated. Despite the overall similar motion, the
reaction of the particle on the retraction is not simultaneous (Figure 6.11 (d), (e)
and Appendix Figure 6.12). Thus, the real flow is heterogeneous. Furthermore,
there is a change in the direction of the flow during the retraction.

Finally, the calculation of the TTC based on the microscope images (Figure 6.11
(f)) shows that for the q values of the USAXS range ”wing” feature appears at
the time of retraction, which supports conclusions of this chapter. Nevertheless,
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Figure 6.11: Investigation of the flow of the glitter liquid in capillary during heating from
30◦C till 45◦C with a heating rate 150◦C/min by microscope. (a) Original microscope
images (left column) and images with the labeling of some of the detected particles
by different colors (right column) for different times. (b) The position of the capillary
relative to the axes of the microscope. Top view. (c) Labels for (d) and (e) graphs. Colors
correlate with the detected particles on (a). Projections of the shift of these particles as a
function of time for x-axis (d) and y-axis (e). There is a retraction of the shiftx around
40 s, which, however, is taking place at a bit different times for different particles. (f)
TTC map calculated from the microscope images for q = 0.8 µm−1 demonstrates the
presence of the ”wing” feature at the time of retraction.

it is important to note that for the microscope experiment, only the 2D real space
image can be investigated. Furthermore, the sample was filled in 1mm capillary
and heated with 150◦C/s rate from 30◦C till 45◦C, while for the experiment
presented in Section 6.3.1 the sample was filled in 1mm capillary and heated
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with 100 ◦C/s rate from 10◦C till 40-50◦C. Thus, the numerical comparisons may
be ambiguous.

6.4 Conclusions

In summary, in Chapter 6, it was demonstrated that a flow retraction in liquid
systems during XPCS measurements leads to the ”wing” features in the two-time
correlation functions (TTCs). For the short-scale flow, the visibility of the ”wing”
feature increases with the q, while for the large-scale flow, it decreases. The shape
of the ”wing” depends on the ratio of the flow rate before and after the retraction.
The curvature of the ”wing” is the result of the nonlinear evolution of these flow
rates. It was also shown that the state of the system at the time that the ”wing”
feature appears corresponds to a steady state with the minimum influence of
flow. These effects of flow on dynamics do not influence the static structure
factor, S(q). The results are supported by the XPCS experiment, microscope
observation, and simulations. The described phenomenon remains valid for
other soft-matter systems.

Comparison of simulated TTCs with experimental ones, as well as microscope
observations, make it possible to estimate the shift of the sample due to the flow.
For the dense BSA sample for the parameters under study, the range of this shift
is from tens to hundreds of micrometers. However, microscope observations
show that the real flow is more complicated than the simulations described since
it is heterogeneous. Sample retraction occurs at different amplitudes and at
slightly different times for different particles within the sample. Thus, the flow
parameters estimated from the experimental TTC will be an average of the real
values and will reflect the overall behavior of the material inside the sample. At
the same time, measurements with a microscope also cannot be used for detailed
quantitative assessment, as they show the behavior of only a 2D slice, while
the behavior of the flow in the volume may differ (for example, near the walls).
In addition, studies with opaque samples, which are of interest for this work,
are not possible, and transparent analogs will give a similar qualitative picture,
which, however, may differ quantitatively.

Finally, it was shown that the influence of the induced flow is not uniform
within the sample. Measurements in the middle of the capillary demonstrate
the presence of ”wings” in the TTCs, while they are absent at the end of the
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capillary. This observation is useful for the procedure of conducting XPCS
experiments for soft-matter systems. Depending on the interest of the study,
it is possible to investigate the native sample dynamics or the one induced by
the flow. Furthermore, the ”wing” feature can be used as a possible indicator
of the presence of retraction, and if this effect is undesirable, the position of the
exposure of the sample can be adjusted accordingly.
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6.5 Appendix

Figure 6.12: Relaxation time for q = 0.8µm−1, estimated from Figure 6.11 (d) via
τflowx ∝ 1/(q × dshiftx/dtage) for distinct particles detected in the microscope im-
ages in Figure 6.11 (a) and labeled by contrasting colors. It can be seen that the peak in
the relaxation time, which corresponds to the time of the retraction of the flow, has a
different amplitude and appears at different moments for distinct particles.
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Chapter 7

Conclusions

The primary purpose of this dissertation is the study of the microscopic
dynamics of LLPS in protein solutions probed by XPCS. This work is one of
the first in the field due to the challenges of conducting XPCS experiments on
proteins until recently and followed by the lack of a well-established procedure
for such experiments. This chapter highlights the main results of the dissertation,
which were individually presented in previous chapters.

The results of the dissertation can be divided into three groups. The first is
developing a procedure for conducting experiments on proteins with coherent
X-ray beams. The second, which is the predominant group of results, includes
new approaches and methods for analyzing data obtained by XPCS, which are
applicable to various soft-matter systems. The last group contains the results
specific to the BSA-YCl3 system under study, which made it possible to better
understand its microscopic dynamics during phase separation.

7.1 Procedure of bio-XPCS experiments

Combining knowledge from the literature with some of the results of this work,
one can arrive at the sequence of steps for conducting an XPCS experiment on
proteins presented in Figure 7.1. The first step is to create a preliminary estimate
of the parameters, as was shown in [63]. At this point, the q-range of interest, the
energy, the parameters of the fast detector, the scattering of the sample, and the
degree of coherence for these parameters must be taken into account. The second
step is to conduct a beam damage test. This part still requires further study
(see Chapter 8); however, some conclusions are already possible. The study of
the effect of radiation should take place with the simultaneous measurement of
kinetics and dynamics. The sample must be exposed continuously at a constant



7.1. Procedure of bio-XPCS experiments

Figure 7.1: Sequence of steps for conducting a bio-XPCS experiment based on a combi-
nation of results from [63], Section 3.2.2, Chapter 5 and Chapter 6.

temperature. Tracking induced changes in kinetics (or dynamics), the beam
damage threshold can be estimated (which is a function of the incident flux).
Third, taking into account the total experiment time of interest, speeds of the
detector and shutter, the desired number of frames, the found beam damage
threshold, and the contrast obtained with these parameters, the exposure and
delay time are calculated, as well as the number of measurements necessary to
obtain a sufficient signal-to-noise ratio (Section 3.2.2). The final stage involves
the measurements themselves.

Let us suppose the experiment is performed on solutions in capillaries that
may be accompanied by volume changes (e.g., phase transitions). In that case,
special attention must be paid to which part of the capillary is being exposed. It
is known that the shear stress modifies the spinodal decomposition and thus
the kinetics of LLPS [302, 303]. However, this effect is absent at the center of
the capillary cross-section, where the stress is zero. Additionally, in Chapter 6
it was shown that the dynamics of the sample in the middle and at the end
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of the capillary are markedly different while having the same kinetics. Under
the influence of flow, the measured dynamics can be accelerated. Moreover, in
the case of flow retraction, often observed in the middle of the capillary, the
two-time correlation maps change dramatically compared to the true sample
dynamics and exhibit a ”wing” feature. Thus, to minimize the effect of flow and
measure the native behavior of the sample, the experiments should be carried
out at the end and center of the capillary.

Finally, a quick calculation of TTCs must be carried out during measurements.
The importance of TTC features has been discussed in Chapter 5 and Chapter 6.
They contain information about the intrinsic dynamics of the sample and, in
some cases, may also indicate the presence of induced dynamics as a result of an
improperly conducted experiment. For example, they may reveal the presence
of flow in the sample or vibrations of the sample holder.

The described procedure improves the knowledge of how to conduct XPCS
experiments on biological samples. It helps to avoid the influence of many unde-
sirable and unexpected factors and thus increases the probability of successfully
measuring the intrinsic dynamics of the sample.

7.2 New approaches and methods for XPCS data

analysis

Disentanglement of kinetics and dynamics contributions

Microscopic dynamics of complex fluids in the early stage of spinodal de-
composition is strongly intertwined with the kinetics of structural evolution
[40], which makes a quantitative characterization challenging. In this thesis,
we demonstrated the approach to experimentally distinguish the kinetic and
dynamic contributions (Chapter 4). It was suggested to compare the kinetic re-
laxation rate, calculated through the changes in the scattering intensity I(q, tage)

[270], with the dynamic relaxation rate obtained through the standard XPCS
data analysis. The kinetics and dynamics can be disentangled if the counted
rates have different orders. The approach was demonstrated on the example
of the BSA-YCl3 system undergoing LLPS. These experimental results were
further supported by simulations based on the Cahn-Hilliard equation. The
established framework is applicable to other condensed matter and biological
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Figure 7.2: Dynamics and corresponding TTC features. Summary of Chapter 5 and
Chapter 6.

systems undergoing phase transitions and may also inspire further theoretical
work.

On the use of TTC features

Time-dependent dynamics of XPCS studies for non-equilibrium processes are
frequently presented using two-time correlation functions (TTCs). These TTCs
often contain more exciting features than the component along the diagonal
and cannot be easily interpreted via classical analysis and simulation methods.
In this thesis, a RE approach based on particle-based heuristic simulations
was proposed to predict and understand the kinetics and dynamics of systems
undergoing non-equilibrium processes (Chapter 5). As an example, the liquid-
liquid phase separation in BSA-YCl3 system was studied by USAXS-XPCS. We
demonstrated that the rich features of experimental TTCs contain dynamic
information and can be connected to the key control parameters. Thus, based on
the combination of the Reverse-Engineering approach and modifications of the
classical Cahn-Hilliard (CH) simulations presented in Chapter 5 and Chapter 6,
we identified the following connections:

• ”Modulation” and ”Tails”. The ”modulation”, which is usually the main
component for studying LLPS dynamics with XPCS, corresponds to the
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growth of the domains, where the growth rate decreases with time (in-
creasing the relaxation time). This feature depends on the evolution of
the mean size and size distribution in the system. The ”tail” feature raises
from a correlation of the system between different distant times and has
a substantial q-dependence, appearing earlier for higher q-values. This
phenomenon may be caused by the shift of scattering intensity I(q) due
to a change in size and mean interparticle distance as a result of the cor-
relation between different harmonics and appears once the characteristic
length of the domains is a multiple of the investigation box size (2π/q).
Based on this result, it is possible to calculate the characteristic length of
the experimental system from XPCS data even when the peak of the inten-
sity profile moved out of the measurement window and a second-order
of I(q, tage) profile is not well-pronounced. This gives it an advantage
over the well-established size determination methods from USAXS studies
[46, 47]. Such a possibility to extract sizes from the XPCS experiments
may open new prospects for the experiments on growing, coarsening or
evolving systems.

• ”Square”. It was found that rapid change of shape and concentration dis-
tribution and also a change from the rapid growth of domains at the early
stage with subsequent slow dissolution result in the square-like feature of
the TTC. All of these sub-phenomena are characteristic of the LLPS systems
going from the density fluctuation stage to the coarsening stage of spinodal
decomposition. However, the RE-modified CH simulations revealed that
in real systems, the ratio of growth rate in the early stage to the speed of
dissolution in the coarsening stage during Ostwald ripening has the most
significant impact on the ”square” feature. This ratio is strongly connected
to the state of the system and its mobility. It was demonstrated that the
closer a system is to the gel state, the more pronounced is the ”square”
feature in the simulations. Thus, it can be used to judge the gelation of a
sample.

• ”Wing”. It was shown that a flow retraction in liquid systems during
XPCS measurements leads to the ”wing” features in the TTCs. It contains
information about different parameters of the flow. The shape of the ”wing”
depends on the flow rate ratio before and after the retraction. The curvature
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of the ”wing” results from the nonlinear evolution of these flow rates. It
was also found that the state of the system at the time that the ”wing”
feature appears corresponds to a steady state with the least influence of
flow and, thus, can be used to extract the native sample dynamics.

• ”Oscillations”. The oscillations of the correlation function with time also
relates to the flow. However, this feature can only be seen when the
relaxation time of the flow is much less than the relaxation time of the
system. The frequency of the oscillations corresponds to the rate of the flow.
These conclusions are consistent with the literature where the ”oscillations”
were first established and investigated [61, 179, 281].

• Acceleration of dynamics. It was demonstrated that the thermal motion,
as well as any other movements which change the spatial correlation of
particles, may lead to the acceleration of the dynamics calculated via XPCS
experiments. A necessary condition is that the relaxation time of this
additional dynamics is comparable to or shorter than the relaxation time
of the expected dynamics of the sample. In the case of an early stage of
LLPS, this knowledge can be critical to interpreting the XPCS data. It has
been shown that a possible reason for the difference between classical CH
simulations and experiments is the presence of thermal motion, which
accelerates the measured dynamics. The influence of the thermal motion
decreases with the increase of the domain sizes and viscosity of the dense
phase and finally becomes negligible in the coarsening stage.

These results are summarized in Figure 7.2. They demonstrate that the ob-
served side features in the TTCs are not experimental artifacts but rather a
rich source of dynamic information of the system. The Reverse-Engineering
approach can go beyond CH theory and build the connection between these
features in the TTC and the key parameters, such as relaxation time, concen-
tration distribution, the size distribution of domains, viscosity, and mobility.
The RE approach also showed the importance of taking into account thermal
motion effects in the early stage of the LLPS. Finally, the framework established
in this work can be employed for various systems and processes such as growth,
coarsening, or evolving systems, and many other phenomena essential for un-
derstanding the fundamentals of materials synthesis, processing, and phase
transformation. One of the primary benefits of this algorithm is the ability to go
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beyond the existing theory if the experiment cannot be fully described by it or if
there is no theoretical formalism for the investigated phenomenon.

On the use of different time coordinate systems

The classical analysis of TTCs requires the extraction of one-time correlations
(g2 function) at different sample ages. Two main coordinate systems are com-
monly used, leading to the use of horizontal or diagonal cuts [232]. It is agreed
that diagonal cuts are more convenient for comparison to previous XPCS studies,
while horizontal cuts give a better numerical convergence with other techniques
(DLS). Nevertheless, the use of different time coordinate systems is still under
debate. This thesis demonstrates cases when diagonal cuts are preferable over
horizontal ones.

In Chapter 4, it was shown that using diagonal cuts under otherwise identical
conditions allows one to calculate the relaxation time of the slow dynamics
associated with the ”square” feature, which is typical for phase separation
[220, 223]. Its relaxation time was found to be similar to the kinetic one in both
experiments and simulations. In addition, in Chapter 6 it was shown that slicing
along a ”wing” feature gives a possibility to estimate the relaxation time of the
system with minimal flow influence. Since the shape of the ”wing” depends
on the ratio of the flow rates before and after the retraction, it turns out that
different coordinate systems are beneficial in different conditions. For example,
in the case of similar rates (as in Figure 6.4), diagonal cuts should be used.

7.3 Microscopic dynamics of LLPS of the BSA-YCl3
system

The described approaches were applied to the BSA-YCl3 system and made it
possible to draw the following conclusions about its microscopic dynamics. In
Chapter 4 it was shown that in the early stage of spinodal decomposition, the
kinetics relaxation of BSA-YCl3 system during LLPS is up to 40 times slower
than the dynamics and thus can be decoupled. In the early stage, the microscopic
dynamics is not Brownian dynamics of the proteins, which would have required
relaxation time ∝ q−2 and shape parameter γ ∼ 1. Instead, this dynamics can
be well described using a hyper-diffusive ballistic motion, i.e., the relaxation
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time ∝ q−1 and shape parameter γ ∼ 2. Furthermore, the relaxation time of
the dynamics exponentially increases with time in this early stage. In the late
stage, where the domain coarsening is the primary process, the relaxation time
increase with time following a power law. Similar two-stage behavior has been
reported in XPCS investigations of Wigner glasses [193], glassy ferrofluids [268],
and egg-white [222] and has been suggested as a general feature near the glass
transition as well as gelation.

The interplay of the glass transition with LLPS is the subject of intense debate.
For the BSA-YCl3 system at high temperatures, a kinetically arrested phase tran-
sition was previously observed [46]. Therefore, the gelation of the sample was
expected [46, 47, 304, 305] due to the glass transition. It is typically characterized
by a dynamic arrest [97, 223, 269, 306] which was, however, not observed in the
XPCS experiments presented in this thesis. Thus, additional evidence for gela-
tion in the sample was required. In Chapter 5 with the use of the RE approach, it
was shown that the degree of visibility of a ”square” feature is related to gelation.
Since the ”square” feature is much brighter on the experimental TTCs than in the
case of classical CH simulations and taking into account previous experimental
confirmations, it can be concluded that there is gelation of the BSA-YCl3 system
at the investigated time scales identifying a nearby glass transition.

All in all, a comprehensive understanding of the procedure and data analysis
of XPCS experiments on the protein systems, as well as microscopic dynamics
and its interplay with the kinetics of LLPS, is developed in this dissertation. The
following chapter discusses possible directions for further work on the topic
and open questions.
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Chapter 8

Outlook

There are still open questions that need to be addressed. They are summarized
in this chapter together with possible further directions of work to answer them.

One of the central issues in conducting XPCS studies on biological samples
is how to characterize the radiation damage and reduce it. According to the
approach described in this thesis, a beam damage threshold is registered by
the occurrence of changes in kinetics or dynamics. The questions remain, how
precise this method is, and whether the result is q-dependent. If so, when does
the beam damage on the single-protein scale start to affect the microscopic
dynamics of the domains? To answer these questions, the q-dependency of
the beam damage threshold should be investigated by the suggested method,
followed by XPCS beam damage studies at different length scales. In addition,
questions arise about the source of such changes in the scattering pattern. Are
these changes the result of the denaturation or do we observe some other beam
effects on the sample? For example, it is likely that for systems in which the
process of liquid-liquid separation depends on charges (like BSA-YCl3), ioniza-
tion resulting from exposure can start beam-induced LLPS. Consequently, the
radiation dose will be yet another parameter of the phase diagram, along with
the protein and salt concentrations, temperature, and pressure. To study the
effect of the beam on the process of LLPS, further measurements are required at
different temperatures (above and below the critical one) and different sample
concentrations, including the study of the critical dose for a pure BSA solution.
So, it may be worthwhile to compare the effects with other LLPS systems, where
the phase separation process depends little or not at all on the charges inside
the system. As an example, a comparison can be made with an IgG-PEG system
[47, 223], where the liquid separation process is based on the depletion effect.
Finally, the reduction of the beam influence can be performed by adding small



molecules such as dithiothreitol (DTT) [60, 307] to the BSA-YCl3 sample. How-
ever, this procedure will change the phase diagram and, thus, the dynamics
under otherwise identical conditions. Also, since cryogenic cooling is not appli-
cable for LLPS systems, it is necessary to look for other methods to reduce the
influence of the beam.

The dissertation discussed the gelation of the system and its impact on micro-
scopic dynamics. Is the intra-domain dynamics (faster dynamics) sensitive to
the gel/glass formation, and what is the long-time single-molecule diffusion?
To answer these questions, the work needs to be extended to different length
and time scales using XPCS in SAXS mode and the fast development of X-ray
free-electron laser (XFEL) facilities, so the dynamic behavior ranging from single
protein to the domain coarsening could be covered.

In the thesis, it was shown that gelation does not lead to microscopic dynamic
arrest of BSA-YCl3. However, such an arrest was observed for the IgG-PEG
system in [223]. Is this difference a consequence of phase behavior of low (LCST)
and upper critical solution temperature phase behaviors (UCST) for BSA-YCl3
and IgG-PEG, respectively? Another possible reason is a different interplay
between the glass line and the binodal [45] or other explanations not previously
considered. Perhaps the study of the microscopic dynamics of other LCST
and UCST systems, with a known position of the glass line, will answer these
questions.

Finally, several improvements related to simulations should be made. The
simulations discussed in this thesis were performed in 2D, which is sufficient
for a qualitative analysis. However, it is necessary to carry out both Cahn-
Hilliard (CH) and Reverse-Engineering (RE) simulations in 3D for a quantitative
description. In addition, it would be useful to track information about the
evolution of each domain in the CH using various methods from image detection.
Thus, RE can be applied not only to the entire CH real space but also to individual
domains, which expands the possibilities of this method.
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M. Heinen, Structure and short-time dynamics in concentrated suspensions of
charged colloids, The Journal of Chemical Physics 137 (2012), 114504.

[174] S. B. Dierker, R. Pindak, R. M. Fleming, I. K. Robinson, and L. Berman,
X-ray photon correlation spectroscopy study of brownian motion of gold colloids
in glycerol, Physical Review Letters 75 (1995), 449.

[175] T. Thurn-Albrecht, W. Steffen, A. Patkowski, G. Meier, E. W. Fischer,
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