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Abstract

Offensive performances in football have always been of great
focus for fans and clubs alike as evidenced by the fact that nearly
all Ballon d’Or winners have been forwards or midfielders. With
the increase in availability of granular data, evaluating these per-
formances on a deeper level than just goals scored or gut instinct
has become possible. The domain of sports analytics has re-
cently emerged, exploring how applying data science techniques
or other statistical methods to sports data can improve decision
making within sporting organizations. This thesis follows the
footsteps of other sports like baseball or basketball where, at
first, offensive performances were analyzed. It consists of four
studies exploring various levels of offensive performance, rang-
ing from basic actions to team-level strategy. For that, it uses a
dataset part of larger research program that also explores the
automatic detection of tactical patterns. This dataset mainly
consists of positional and event data from eight seasons of the
German Bundesliga and German Bundesliga 2 between the sea-
sons 2013/2014 and 2020/2021. In total this amounts to 4,896
matches, with highly accurate player and ball positions for ev-
ery moment of the match and detailed logs of every action that
occurred, thus making it one of the largest football datasets to
be analyzed at this level of granularity. In a first step, this thesis
shows how the two different data sources can be synchronized.
With this synchronized data it is possible to better quantify in-
dividual basic actions like shots or passes. For both actions new
metrics (Expected Goals and Expected Passes) were developed,
that use the contextual information to quantify the chance qual-
ity and passing difficulty. Using this improved quantification of

individual actions, the subsequent studies evaluate offensive per-
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formance on a tactical pattern level (how goals are scored) and
on a strategy level (what team formations are particular effective
offensively). Besides their usage on the performance side, these
metrics have also been adapted from broadcasters to enhance
their data story telling: Expected goals and expected passes are
shown during every Bundesliga match to a worldwide audience,

thus bringing the field of sports analytics to millions of fans.



1  Introduction

Extracting insights from data has become an integral part of
everyday life in nearly all industries ranging from recommen-
dation systems to sports. However, even though football is by
far the most popular sport in the world, in other sports, namely
baseball and basketball, data analytics was able to change the
nature of the game much sooner (Lewis, 2003; Oliver, 2004). In
baseball and basketball, relatively simply collected play-by-play
data about offensive performances was used as a basis of anal-
ysis and gave indications of inefficiencies, such as over-valuing
home runs or two point attempts. Only about ten years later, the
first main-stream work describing advanced analytics in football
appeared (Anderson & Sally, 2013). While there were studies
exploring the use of data in football before that (Reep & Ben-
jamin, 1968; Gould & Gatrell, 1979; Borrie, Jonsson, & Magnus-
son, 2002), the quality and granularity of the available data is
largely to blame for the slow acceptance in the football industry.

In football, the initial available data only described what was
happening with or near the ball. This so-called event data (equiva-
lent to play-by-play data in basketball or American football) does
not capture what is happening off-the-ball, such as the positions
of the remaining players. At first, this data was manually col-
lected for individual studies, but due to the growing interest,
several companies started collecting this event data across multi-
ple professional leagues (Lucey, Oliver, Carr, Roth, & Matthews,
2013). In the past several years, a new data type, the so-called
tracking data, often also referred to as movement data, positional
data, or trajectory data has become increasingly available (Seidl,
2019). This tracking data captures the positions of all players
(and typically also of the ball) at any moment of the game. This is



either done through local or global positioning systems (LPS/GPS),
or through computer vision algorithms (Manafifard, Ebadi, &
Moghaddam, 2017; Stein et al., 2017)." While LPS/GPS-data is
often cheaper to collect and includes additional data like heart
rate, its practicality in the tactical sense is somewhat limited, be-
cause it would require the opponent to wear the same gear and
would still be missing the ball (Goes, Meerhoff, et al., 2020; Buch-
heit et al., 2014).

Similar to baseball and basketball, the majority of analytics
research in football is focused on the offensive side (Reep & Ben-
jamin, 1968; Gould & Gatrell, 1979; Borrie et al., 2002; Anderson
& Sally, 2013). This has several reasons: (1) For the longest time,
the only widely available data was event data, which consists
almost entirely of offensive actions. (2) Media and club inter-
est is biased towards offensive players, as evidenced by the fact
that the past 13 Ballon d’Or winners have been midfielders or
forwards,” as well as the 20 most expensive players are offensive
players.3 (3) Defensive performance is simply harder to evalu-
ate conceptually: while positive offensive performance often cor-
responds to concrete actions or results, good defensive perfor-
mance leads to the absence of opposing ones. For these reasons,
this dissertation follows the footsteps of other sports and focuses
on measuring offensive performance.

There have been several attempts at categorizing performance
in football into different levels (Rein & Memmert, 2016; Gréhaigne,
Godbout, & Bouthier, 1999; Q. Wang, Zhu, Hu, Shen, & Yao,

2015). Rein and Memmert (2016) differentiates between individ-

"Most providers use a set of up high definition cameras installed on-site to deliver highly
accurate data, but recent developments, also allow for lower budget options, which work
purely based on broadcast videos.

2https://www.francefootball.fr/ballon-d-or/palmares/

Shttps://www.transfermarkt.com/marktwertetop/wertvollstespieler (accessed Ok-
tober 8, 2020)
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ual tactics (tactical actions conducted by a single player), group
tactics (collective tactical actions conducted by a subgroup of
players), team tactics (describing the formation of a team), and
game tactics (the team’s playing philosophy). Moreover, they
claim that a clear distinction between tactics and strategy is chal-
lenging, since any real-time interaction will be prone by the a
priori strategy. Gréhaigne et al. (1999) on the other hand sim-
ply differentiate between strategy, defined as the a priori plan
of a team, and tactics, defined as the decisions made during a
game. Since there is no universal categorization, for the pur-
pose of this thesis we burrow concepts from the literature and
define three different levels of offensive performance: basic of-
fensive actions, offensive tactical patterns, and offensive team strategy
(see Figure 1). On the highest level there is the overarching offen-
sive team strategy, which is typically set before each match, e.g.
in which formation a team plans to attack. This strategy influ-
ences a team’s offensive tactics or offensive tactical patterns detined
as a repeatable and coordinate set of basic offensive actions dur-
ing a match. This definition includes for example goal scoring
patterns or build-up play. And finally, the basic offensive actions
are single actions performed by an individual with the intent to
increase the likelihood of a team to score and mostly consist of
the event data (e.g. passes, shots), but can also include actions
not involving the ball like offensive off-ball runs. The proposed
definitions are not meant as a precise categorization, but should
rather serve as guideline to frame our work and to highlight at

which levels offensive performance can be measured.
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Early research in football focused especially on goals (Reep
& Benjamin, 1968; Pollard & Reep, 1997). Due to low-scoring
nature of football, the attention soon shifted towards more fre-
quently occurring events, such as shots or shots on target (Tenga,
Holme, Ronglan, & Bahr, 2010). One of the most established ad-
vanced metrics in football are the so-called expected goal val-
ues (xG’s) (Hedar, 2020; Rowlinson, 2020; Robberechts & Davis,
2020; Lucey, Bialkowski, Monfort, Carr, & Matthews, 2014). They
estimate the likelihood of a shot being converted to a goal and
thus allow for a more granular analysis of the chance quality.
Another highly investigated basic offensive action are passes,
as they are by far football’s most frequently occurring events.
Similar to shots, at first research looked at how the number of
passes or pass completion rates correlated to wins on a match
level (Bradley, Lago-Pefias, Rey, & Diaz, 2013; Krdl et al., 2017).
Later, event-level data was used to analyze passes in more detail
(Lukasz Szczepaniski & Mchale, 2016; McHale & Relton, 2018).
Brooks, Kerr, and Guttag (2016), Power, Ruiz, Wei, and Lucey
(2017) and Bransen and Haaren (2019) used event-level data to
estimate the difficulty of passes, whereas Steiner, Rauh, Rumo,
Sonderegger, and Seiler (2019) for example, tried to estimate the
reward of a pass. Moreover, several studies aimed to assign
value to individual offensive actions either based on event data
(Decroos, Haaren, Bransen, & Davis, 2019) or on tracking data
(Spearman, Basye, Dick, Hotovy, & Pop, 2017; Power et al., 2017;
Ferndndez, Bornn, & Cervone, 2020; Arbues-Sanguesa, Martin,
Fernandez, Ballester, & Haro, 2020; Alguacil, Fernandez, Arce, &
Sumpter, 2020; Stockl, Seidl, Marley, & Power, 2021). One such
metric that found wide media coverage is the so called "packing"
metric (Steiner et al., 2019).

Because of the increased complexity, offensive tactical patterns



are typically analyzed using tracking data, but there exists some
research purely using event data (Gudmundsson & Horton, 2017;
Decroos, Haaren, & Davis, 2018). For instance, Gudmundsson
and Horton (2017) used event-level data to analyze the effective-
ness of long-ball build ups. The studies based on tracking data
range from corner kick tactics (Shaw & Gopaladesikan, 2021;
Bauer, Anzer, & Smith, 2022) to pitch control patterns (Martens,
Dick, & Brefeld, 2021; Brefeld, Lasek, & Mair, 2019; Fernandez
& Bornn, 2018). The accompanying work in Bauer (2021) goes
into further details regarding the automatic detection of tactical
patterns (both offensive ones as well as defensive ones). It first
presents an overview of this research area across different sports,
then it specifies tactical patterns in football and finally applies
machine learning methods to identify them automatically.

Similar to tactical patterns, offensive team strategy has mostly
been investigated based on tracking data (Andrienko et al., 2019;
Carling, 2011; Miiller-Budack, Theiner, Rein, & Ewerth, 2019;
Bialkowski et al.,, 2016; Lucey et al.,, 2013). Using this posi-
tional data Lucey et al. (2013) found that away teams play with
a more conservative strategy, in part leading to the home court
advantage. Miiller-Budack et al. (2019) classified positional data
from four matches to predefined formation templates and found
that offensive formations are particularly hard to recognize. Be-
fore the increased availability of tracking data Pollard and Reep
(1997) used event-level data to compare the effectiveness of dif-
ferent offensive strategies.

The interest in this research area is not only of academic na-
ture, but also stems from clubs or federations. Nearly all pro-
fessional football organizations have incorporated data in some
form to their daily processes. This includes the scouting of tal-

ented players, opposition analysis, monitoring physical perfor-
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mances, preventing injuries, or predicting youth player devel-
opments. As a consequence, clubs and federations hire data-
scientists and establish dedicated data analytics departments to
support decision-making on strategy, tactics, and player recruit-
ment (Andrienko et al.,, 2019). Additionally, media companies
are interested in using analytics to enhance their storytelling to
deliver more data-based facts to their customers (Link, 2018b).
The German Bundesliga in particular has bought in to this con-
cept. Since May 2020 its broadcast delivers some of the advanced
metrics developed within this dissertation to millions of fans
world wide.# Furthermore, as Tuyls et al. (2021) noted, football
data can be considered as the ideal playing ground to develop
and test new machine learning methods.

For most of the above listed applications, the offensive per-
formance is especially relevant, as offensive players are gener-
ally more valuable than defensive players monetarily, fans tend
to celebrate goals more than defensive clearances, and from a
practical stand point almost all available event data describes of-
fensive ball actions. Even though we listed several studies evalu-
ating offensive performance on every level using either event or
positional data, the research field is missing ones that combine
the two sources.

The purpose of this thesis is to address this shortcoming by in-
troducing a novel synchronization algorithm of event and track-
ing data. It then follows the footsteps of other sports and devel-
ops frameworks to objectively measure offensive performances
on every level. The synchronization allows for the quantifica-
tion of the two most frequent basic offensive actions, shots and

passes. The thesis then shows how using these enhanced actions

4https://wuw.bundesliga.com/en/bundesliga/news/new-real-time-match-analysis
-dfl-and-amazon-web-services-11246
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one can better investigate repeating tactical offensive scoring pat-
terns as well as macro level offensive strategies.

Building on this introductory section, which details the his-
tory and status quo of sport analytical research investigating of-
fensive performance, Section 2 introduces the two data sources
used throughout the thesis in detail with a focus on present-
ing our novel approach of how to synchronize them. It further
presents key concepts in machine learning and describes a few
supervised and unsupervised learning methods later used in the
empirical studies.

Section 3 builds the core of this thesis, summarizing four
empirical studies either establishing or applying novel offensive
metrics. The corresponding manuscripts were submitted or have
already been published by internationally well renown sport sci-

ence journals and consist of:

(I) Anzer, G., Bauer, P. (2021). A Goal Scoring Probability
Model based on Synchronized Positional and Event Data.
Frontiers in Sports and Active Learning (Special Issue: Using
Artificial Intelligence to Enhance Sport Performance), 3(0), 1—-18.
https://doi.org/10.3389/fspor.2021.624475

(II) Anzer, G., Bauer, P. (2022). Expected Passes—Determining
the Difficulty of a Pass in Football (Soccer) Using Spatio-
Temporal Data. Data Mining and Knowledge Discovery, Springer
US. https://doi.org/10.1007/s10618-021-00810-3

(IlT) Anzer, G., Bauer, P, & Brefeld, U. (2021). The Origins of
Goals in the German Bundesliga. Journal of Sport Science.
https://doi.org/10.1080/02640414.2021 .1943981

(IV) Bauer, P., Anzer, G., & Shaw, L. (2022). Putting Team For-

mations in Association Football into Context. Journal of
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Sports Analytics (submitted).

In Section 4, this dissertation critically assesses the results of
the empirical studies and their scientific merit, discusses their
limitations, and names potential future improvements or appli-
cations.

Of course, defense and group tactical elements are also very
relevant aspects of football. These were addressed in various
other studies conducted as part of this research program, but

not included in the core of this thesis.

(i) Andrienko, G., Andrienko, N., Anzer, G., Bauer, P., Budziak,
G., Fuchs, G., Hecker D., Weber H., Wrobel, S. (2019). Con-
structing Spaces and Times for Tactical Analysis in Foot-
ball. IEEE Transactions on Visualization and Computer Graph-
ics, 27(4), 2280-2297. https://doi.org/10.1109/TVCG.2019
.2952129

(ii) Bauer, P, Anzer, G.,, Smith, J. W. (2022). Individual role
classification for players defending corners in football (soc-

cer). Journal of Quantitative Analysis in Sports (submitted).

(iii) Bauer, P., Anzer, G. (2021). Data-Driven Detection of Coun-
terpressing in Professional Football—A Supervised Machine
Learning Task based on Synchronized Positional and Event
Data with Expert-Based Feature Extraction. Data Mining and
Knowledge Discovery, 35(5), 2009—2049.
https://doi.org/10.1007/s10618-021-00763-7

(iv) Fassmeyer, D., Anzer, G., Bauer, P., Brefeld, U. (2021). To-
ward Automatically Labeling Situations in Soccer. Frontiers
in Sports and Active Living, 3(November). https://doi.org/
10.3389/fspor.2021.725431
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(v) Link D., Anzer G. (2021). How the COVID-19 Pandemic has
Changed the Game of Soccer. International Journal of Sports
Medicine. https://doi.org/10.1055/a-1518-7778

(vi) Szymski D., Anzer, G., Alt V., Gértner B., Krutsch W., We-
ber H., Meyer T. (2021). Contact times in professional foot-
ball before and during the SARS-CoV-2 pandemic: Tracking
data from the German Bundesliga. European Journal of Sport
Science. https://doi.org/10.1080/17461391.2022.2032837

(vii) Anzer, G., Bauer, P., Honer, O. (2021). The Identification of
Counterpressing in Football. In D. Memmert (Ed.), Match
Analysis—How to Use Data in Professional Sport (1st Edi-
tio, pp. 228-235). New York: Routledge. https://doi.org/
https://doi.org/10.4324/9781003160953

In an exploratory study i (Andrienko et al., 2019) we used
visual analytics to find repeating tactical patterns. Studies ii and
iii (Bauer, Anzer, & Smith, 2022; Bauer & Anzer, 2021) explore
how one can automatically identify the certain defensive tactical
patterns, namely corner marking and counterpressing. Study
iv (Fassmeyer, Anzer, Bauer, & Brefeld, 2021) uses variational
autoencoder to later automatically identify actions or patterns
with little labeled data. Studies v and vi (Link & Anzer, 2021;
Szymski et al., 2021) used tracking data to evaluate contact times
following the COVID-19 pandemic to estimate the risk associated
with a restart of a league and explored how much the game
has changed afterwards. Additionally, in a book contribution
vii (Anzer, Bauer, & Honer, 2021) a general overview of how

machine learning is used in football is given.
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2 Data and Methods

2.1 Combining Positional and Event Data in Football

Typically, the gathered data during football matches consists

of three raw data sources: meta data, event data, and tracking data.

Figure 2 shows the three data sources and their derived data

types.

ﬁ Live-Event in Stadium @

1) Live speaker onsite 2 1) Camera tracking onsite [ 1) Meta data collection «a
2) Live writer am 2) Live observing onsite «n (before the season)
3) Data enrichment - 3) Post-match observing & 2) Meta data collection &
4) Post-match observing «m (before the match)
Event data Tracking data Meta data
Cumulative data Cumulative data
Advanced data Advanced data

1) ID-matching

2) Data synchronization

3) Metric calculation (e.g. expected goals, expected passes, match-phases, ...)
4) Manual and automated quality and sanity checks

Advanced combined data

Figure 2: Overview of the different types of raw data sources, their collection process, and
their potential for derived statistics. Further the figure lists some of the necessary steps to
combine the data sources.

2.1.1 Meta Data

Meta data contains a wide variety of information (mostly)
available before the match starts. It includes details about the
teams (team names, jersey colors, starting and bench players

etc.), the players (birth dates, nationalities, height, weight etc.),

11



the stadium (address, capacity, attendance etc.), the pitch (di-
mensions, pitch type etc.), the weather conditions (temperature,
precipitation, humidity), the referees (names, age etc.), and the
team staff (role, name, age etc.). All this information is gathered
manually, either once per season, or once per match. While this
data is more often used to give context to analysis of the other
two data sources, based on this meta data Link and Weber (2017)
analyzed the effect of weather conditions on match results and
Brander, Egan, and Yeung (2014) focused on how player age af-
fects their performance (in ice hockey). While not present in the
dataset used in this thesis, meta information could also include
various other attributes of interest, such as player value estima-

tions, player salaries, or contract lengths.>

2.1.2 Event Data

Event data consists of a log of actions happening during the
game, often including attributes describing each action in more
granularity. This set of actions, attributes, and their definitions
vary depending on the collecting company making comparisons
between datasets from different providers very difficult.® Event
data can be divided into three distinct categories: player ac-
tions, team actions, and referee actions. Player actions contain
all on-ball actions where at least one player touches the ball (e.g.
passes, crosses, shots, tackles, ...) or rule violations (e.g. fouls,
offsides, ...). Team actions mostly refer to situations where a
team is granted a set-piece, e.g. corner kicks, free kicks, penal-
ties, throw-ins. Lastly, referee actions contain all actions where
the referee is the primary actor, e.g. cautions or referee balls.

For each event various sub-attributes are collected, some present

Swww.transfermarkt.de
®https://dtai.cs.kuleuven.be/sports/blog/how-data-quality-affects-xg
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for all actions (e.g. time-stamps, x/y-location on the pitch, ...)
and most dependent on the event type. For example, for every
pass its receiver, the pass height (low or high), the direction, and
several more details are collected. The full catalogue including
the definitions of each event type and attribute are propitiatory
to the companies collecting the data, but simple versions are de-
scribed in the literature (Bialkowski et al., 2016; Pappalardo et
al., 2019; Stein et al., 2017). Figure 3 shows an excerpt from a for-
mer version the German Bundesliga used. This type of data is
also systematically collected in many other sports with different

catalogues nowadays (Vracar, Strumbelj, & Kononenko, 2016).
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The Bundesliga requires its event data to arrive with a low
latency and high depth and accuracy. To achieve the low latency
the current provider uses a setup that consists of live speakers
onsite in the stadiums that communicate the most important
actions to live writers in a offsite collection center where they
record this data in the collection software.” In this collection cen-
ter there are additional observers using a video stream to enrich
the data with further information (e.g. body part used during
a shot). Finally, after a match has concluded, further details are
added (e.g. the location of every pass) and quality control on the
live collected data is performed. But different methodologies and
tools exist for the annotation of event data across different com-
panies, i.e. other companies encode the match purely from video
footage into their own dedicated software systems (Pappalardo
et al., 2019).

Sequential events by the same team are often joined together
as one possession sequence, but there are varying definitions,
if a short touch by the opposing team (e.g. deflection) should
interrupt a possession sequence or not (Stein et al., 2017).

The most trivial use of this raw event data is the cumulative
aggregation, either on a team or a player level, often also re-
ferred to as frequency analysis (Chawla, Estephan, Gudmundsson,
& Horton, 2017; Borrie et al., 2002; Sarmento, Anguera, Cam-
panico, & Leitdo, 2010). This cumulative data simply shows the
frequency of certain events occurring over a given time frame,
e.g. how many shots a team had in the first half or how many
successful passes a player achieved in a match.

Further, various advanced metrics purely based on event data

were developed. Decroos, Bransen, van Haaren, and Davis (2020)

7The so-called speaker-writer method is explained here: https://www.dfl.de/en/
innovation/how-is-the-official-match-data-collected/.
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compute the value of each action, Roy, Robberechts, chi Yang,
Raedt, and Davis (2018) measure players’ decision-making skills,
and Bransen and van Haaren (2020) analyze team chemistry. A
limitation of the event data is, that it doesn’t capture the position
of the remaining players, so individually calculated values may
not always be very precise, but over large sample sizes (e.g. for
scouting players), these advanced metrics are a helpful source of

information (Decroos et al., 2019).

2.1.3 Tracking Data

Tracking data, contrary to event data, captures what is hap-
pening on the entire pitch throughout every moment of the match
automatically. The tracking data used throughout this thesis was
collected using the Chyhron Hego Gen 4/ 5 system.® It computes
the center of gravity of all players, referees, and the ball and
transforms them into a two-dimensional Cartesian coordinates
system. The ball data includes a third dimension, the ball height
(in meters). The data is recorded at a frequency of 25 Hz. In
other words, one second worth of tracking data consists of 25
frames. Each frame also contains the derived values distance cov-
ered since the preceding frame, current speed, and acceleration values
for every object (ball or person). These are computed using a 5th-
order 1.0- Hz Butterworth filter to smooth the data and remove
outliers. The automatically gathered data is enhanced by two
manually collected attributes: ball possession and status of play for
every frame. Ball possession indicates which team is in posses-
sion of the ball. A team’s ball possession starts when one of its
players touches the ball for the first time after an opposing ball
possession phase and ends as soon as the ball is out of play or an

opposing player controls the ball. Status of play describes if the

8https://tracab.com/products/tracab-technologies/
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ball is in play or not. The latter is case if the referee has halted
the game (e.g. due to a foul) or if the ball has left the pitch. This
manually gathered data is collected by a live observer within the
stadium, who is also responsible for initial player assignments
as well as resolving potential player swaps. After the match a
post-match observer manually corrects further issues with the
tracking data (e.g. unrealistic ball paths).

Based on this tracking data, one can easily compute aggre-
gated cumulative data. The most prominent aggregated statis-
tic being the total distance covered by a player (Andrzejewski,
Chmura, Pluta, & Konarski, 2015), but top speed, number of
sprints, non-interrupted playing time, or percentage of posses-
sion are further examples (Link, 2018a).

Several advanced statistics purely based on tracking data have
been developed in the literature (Martens et al., 2021; Fernandez
& Bornn, 2018; Andrienko et al., 2017, Link, Lang, & Seiden-
schwarz, 2016) as well as in media coverage, like average posi-
tions,? pressure,'® or attacking directions."*

For more details regarding the history and studies validating

the positional data, see the accompanying work of Bauer (2021).

2.1.4 General Description of the Data

This thesis is built on data owned and collected by the Deutsche
Fufiball Liga (DFL). For consistency purposes it has developed its
own catalogue of definitions'* and requires all data providers to
record data according to these definitions. Event and meta data

have been collected by Sportec Solutions AG*3 and the tracking

Snttps://www.bundesliga.com/en/bundesliga/news/match-facts-dfl-aws-revamp
-average-positions-trends-14706
https://aws.amazon.com/de/sports/bundesliga/most-pressed-player/
Thttps://aws.amazon.com/de/sports/bundesliga/attacking-zones/
https://s.bundesliga.com/assets/doc/10000/2189_original.pdf
Bhttps://www.sportec-solutions.de/
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data stems from Chyron Hego’s TRACAB system.' The dataset
used throughout the research program consists of all German
Bundesliga and German Bundesliga 2 matches, spanning across
eight seasons between the 2013/2014 and 2020/2021 seasons.
This totals to 4,896 matches, making it one of the largest col-
lections of event and tracking data in the literature. The event
definitions catalogue of the DFL contains 34 different event types
with in total 123 unique attribute categories. On average, for each
event 20 attributes are gathered. Over the entire dataset there
were 2.85 goals, 26.19 shots, and 894.25 passes (78.46% of them
successful) per match. Even though this is one of the largest sets
of event data, a single game of tracking data contains more in-
formation than an entire season worth of event data. As noted
above, the tracking data of a single game consists of at least
135,000 frames (90 minutes, recorded at a frequency of 25Hz)
plus a varying number of frames collected during added time,
typically with over 130 attributes per frame. This means that one
season of tracking data requires about 2.3 Terabyte of storage,
which also leads to computational challenges. Over the data set
the gross playing time is on average 94:39min, while the net play-
ing time (defined as the total time when the tracking data status
of play is set to in play) is only 55:10min. All this data is collected
live during the matches and underlies extensive quality control
loops to ensure a high data quality. In a standardized process
called observing, a human operator manually checks and corrects
suspicious sequences of player trajectories using a dedicated soft-
ware. The accuracy of the used tracking data has been evaluated
in the literature (Linke, Link, & Lames, 2020). While this pro-
prietary dataset cannot be shared, there exist small open-source

datasets containing either event (Pappalardo et al., 2019) or posi-

Mhttps://chyronhego.com/wp-content/uploads/2019/01/TRACAB-PI-sheet.pdf
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tional data (Pettersen et al., 2014) that can be used to reproduce
approaches presented throughout this thesis on a smaller scale.
Furthermore, there exist open-source sample datasets directly re-
leased by event®> or tracking® data providers.

Apart from the sheer size, the dataset comes with a few no-
table other challenges. While the definitions of the events re-
mained mostly constant throughout the seasons, several new at-
tributes were added in between and not retroactively collected.
Moreover, as advances in computer vision and optical track-
ing system hardware led to constant improvements of the po-
sitional data quality, performing longitudinal analysis became
more complicated. Additionally, both data sources are suscepti-
ble to occasional quality issues: manually collected event data is
prone to human errors (even though the extensive quality con-
trol systems limit these) and the automatic optical tracking data
collection can be affected by occlusions or strong weather effects
(e.g. heavy snow, fog, ...). But the largest challenge when com-
bining both datasets is that the manual collected time-stamps
depend on human reaction time and therefore may deviate a lot

from when it actually happened in the tracking data.

2.2 Synchronization of Event and Positional Data

Reconstructing a match based on event data is like looking at
a completely dark pitch for 90 minutes, where a spotlight flashes
at the ball every four seconds. In tracking data, this pitch is al-
ways light up, but it doesn’t say when the relevant moments of
the games are, which should be looked at more closely. Com-

bining the two data sources is essential for unlocking the full

I5Statsbomb (https://github.com/statsbomb/open-data)
16Gkillcorner  (https://github.com/SkillCorner/opendata) and Metrica Sports
(https://github.com/metrica-sports/sample-data)
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advantages of both datasets: when the relevant actions occurred
and what they were (recorded at a greater level of detail than
would be possible with tracking data alone), and spatio-temporal
context of what happened before, at, and after the action. This
information gain is shown in Figure 4a): Only using event data,
all one would know is, that there was a successful pass starting
in the middle of the pitch in the direction of the opposing goal.
However, when we add the positional data in Figure 4b) of all the
players at the time of the pass and the following ball trajectory;,
we can see that this short pass played under pressure, by-passed
nearly the entire defending team and the receiving teammate
(#23) is in a position where there is only the goalkeeper to beat.
Contrast that to a different pass depicted in Figure 4c): in the
event data this pass would look almost identical to the previous
one based on starting and end location, but the combination with
tracking data shows that it was merely a pass into the half space

between the two defensive lines.
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Figure 4: Visualization of two different passes: Sub-figures a) and b) show the same forward
pass, once purely based on information contained in the event data and once including all
the tracking data. Sub-figure c) depicts a different forward pass in a similar location, but the
tracking data information shows a very different context than in b).

The biggest challenge when combining the data sources is that
they are generally not aligned. This is mainly caused by the

following two factors:
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(@) The two data types are typically collected by different com-
panies each using their own internal clock causing a system-

atic offset.

(b) Manually collected event time stamps are affected by reac-
tion times, distractions, and decision times of the human

operators.

For these reasons, a "naive" synchronization—using the time
stamp from the event data—to identify player positions at the
time of an event leads to large inaccuracies. Figure 5 shows the
differences between time stamps included in the event data and
calculated ones.'” As can be seen, there are large differences (up
to 20 seconds) between the two time points and hence the need
for an accurate synchronization algorithm. To the author’s best
knowledge, this dissertation and the contained studies are the
first to introduce a methodology that reliably solves this prob-
lem.

The general idea of our synchronization algorithm is to take
all relevant information from the event data of an action and
find the moment in the tracking data that most closely resem-
bles it. Since there is no large set of ground truth data (with
highly accurate time stamps), we chose to approach this prob-
lem with a rule-based solution and optimized the parameters
used in an iterative process instead of using a machine learning
based approach. The algorithm uses a general framework and
adapts it slightly dependent on the event type. The exact de-
tails of the algorithm for shots and passes can be found in Anzer
and Bauer (2021) and Anzer and Bauer (2022). This algorithm is
slightly altered for other event types, e.g. when matching inter-

ceptions/ball receptions, the algorithm looks for the beginning

'7As shown in the manual validation study within (Anzer & Bauer, 2022), the calculated
timestamps generally capture the ground truth very well.
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Figure 5: Time difference between event and tracking timestamps as presented in Anzer and
Bauer (2021) (p. 6).

of an individual ball possession phase instead of its end and for
duels, it also takes the distance between both involved players
and the ball into consideration. With this synchronization we
create a completely new dataset as shown in the bottom of Fig-

ure 2.

2.3 Machine Learning Basics

Due to the growing amount of data available in virtually any
domain paired with the increasing affordability of computing
power, the research area of machine learning experienced tremen-
dous advances in the past decades. Following the general objec-
tive of machine learning, early approaches aimed to teach algo-
rithms playing board games (Samuel, 1959). Nowadays, machine

learning applications are ubiquitous across various domains sup-

23



porting human processes in image recognition, natural language
processing, recommendation systems, autonomous driving, and
many more.

The three major problems in machine learning are clustering,
classification, and (logistic) regression tasks (Goodfellow, Bengio,
& Courville, 2016). Classification and regression tasks aim to
predict a pre-defined label (dependent variable or set of classes)
based on input data. Clustering aims to group similar objects
into different clusters and thus to explore patterns in the data.
In Anzer, Bauer, and Honer (2021) we present an introduction
to supervised and unsupervised machine learning applications.
Within the scope of this thesis, we address logistic regression
tasks to predict the probability of a pass or shot success (Sections
3.1 and 3.2), clustering tasks in Sections 3.3 and 3.4, as well as a
classification task in Section 3.4.

Tree-based algorithms present a substantial part of machine
learning algorithms solving classification, as well as regression
tasks. Following the basic idea of Friedman (2002), who intro-
duced gradient boosting as an additive regression model, Chen
and Guestrin (2016) presented a sophisticated optimization of
the method, called extreme gradient boosting or short XGBoost
gaining significant results in many classification or regression
tasks. A major advantage of the XGBoost algorithms is, that
they can handle imbalanced data. Whereas the basic idea of
supervised machine learning methods (e.g. regressions) is to
optimize a set of free parameters in an algorithm (e.g. XG-
Boost) in order to minimize the prediction error on the train-
ing data, another crucial design choice is the hyperparameter
space. Hyperparameters describe a set of variables in an algo-
rithm that are not optimized during the training process, but

rather must be chosen before the training. With XGBoost (just as
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with many other algorithms), this step can be performed auto-
matically using Bayesian optimization (Bergstra, Bardenet, Ben-
gio, & Kégl, 2011; Dewancker, McCourt, & Clark, 2016). By
using a game theoretical approach to visually interpret trained
XGBoost models, Thomson and Roth (1991), Rodriguez-Pérez
and Bajorath (2020), and Lundberg and Lee (2017) addressed
one of the biggest limitations of XGBoost, namely the difficult
interpretability. As demonstrated in other domains (Antipov
& Pokryshevskaya, 2020; Meng, Yang, Qian, & Zhang, 2020;
Ibrahim, Mesinovic, Yang, & Fid, 2020) we show that SHAP val-
ues™ can help to understand predictions of our expected goals
model (Anzer & Bauer, 2021). In Anzer and Bauer (2021) as well
as in Anzer and Bauer (2022) we compared XGBoost to various
other algorithms (e.g. logistic regression, ADA boost, random
forest or gradient boosting) and found that XGBoost yielded the
best results.

A shortcoming of XGBoost models is that they require feature
crafting to be effective. In contrast, artificial neural networks,
another family of machine learning algorithms that can be used
inter alia for classification tasks, are able to better handle less
structured raw data. The basic concept of artificial neural net-
works was introduced in 1958 (Rosenblatt, 1958), however, only
improvements by Werbos (1994) as well as advancements of the
back-propagation algorithm in 2006 (Hinton, Osindero, & Teh,
2006) paired with available data and computing power enabled
its recent success. Especially for image and video processing,
the introduction of convolutional neural networks—a group of
neural networks that are optimized to handle data structured as

images using convolutional layers (Zhang et al., 2019)—helped

BSHAP is the abbreviation for SHapley Additive exPlanation. SHAP values originate from
game theoretical concepts and describe the impact certain features have on machine learning
predictions (Lundberg & Lee, 2017).

25



to outperform humans in various image classification tasks. By
taking the typically 105x68m seized pitch as the frame of an
image and setting the trajectories of the player of each team as
well as of the ball as shaded pixels in a different colours, con-
volutional neural networks have been used to perform classifi-
cation tasks on spatio-temporal positional data in many sports
(Mehrasa, Zhong, Tung, Bornn, & Mori, 2018). We use this ap-
proach applying convolutional neural networks to tracking data
in Bauer, Anzer, and Shaw (2022).

For the clustering of goal origins (Anzer, Bauer, & Brefeld,
2021) and team formations (Bauer, Anzer, & Shaw, 2022), we
rely on the most traditional method of agglomerative hierarchi-
cal clustering. It works bottoms up, in the sense that it starts
with every observation as a single cluster and keeps merging
two clusters until there is only one left. The structure describ-
ing at what stage two clusters were merged is generally referred
to as a dendrogram (Murtagh & Contreras, 2012). There exist
several ways to decide which two clusters to merge, ranging
from single-linkage (Sibson, 1973) to max-linkage (Defays, 1977).
While these describe the two extremes, we use more balanced
approaches. In Anzer, Bauer, and Brefeld (2021) we opted for
average-linkage (Sokal, 1958) and in Bauer, Anzer, and Shaw
(2022) we used Ward’s method (Ward & Joe, 1963). They all also
require a distance metric to compute the similarity between ob-
servations. Again, there is a variety of different metrics to choose
from, the most common one being the Euclidean distance. We
selected ones better suited for our problems: the cosine distance
(Qian, Sural, Gu, & Pramanik, 2004) and the Wasserstein distance
(Olkin & Pukelsheim, 1982). Finally, while objective metrics like
Silhouette values exist to decide on a number of clusters, this

choice portrays an ill-posed problem (Rousseeuw, 1987). We use
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these objective metrics in combination with a substantial amount
of expert knowledge to both align on this number, but also to

contextualize the results.
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3 Empirical Studies

The main research question of this thesis is how one can use
synchronized tracking data to quantify offensive performances
on the three levels Figure 1 introduced. The goal of this work is
neither to find one overarching statistic that summarizes all of-
fensive performance to one number, nor to analyze every single
aspect of offensive play. Instead, it aims to show how one can
quantify some of the most important aspects of offensive per-
formance on each level using the synchronized data (see Section
2.2). Studies I and II (Sections 3.1 and 3.2) analyze the offensive
actions shots and passes in detail. These are then also used in
study III (Section 3.3) to quantify offensive tactical patterns lead-
ing to goals using an unsupervised clustering technique. Lastly,
study IV (Section 3.4) focuses on the offensive team strategy
level, namely the question which build-up formation is most ef-
fective against various opposing formations.

Studies I, II, and III (Sections 3.1, 3.2, and 3.3) were published
as a first author and the work done for study IV (Section 3.4) was
done as a co-author. The following sections merely summarize,
discuss and put the studies into the context of this thesis, while

their full manuscripts can be found in the Appendix.

3.1 Study I: A Goal Scoring Probability Model for Shots based
on Synchronized Positional and Event Data in Football

(Soccer) (Anzer & Bauer 2021)

Goals are always the deciding factor of a football match, yet
they occur very rarely—only about 1% of all possessions and
about 10% of all shots end up as a goal (Pollard & Reep, 1997;
Tenga et al., 2010; Lucey et al., 2014). Hence, measuring the of-

fensive performance of a player or team purely based on goals
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is subject to large variations and noise, especially when consid-
ering short time windows. Therefore, shots are often used as
a proxy instead, even though the quality of shooting situations
can vary considerably. The aim of this study (Anzer & Bauer,
2021) is to quantify the basic offensive action shot by computing
the expected goals (xG) metric that estimates its quality. This is
done by computing the probability of a shot being converted to
a goal using a machine learning model. It follows the footsteps
of other sports, like baseball or basketball, where more process-
based metrics were established to measure on-base percentage
(James, 1988) and shot locations (Chang et al., 2014) rather than
home runs or points. While there already existed work on shot
probabilities in football in the "grey literature" like master the-
ses (Hedar, 2020; Rowlinson, 2020) and conference proceedings
(Lucey et al., 2014), this study is the first to introduce a positional
data-driven xG model in a peer-reviewed journal. Previously,
only in a conference proceeding Lucey et al. (2014) used event
and positional data from 10, 000 shots from the English Premier
League to develop an xG model.

For our approach we extracted nine hand-crafted features from
the synchronized positional and event data of 105, 627 shots and
fed them into various supervised machine learning models. The
best performing model consists of the XGBoost method (see Sec-
tion 2.3). It achieves a ranked probability score (RPS) of 0.197,
making it more accurate than any previously published expected
goals model. This increased accuracy is largely due to important
features only contained in the synchronized data (see Section
2.2), like the position of the goalkeeper, that would otherwise be
missing.

The model enables various applications to analyze the under-

lying performance of teams and players. One can aggregate the
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expected goal values on a team level per match to get an estimate
of how many goals a team would have been expected to score,
given their chance qualities during a match. We showed that
these aggregated expected goal values pick up more informa-
tion about the underlying performance than shots and are less
susceptible to noise than goals, especially on short- to mid-term
and thus are ideally suited to measure a team’s current form.
By nature, over longer periods xG’s and goals should converge
eventually, baring some systematic reasons for over/under per-
formance (e.g. a really gifted striker). Figure 6 shows how one
can measure a team’s current performance level, by computing
a rolling average of the aggregated match results over the last
four matches (both offensively, and defensively, i.e. xG allowed

to the opponents). It indicates that RB Leipzig had a weak spell
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Figure 6: Rolling average of team aggregated xG values The figure shows for each matchday
a rolling average of the team aggregated xG values (green xG created and red xG against)
over the past four matches.

towards the end of their 2019/2020 campaign, where they on av-
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erage allowed higher quality chances than they created. Another
useful set of applications exists on a player level: with a player’s
aggregated xG values one can better measure how often a player
finds himself in a promising scoring situation than would be pos-
sible by looking at his goals or shots tally. Further, over a large
sample size, when comparing xG values to actual goals scored,
one can get an indication of a player’s finishing skill. It also al-
lows us to address a shortcoming of a popular metric: Assists.
The number of assists a player achieves depends to a high de-
gree on their teammates’ efficiency. By assigning the resulting
xG value to the player that assisted the shot, we can measure
chance creation capabilities more accurately and independent of
the shooter’s ability to score. This value is typically referred to
as expected assists (xA).

A limitation of xG values in general is that they do not assign
any value to dangerous situations where no shot was attempted.
While these situations are rare (occurring only 0.93 times per
match across our dataset), there exists ample research to extend
this approach to all situations and not just shots (Link et al,,
2016; Spearman, 2018; Ferndndez, Bornn, & Cervone, 2019; De-
croos et al., 2019). Moreover, as present throughout this thesis,
data quality and the results of the synchronization play a vital
role in this model. If in actuality the goalkeeper was between
the shooter and the goal, but in the synchronized data (for ex-
ample due to erroneous tracking data), he is not, the xG model
will substantially overestimate the chance of scoring. Even for
purely event based xG models, the importance of accurate input
data was highlighted in Robberechts and Davis (2020). Another
limitation is that some potentially very relevant features are not
recorded in current event and tracking datasets. For instance,

future work could evaluate if adding the body orientation or the
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level of ball control could improve the accuracy of the model.

3.2 Study II: Expected Passes: Determining the Difficulty of
a Pass in Football (Soccer) Using Spatio-Temporal Data

(Anzer & Bauer 2022)

Unlike goals or shots, the basic offensive action of a pass hap-
pens far more frequently during a match, but only few lead to
shots and even fewer lead to goals directly (Goes, Kempe, Meer-
hoff, & Lemmink, 2019). Hence, there is a need to quantify
them and a player’s passing ability independent of the follow-
ing action. Often a player’s passing skill is measured by his pass
completion rate (Krdl et al., 2017), i.e. the percentage of passes
played, that successfully arrive at a team mate. This approach
neglects that passes are of varying difficulty: a pass between two
central defenders in open space is a lot simple