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1. Introduction 

The combination of non-invasive brain stimulation (NIBS) and biological 

signal recordings has been gaining significant attention in neuroscience very 

recently. In particular, integrating NIBS with brain imaging techniques has 

revealed to be a promising tool for studying and modulating neural networks in 

humans (Mutanen et al., 2013; Premoli et al., 2014; Veniero et al., 2013). Brain 

imaging can be used to investigate the physiological dynamics underlying NIBS 

effects, both in research and clinical settings. Nevertheless, the use of NIBS as 

a therapeutic tool is still limited due to the inconsistent response to NIBS based 

treatments across sessions and subjects (Goldsworthy et al., 2014; Lopez-

Alonso et al., 2014; Vernet et al., 2014; Wiethoff et al., 2014). Several in vitro 

studies, as well as animal and human research, suggest that the state of the 

stimulated brain circuit at the time of the stimulation may play an important role 

in the response to NIBS (Huerta & Lisman, 1995; Massimini et al., 2005; Siegle 

& Wilson, 2014). This makes of brain imaging an interesting tool in the 

perspective of trying to reduce inter-subject variability and improve effect size of 

NIBS interventions, as it offers access to brain activity that can be used to define 

brain states of interest for the specific network under investigation. 

Among the different brain imaging techniques, electroencephalography 

(EEG) is particularly appealing due to its millisecond temporal resolution, which 

allows capturing changes in brain state in real-time. Interaction with ongoing brain 

dynamics on a time scale of milliseconds can be achieved with transcranial 

magnetic stimulation (TMS), a NIBS method that is able to activate neurons in a 

relatively restricted cortical region (Hallett, 2007). 

In this work, we combine EEG and TMS and introduce a novel real-time EEG-

triggered TMS approach to study and modulate cortical and corticospinal 

responses to TMS. Our aim is to lay the groundwork for the establishment of more 

effective neurorehabilitation protocols that use a brain state-based approach to 

promote the restoration of dysfunctional networks. For our studies, we select the 

primary motor cortex as target cortical site, a choice dictated by the future 

perspective of translating the findings of our research to stroke patients with hand 

paresis. 
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1.1 Transcranial magnetic stimulation 

Transcranial magnetic stimulation (TMS) is a procedure that uses a 

temporally changing magnetic field generated by a coil placed on the head to 

non-invasively induce an electric current in a small region of the cerebral cortex 

(Barker et al., 1985). Applied at appropriate intensities, TMS can lead to the 

generation of action potentials (Hallett, 2007). When the primary motor cortex 

(M1) is stimulated above a certain threshold, i.e. the resting motor threshold 

(RMT), responses of corticospinal neurons, i.e. the motor evoked potentials 

(MEPs), can be recorded in peripheral muscles using electromyography (EMG) 

(Barker et al., 1985; Hallett, 2007). Due to this unique feature to provide an easily 

accessible readout of its reactivity to a TMS pulse, the motor cortex has been the 

most targeted brain area in TMS research.  In fact, the amplitude and latency of 

MEPs can be used to quantify the excitability state of the corticospinal system 

and to assess effects of functional changes and/or experimental interventions on 

excitability (Hallett, 2007).  

Application of several TMS pulses in a certain temporal pattern, i.e. repetitive 

TMS (rTMS), is a widely used experimental intervention that can induce lasting 

changes in the excitability of the stimulated cortical site and in the cortical areas 

functionally connected to it (for a review Fitzgerald et al., 2006). Low frequency 

(1 Hz) rTMS protocols usually lead to a decreased MEPs amplitude with respect 

to the pre-rTMS value (Chen et al., 1997; Fitzgerald et al., 2005; Romero et al., 

2002). On the other hand, after high frequency (≥ 5HZ) rTMS MEPs amplitude 

usually increases with respect to the pre-rTMS value (Pascual-Leone et al., 1994; 

Peinemann et al., 2004; Quartarone et al., 2005). Another widely used rTMS 

intervention is the so-called theta burst stimulation (TBS), the basic element 

thereof being a burst of three TMS pulses at 50 Hz repeated every 200 ms (Huang 

& Rothwell, 2004). Different TBS protocols are established arranging the basic 

element, i.e, triplet at 50 Hz, according to different patterns: intermittent TBS 

(iTBS) is obtained using a 2 s train of TBS repeated every 10 s for a duration of 

190 s; intermediate TBS (imTBS) uses a 5 s train of TBS repeated every 15 s for 

a total duration of 110 s; continuous TBS (cTBS) is an uninterrupted 40 s train of 

TBS (Huang et al., 2005). In the original publication by Huang and colleagues, 
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the specific pattern of the TBS intervention determined increase (iTBS), decrease 

(cTBS) or no change (imTBS) in MEP amplitude (Huang et al., 2005). Since its 

introduction, TBS has become a very popular protocol because it proved to be 

able to induce long-lasting changes in corticospinal excitability with a relatively 

short duration of the rTMS intervention and a limited number of pulses compared 

to other rTMS paradigms.  

The mechanisms underlying rTMS aftereffects on cortical excitability are not 

completely understood yet, but the observed excitability changes are thought to 

be based on similar synaptic plasticity mechanisms as long-term potentiation 

(LTP) and long-term depression (LTD) observed in in vitro studies (Fitzgerald et 

al., 2006). This led to the idea of using rTMS to treat patients with neurological 

(Fregni et al., 2006; Mansur et al., 2005; Nowak et al., 2008; Talelli et al., 2007) 

and psychiatric (Bakker et al., 2015; Daskalakis et al., 2002; Padberg et al., 1999) 

network disorders that may originate from altered synaptic function. Despite 

some encouraging outcomes, most of the rTMS studies both in healthy 

participants and patients suffer from high variability across sessions and subjects 

(Goldsworthy et al., 2014; Lopez-Alonso et al., 2014; Vernet et al., 2014), limiting 

the efficacy of rTMS in providing a successful treatment in clinical settings.  

Animal studies suggest that this variability is not randomness but a result of 

ongoing brain dynamics. In the cat visual cortex, ongoing neural activity 

deterministically accounts for the variability of visually evoked activity (Arieli et 

al., 1996) and explains the amount of neuronal firing after TMS (Pasley et al., 

2009). Both in vitro and animal experiments, where stimulation was triggered 

during specific phases of endogenous theta oscillations in hippocampus, 

revealed that either LTP or LTD could be induced with the otherwise identical 

stimulation protocol (Huerta & Lisman, 1995), or the encoding vs. retrieval 

aspects of a memory task could be selectively enhanced (Siegle & Wilson, 2014). 

These results strongly suggest that synchronizing the stimulation to a particular 

state of the targeted brain area may help enhance effect size and control 

directionality of rTMS-induced plasticity. 
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1.2 Electroencephalography and brain oscillations 

Electroencephalography (EEG) is a technique that allows to non-invasively 

record the electrical activity of the brain by means of electrodes placed on the 

scalp (H. Berger, 1929). At the cellular level, communication between neurons 

occurs via electrical currents traveling along the neurons’ membrane, i.e. action 

potentials. Action potentials represent the largest variations of neuronal 

membrane potential and are the driving element of synaptic transmission. 

However, EEG does not detect action potentials, because their extracellular 

amplitude is too small and their duration is too short for multiple action potentials 

to sum up and generate a signal that can be recorded on the scalp. An action 

potential reaching the synaptic terminal triggers the release of neurotransmitters 

which activate specific postsynaptic receptors and lead to the generation of a 

postsynaptic potential. Postsynaptic potentials can be excitatory (EPSPs) or 

inhibitory (IPSPs), depending on the type of neurotransmitter and receptor, and 

last up to several tens of ms. Due to their longer duration, multiple postsynaptic 

potentials can overlap and add up generating a signal that can be recorded 

extracellularly on the scalp (Buzsáki et al., 2012; Nunez & Srinivasan, 2006).  

A crucial factor for the superimposition of postsynaptic potentials is the spatial 

disposition of neurons in the cortex (Nunez & Silberstein, 2000). Because of their 

structured arrangement with their long apical dendrites oriented perpendicularly 

to the cortical surface, large pyramidal neurons situated in deep layers of the 

cortex are thought to be the main generators of the EEG signal (Buzsáki et al., 

2012; Gloor, 1985; Nunez & Srinivasan, 2006). Due to their anatomical 

configuration, cortical pyramidal neurons act like electric dipoles, the direction of 

which is determined by the location of the synaptic input. Postsynaptic potentials 

at superficial excitatory synapses or at deep inhibitory synapses are registered 

as negative deflections on the surface EEG, whereas postsynaptic potentials at 

deep excitatory synapses or at superficial inhibitory synapses result in positive 

deflections (Kirschstein & Köhling, 2009; Zschocke & Hansen, 2012). The EEG 

signal is thus the superimposition of all EPSPs and IPSPs of cortical pyramidal 

neurons that result in a dipole orthogonal to the scalp. Given that the charge 

carriers of the EPSPs (Na+ and Ca2+) have a bigger electrochemical gradient than 
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the charge carriers of the IPSPs (CI- and K+), the EPSPs are predominant in the 

EEG signal (Kirschstein & Köhling, 2009; Zschocke & Hansen, 2012).  

The synchronized activity of thousands of large pyramidal neurons generates 

characteristic oscillatory patterns in the scalp EEG (Buzsáki, 2006; Buzsáki et al., 

2012). EEG oscillations have peculiar frequency ranges and spatial distribution 

and are associated with different brain states or functions (Buzsáki, 2006). Slower 

EEG waves, i.e. delta (δ, 0.5 – 4 Hz) and theta (θ, 4 – 7 Hz) oscillations, exhibit 

larger amplitudes, whereas faster EEG waves, i.e. alpha (α, 7 – 13 Hz), mu (µ, 8 

– 12 Hz), beta (β, 13 – 30 Hz) and gamma (γ, > 30 Hz) oscillations, present lower 

amplitudes with increasing frequency (Buzsáki, 2006). Brain oscillations are 

thought to play a fundamental role in information processing, perception, motor 

coordination, memory, sleep and consciousness (Gray et al., 1989; Gupta et al., 

2016; Massimini et al., 2003; Rutishauser et al., 2010; Salenius et al., 1997). In 

particular, they are believed to functionally orchestrate the response of cortical 

neurons to synaptic inputs in a phase-dependent manner (Buzsáki & Draguhn, 

2004). Different phases of an oscillation represent therefore different states of a 

neuronal assembly where neurons are more or less responsive to inputs, i.e. 

more or less excitable. 

1.3 Real-time EEG-triggered TMS 

In the last few years, EEG has gained increasing attention in the TMS field, 

as a tool to access cortical responses to TMS. Through the combination of TMS 

with EEG (TMS-EEG) it has been possible to record and characterize TMS 

evoked cortical potentials (TEPs, Bonato et al., 2006; Ilmoniemi et al., 1997; 

Komssi et al., 2004; Paus et al., 2001; Premoli et al., 2014) and TMS related 

modulation of spontaneous oscillatory activity (Fecchio et al., 2017; Fuggetta et 

al., 2005; Premoli et al., 2017; Rosanova et al., 2009) not only from the motor 

cortex, but also from other cortical regions. Providing access to direct cortical 

responses, TMS-EEG has also allowed the quantification of rTMS induced LTP-

/LTD-like changes at the cortical level (Casula et al., 2014; Chung et al., 2017; 

Esser et al., 2006).  

Recently, several researchers have been starting using TMS-EEG also to 

assess the influence of pre-stimulus brain activity on responses to TMS and they 
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showed that the current brain state affects MEP size as well as amplitude and 

spatiotemporal distribution of EEG responses to TMS (B. Berger et al., 2014; 

Bergmann et al., 2012; Keil et al., 2014; Mäki & Ilmoniemi, 2010; Massimini et al., 

2005; Romei et al., 2008; Sauseng et al., 2009). However, most of these results 

have been obtained post hoc sorting the TMS trials according to pre-stimulus 

EEG features and present therefore some limitations. The first limitation is that 

often post hoc trial sorting cannot provide unequivocal results because of the 

contamination of the EEG signal by the stimulus artifact. This is a problem 

particularly for the estimation of pre-stimulus oscillatory phase. The second 

important limitation is that a post hoc trial sorting approach cannot be employed 

in the case of rTMS, where the intervention itself must be synchronized to a 

predefined brain state.  

To overcome these limitations, we have constructed a real-time EEG-

triggered TMS set-up based on a customized Simulink model (The Mathworks, 

USA) that is able to synchronize TMS with specific phases of the ongoing µ-

oscillation generated in the left sensorimotor cortex (Zrenner et al., 2018). 

The µ-rhythm is the dominant oscillation in the frequency spectrum of 

sensorimotor areas at rest (Hari, 2006; Neuper et al., 2005). Several studies 

indicate that pre-stimulus activity in the 8 – 12 Hz frequency band is associated 

with inhibitory control and that this control may occur in a phase-dependent 

manner (Jensen & Mazaheri, 2010). Previous animal and human research 

showed that neural spiking activity in the sensorimotor cortex is highest during 

the negative peak of the local µ-oscillation (Haegens et al., 2011), while the tactile 

perceptual threshold is decreased (Ai & Ro, 2014). These findings support the 

notion that the phase of the locally generated µ-oscillation plays an important role 

in information processing. With the present work, we wanted to assess the impact 

of µ-phase on cortical and corticospinal excitability and on rTMS induced 

plasticity measured with EMG and EEG.  

1.3.1 Effect of µ-phase on corticospinal excitability and plasticity 

In our publication “Real-time EEG-defined excitability states determine 

efficacy of TMS-induced plasticity in human motor cortex”, we investigated the 

role of the phase of the endogenous µ-oscillation in the modulation of 
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corticospinal excitability and in the induction of corticospinal plasticity measured 

with the amplitude of MEPs (Zrenner et al., 2018).  

To address our scientific question, we tested two groups of right-handed 

volunteers. Each group underwent a first experimental session where the effect 

of µ-phase on corticospinal excitability was tested by means of single TMS pulses 

applied to the left M1 in the position and orientation to elicit MEPs in a selected 

target muscle of the right hand. For the first group (12 subjects) TMS was 

triggered either by the negative or the positive phase of the ongoing µ-oscillation, 

while for the second group (11 subjects) TMS was triggered either by the negative 

peak, the positive peak or random phase of the ongoing µ-oscillation.  

In both groups, corticospinal excitability was significantly modulated by the phase 

of the µ-oscillation. In particular, for the first group of participants MEP amplitude 

was on average 14.2% larger when TMS was applied at the negative vs. the 

positive peak of the µ-oscillation. For the second group of participants, the effect 

of µ-phase was confirmed with an average MEP amplitude 36.5% larger in the 

negative vs. positive peak condition, and 22.4% larger in the random phase vs. 

positive peak condition. 

Effect of µ-phase on corticospinal plasticity was tested using a rTMS protocol 

with a burst of three TMS pulses at 100 Hz as basic element and a total of 200 

bursts per intervention. During the intervention, bursts were synchronized to a 

preselected brain state. Each experimental session consisted of 2 pre-rTMS and 

3 post-rTMS blocks in which single TMS pulses were delivered to the left M1 and 

MEPs were recorded.  

The first group of participants underwent six rTMS experimental sessions, in 

which the following brain states were used to trigger the rTMS triplets: positive 

peak or negative peak of the local µ-rhythm (Main Experiment), positive peak or 

negative peak of distal occipital α-rhythm (Control Experiment 1), replay of 

positive peak or negative peak µ-rhythm rTMS sequence from Main Experiment 

independent of ongoing µ-rhythm (Control Experiment 2). The Main Experiment 

investigated the effects of sensorimotor µ-phase on corticospinal plasticity. 

Control Experiment 1 served to demonstrate that the phase-dependent effects on 

corticospinal plasticity observed in the Main Experiment were produced only 
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when a locally generated oscillation is used to trigger the rTMS triplets. Control 

Experiment 2 was used to show that the results in the Main Experiment depended 

on the synchronization between stimulus and brain state and were not caused by 

the temporal properties of the rTMS sequence.  

The second group of participants underwent three rTMS experimental 

sessions, in which the following brain states were used to trigger the rTMS 

triplets: positive peak, negative peak or random phase of the local µ-rhythm 

(Control Experiment 3). Control Experiment 3 was designed to validate, 

generalize and extend the results of the Main Experiment.  

The major findings of these experiments are the following: in the Main 

Experiment and Control Experiment 3 rTMS induced a long-lasting (>30 minutes) 

increase of corticospinal excitability with respect to the average pre-rTMS MEP 

amplitude when consistently synchronized with the negative peak of the µ-

oscillation (high excitable state), whereas no significant change was observed in 

the positive peak and random phase triggered rTMS sessions. Moreover, no 

effect of α-phase was observed in Control Experiment 1, suggesting that phase-

dependent differential plasticity effects are obtained when rTMS is synchronized 

to endogenous oscillations originating from the same neural network that is 

targeted by rTMS. Finally, nil effects of rTMS in Control Experiment 2 support the 

notion that the direction of the induced plasticity critically depends on the 

synchronization between stimulus and brain state and is not caused by the 

temporal properties of the rTMS sequence. 

These results confirm that the negative peak of the endogenous µ-oscillation 

represents a state of higher excitability of the corticospinal system, where the 

dendritic trees of the stimulated pyramidal neurons receive predominantly 

excitatory inputs and are closer to firing threshold. More importantly, we showed 

for the first time in the human brain that the efficacy and directionality of the 

induced plasticity effects are critically dependent on the synchronization of the 

rTMS intervention with the instantaneous state of the stimulated cortical network.  

 

While our first study focused on corticospinal excitability and plasticity, our 

following publications “Phase of sensorimotor µ-oscillation modulates cortical 
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responses to TMS of the human motor cortex” and “Nil effects of μ-rhythm phase- 

dependent burst-rTMS on cortical excitability in humans: a resting-state EEG and 

TMS-EEG study” focused on cortical excitability and plasticity. 

 

1.3.2 Effect of µ-phase on cortical excitability  

In “Phase of sensorimotor µ-oscillation modulates cortical responses to 

transcranial magnetic stimulation of the human motor cortex”, we investigated the 

role of the phase of the endogenous µ-oscillation in the modulation of cortical 

excitability (Desideri et al., 2019).  

Cortical excitability has been quantified with EEG using TEPs and TMS 

induced oscillations. TEPs represent the evoked part of the cortical response to 

TMS and are characterized by a series of positive and negative deflections at 

different latencies with a characteristic spatial distribution (Bonato et al., 2006; 

Komssi et al., 2004; Premoli et al., 2014). For the motor cortex, the most 

investigated TEP components are P25, N45, P70, N100, P180 and N280, where 

P and N indicate positive and negative deflections, respectively, and the number 

following them indicates the approximate latency of their occurrence. TMS-

induced oscillations represent modulations of spontaneous cortical oscillatory 

activity that are not necessary time-locked to the TMS stimulus and are therefore 

canceled out in the analysis of TEPs. These responses can be uncovered with a 

time-frequency representation analysis and for the motor cortex they are typically 

expressed as an early (up to approximately 200 ms) power increase followed by 

a late (up to approximately 600 ms) power decrease in the α and β frequency 

bands (Gordon et al., 2018; Premoli et al., 2017). In our previous study, we 

showed that corticospinal excitability is enhanced at the negative vs. positive 

peak of the µ-oscillation, therefore we expected to observe a similar result at the 

cortical level, reflected by the amplitude of the TEPs and by the power of the 

TMS-induced oscillations. 

To evaluate the impact of pre-stimulus µ-phase on cortical responses to TMS, 

we applied TMS to the left M1 on 12 healthy participants in three different 

conditions: a suprathreshold condition with a stimulation intensity of 110% RMT, 

a subthreshold condition with a stimulation intensity of 90% RMT and a realistic 
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sham condition. In all conditions, TMS has been triggered either by the positive 

peak, the negative peak or random phase of the endogenous µ-oscillation. The 

inclusion of a subthreshold stimulation intensity allowed us to disentangle 

between phase-dependent modulation of brain responses evoked by TMS vs. 

sensory re-afferent feedback caused by MEPs. The realistic sham TMS condition 

allowed us to exclude a significant contribution of the auditory and scalp 

somatosensory inputs associated with TMS to the µ-phase-dependent 

modulation of direct brain responses evoked by TMS. 

The main findings of this study are the following: 100% RMT TMS applied at 

the negative vs. the positive peak of the µ-rhythm was associated with higher 

absolute amplitudes of the P70 and N100 TEP components. Enhancement of the 

N100 was confirmed with negative peak-triggered 90% RMT TMS, while the 

phase of the µ-rhythm did not influence evoked responses elicited by sham TMS. 

TMS-induced EEG oscillations were not significantly modulated by the phase of 

the ongoing µ-oscillation in any of the investigated conditions. 

We demonstrated that TEPs can capture excitability fluctuations in the 

stimulated cortical site and can, therefore, represent a valuable tool to quantify 

the responsiveness of brain areas that don’t provide other objective readouts. 

1.3.3 Effect of µ-phase on cortical plasticity  

In “Nil effects of μ-rhythm phase- dependent burst-rTMS on cortical 

excitability in humans: a resting-state EEG and TMS-EEG study”, we analyzed 

the EEG and TMS-EEG data from the plasticity sessions of our first publication 

(Zrenner et al., 2018) to assess whether µ-phase-synchronized rTMS induced 

long-lasting changes on EEG-based measures of cortical excitability alongside 

with the induced changes in corticospinal excitability (Desideri et al., 2018).  

We analyzed resting-state EEG in the motor cortex ipsi- and contralateral to 

the stimulation, and single-pulse TMS-evoked and -induced EEG responses in 

the stimulated motor cortex. Oscillatory activity has been analyzed in the µ- and 

β-bands, both for resting-state EEG and for TMS related power modulation, while 

local mean field power (LMFP) has been used for the analysis of TEPs. 

We found that none of these EEG measures were significantly modulated by 

any of the tested rTMS interventions. In particular, negative vs. positive peak µ-
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phase-synchronized rTMS did not produce any consistent differential modulation 

at the cortical level, despite the presence of a significant differential and 

reproducible effect on MEP amplitude.  

We concluded that EEG may not always be an appropriate tool to capture 

excitability changes induced by rTMS, as these changes happen at the molecular 

and synaptic level and include both excitatory and inhibitory components that 

cannot be differentiated at the macroscopic level by EEG. 

1.3.4 Cortical EEG responses to realistic sham versus real TMS 

In addition to the activation of cortical neurons and fibers, TMS also causes 

indirect brain responses through auditory and somatosensory stimulation. These 

responses are unwanted and may contribute significantly to the overall EEG 

signal, masking the effects of experimental interventions on direct cortical 

responses. In our publication “Comparison of cortical EEG responses to realistic 

sham versus real TMS of human motor cortex”, we intended to assess the 

differences in cortical responses between real TMS at intensities above and 

below RMT and a realistic sham stimulation (Gordon et al., 2018).  

To this aim, we used part of the data collected for our study “Phase of 

sensorimotor µ-oscillation modulates cortical responses to transcranial 

stimulation of the human motor cortex” (Desideri et al., 2019). In particular, we 

focused on the random phase TMS trials of the 110% RMT, 90% RMT and 

realistic sham stimulation conditions and analyzed TEPs and TMS-induced 

oscillations.  

We found a significant difference in the amplitude of TEPs across conditions, 

with TEPs from 110% RMT showing overall highest amplitudes and realistic sham 

lowest amplitudes. Moreover, sham stimulation had only minor effects on TMS-

induced oscillations compared to the pre-stimulus baseline, while TMS at 90% 

RMT and 110% RMT resulted in a significant early increase (50-200 ms) followed 

by a decrease (200-500 ms) in α and β power. TMS at 110% RMT led to an 

additional increase in β power at late latencies (650-800 ms). 

These findings reinforce the evidence that cortical responses to TMS 

observed with EEG are mostly unrelated to sensory evoked potentials associated 

with TMS.  
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2. Results 

This section consists of the four original manuscripts and the related 

supplementary materials that resulted from the research conducted in the 

framework of this doctoral thesis. All results presented are first or co-first author 

papers that have been published in peer-reviewed journals. 
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2.1 Real-time EEG-defined excitability states determine efficacy of TMS-

induced plasticity in human motor cortex 
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a b s t r a c t

Background: Rapidly changing excitability states in an oscillating neuronal network can explain response
variability to external stimulation, but if repetitive stimulation of always the same high- or low-
excitability state results in long-term plasticity of opposite direction has never been explored in vivo.
Objective/hypothesis: Different phases of the endogenous sensorimotor m-rhythm represent different
states of corticospinal excitability, and repetitive transcranial magnetic stimulation (rTMS) of always the
same high- vs. low-excitability state results in long-term plasticity of different direction.
Methods: State-dependent electroencephalography-triggered transcranial magnetic stimulation (EEG-
TMS) was applied to target the EEG negative vs. positive peak of the sensorimotor m-rhythm in healthy
subjects using a millisecond resolution real-time digital signal processing system. Corticospinal excit-
ability was indexed by motor evoked potential amplitude in a hand muscle.
Results: EEG negative vs. positive peak of the endogenous sensorimotor m-rhythm represent high- vs.
low-excitability states of corticospinal neurons. More importantly, otherwise identical rTMS (200 triple-
pulses at 100 Hz burst frequency and ~1 Hz repetition rate), triggered consistently at this high-
excitability vs. low-excitability state, leads to long-term potentiation (LTP)-like vs. no change in corti-
cospinal excitability.
Conclusions: Findings raise the intriguing possibility that real-time information of instantaneous brain
state can be utilized to control efficacy of plasticity induction in humans.

© 2017 Elsevier Inc. All rights reserved.

Introduction

Transcranial magnetic stimulation (TMS) evokes action poten-
tials in cortex with a spatiotemporal precision of millimeters and
milliseconds [1], enabling specific, non-invasive and safe interac-
tion with ongoing network dynamics of the human brain [2,3] at a
mesoscopic scale [4,5].

Responses of corticospinal neurons to TMS are indexed by motor
evoked potentials (MEPs) recorded by electromyography (EMG)
from muscles [1,6]. A salient feature of MEPs is their substantial
trial-to-trial amplitude variability [7,8]. Also, long-term changes of
MEP amplitude induced by repetitive TMS protocols show extensive
intra- and interindividual variability [9e11]. Studies of animal
preparations suggest that this variability is not due to noise but
reflects dynamics of brain state. In cat visual cortex, the variability of

evoked activity is deterministically explained by ongoing neural
activity [12]. In in vitro rat hippocampal slice experiments, the phase
of ongoing theta-oscillations at the time of stimulationwith a single
100 Hz quadruplet pulse determines the direction of synaptic
plasticity, i.e., long-term potentiation (LTP) vs. depotentiation of LTP
[13,14]. In human motor physiology, however, this insight has been
largely ignored: 30 years of TMS for probing andmodulating human
brain networks have disregarded the continuously fluctuating brain
states at the time of stimulation, with very few exceptions [15].

For the purpose of the present study, we have constructed a
millisecond-resolution electroencephalography (EEG)-triggered
TMS set-up that synchronizes TMS with specific phase of ongoing
m- oscillations in the alpha-band (8-12 Hz) from the sensorimotor
cortex. m-oscillations constitute the most prominent rhythm in the
frequency spectrum of sensorimotor cortex at rest [16,17].
Furthermore, m-oscillations are associated with phase-dependent
inhibitory control [18], where neuronal spiking activity is reduced
during the positive peak of local m-oscillations [16], and tactile
perceptual threshold is increased [19].
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Effects of m-rhythm phase on corticospinal excitability cannot be
assessed by post-hoc trial sorting in a non-ambiguous way because
the EEG is contaminated by the stimulus artefact, and phase esti-
mation depends on reconstruction of the gap in the signal for
which no unequivocal method exists. This explains why the pub-
lished findings using post-hoc phase-bin sorting of stimulus
artefact-contaminated EEG data are contradictory [20e22]. An
alternative approach uses transcranial alternating current stimu-
lation (tACS) to entrain oscillations in a stimulated network [23,24]
and triggers TMS pulses concurrently to a defined tACS phase but
has also resulted in contradictory findings [25e27], and it is un-
certain if the entrained oscillations are identical to the ones that
occur endogenously. In addition, recent intracranial recordings
have casted serious doubt on whether at all it is possible to entrain
neuronal activity in human cortex with contemporary tACS
methods [28]. This is why we introduce the real-time EEG-TMS
approach for testing the effects of instantaneous endogenous m-
rhythm phase on corticospinal excitability (MEP amplitude), and on
long-term change of corticospinal excitability induced by phase-
specific neuromodulatory repetitive TMS (rTMS) [29], where
post-hoc sorting cannot be used in any case.

Methods

Main Experiment and Control Experiments 1 and 2

Subjects. The study protocol was approved by the local ethics
committee at the medical faculty of the University of Tübingen
(protocol 716/2014BO2). Experiments conformed to the Declara-
tion of Helsinki, and were performed in accordance with the cur-
rent TMS safety guidelines [30]. All subjects gave written informed
consent prior to participation. 29 male right-handed healthy vol-
unteers, between 18 and 50 years and without a history of neuro-
logical or psychiatric disease or use of central nervous system active
drugs, alcohol or nicotine were screened to identify 12 subjects
(mean age ±1 s.d. 26.5 ± 7.5 years; age range, 20-48 years, Edin-
burgh Handedness Inventory laterality score, 62 ± 21) that fulfilled
all pre-established inclusion criteria (i-iv, see below). The planned
sample size of n ¼ 12 was based on previous non-invasive brain
stimulation plasticity studies [31]. A power analysis for sample size
estimation was not performed due to the exploratory nature of this
study. Inclusion criteria: (i) Resting motor threshold (RMT) of the
right abductor pollicis brevis (APB) or first dorsal interosseous (FDI)
muscle�60% of maximum stimulator output. In case of comparable
RMT for the two muscles, APB was chosen as target muscle for
subsequent analysis, otherwise the muscle with lower RMT was
chosen. The RMT threshold criterion was selected to increase the
probability of inducing corticospinal plasticity [11], and to ensure
that the TMS stimulator would be capable of generating the rTMS
protocol at the required intensity of 80% RMT (the highest intensity
at which triple pulses could be generated by the stimulator at
100 Hz was 48% of maximum output). (ii) Stimulus intensity
necessary to evoke MEP of 1 mV in peak-to-peak amplitude (SI1mV)
�130% of RMT. MEPs of 1 mV amplitude typically occur in the steep
part of the sigmoid response curve, where the sensitivity to detect
changes in corticospinal excitability is highest [32]. (iii) Single peak
in the alpha band (8-12 Hz) > 25% of total power in the CSD power
spectrum of the C3 EEG signal overlying the left sensorimotor
cortex with the subject at rest and eyes open (Supplementary
Fig. 3a). This criterion ensured that the oscillation amplitude was
sufficiently large to enable our algorithm to estimate instantaneous
phase of the trigger signal with sufficient accuracy [33] (Fig. 4c,
Supplementary Fig. 3d). (iv) m-oscillatory activity present for >300
ms prior to the trigger in the averaged non-stimulated phase-
triggered epochs of the initial excitability session. This criterion

ensured that the triggers were locked to a physiological oscillation
rather than band-pass filtered noise [34] (Supplementary Fig. 3e).
16/17 of the excluded subjects failed on the CSD power spectrum
criterion, and 1/17 subject on the RMT criterion.

Experimental set-up. We constructed an EEG-TMS set-up that
utilized an online output copy of the EEG signal, analyzed in real-
time, to trigger TMS pulses depending on the instantaneous oscil-
latory phase of the recorded EEG signal (Fig. 1, Supplementary
Figs. 1-2). An air-cooled TMS coil (Magstim 70 mm Double Air
Film Coil, Magstim Ltd, UK) and a high-frequency magnetic stim-
ulator (Magstim Super Rapid Plus, Magstim Ltd, UK) were used to
deliver biphasic single cosine cycle pulses with 400 ms period. The
coil was oriented such that the second phase of the biphasic pulse
induced an electrical field in the brain from lateral-posterior to
medial-anterior, i.e., orthogonal to the central sulcus. This current
orientation is considered highly effective in trans-synaptically
activating the corticospinal neurons [35]. The magnetic stimulator
was triggered through an external TTL pulse delivered by the real-
time digital signal processing system through the Magstim Stimu-
lator Interface Module. Stimulus intensity was set manually. The
stimulator touch screen UI was used to configure the stimulator to
either deliver upon triggering a single pulse (for measurement of
corticospinal excitability indexed by MEP amplitude) or a train of 3
pulses with an inter-pulse-interval of 10 ms (100 Hz, for induction
of corticospinal plasticity).

An individually MRI-guided stereoscopic neuronavigation sys-
tem (Localite GmbH, Sankt Augustin, Germany) was used for
maintaining a constant position of the TMS coil in 3D-space relative
to the participant's head, for recording the position of the coil at
each TMS pulse, and for recording the position of each EEG elec-
trode relative to the head. Excellent consistency of TMS coil location
and orientation across experimental sessions of each subject was
demonstrated post-hoc by intra-class correlations of spatial co-
ordinates and coil angles of �0.96 for each degree of freedom.

MEP in relaxed right hand muscles were elicited by TMS of the
hand representation of the left M1 and recorded through bipolar
EMG adhesive hydrogel electrodes (Kendall, Covidien) over the APB
and the FDI muscle in a bipolar belly-tendon montage (5 kHz
sampling rate, 0.16 Hz - 1.25 kHz bandpass filter). The motor “hot-
spot”was identified as the coil position and orientation resulting, at
a slightly suprathreshold stimulation intensity, in maximum MEP
amplitudes [35]. The corresponding coil coordinates were stored
using the neuronavigation software, in order to retrieve them in the
subsequent experimental sessions. RMT was defined as the mini-
mum stimulation intensity necessary to elicit MEPs >50 mV, andwas
determined to the nearest 1% of maximum stimulator output using
the standard relative frequency method [35].

Scalp EEG was recorded from a 64-channel TMS compatible Ag/
AgCl sintered ring electrode cap (EasyCap GmbH, Germany) in the
International 10-20 system arrangement. A 24-bit 80-channel
biosignal amplifier was used for EEG and EMG recordings (Neu-
rOne Teslawith Analog Out Option, Bittium Biosignals Ltd. Finland),
data was acquired in AC mode with a head-stage sample rate of
80 kHz for subsequent analysis. The analog output option of the
amplifier was configured to recreate from the digital data a filtered
and amplified parallel analog signal (5 kHz sampling rate per
channel, 0.16 Hze1.25 kHz bandpass filter) from a user-selectable
subset of 16 amplifier channels covering left sensorimotor cortex.
Out of this subset, a configuration of EEG sensors centered on C3
surrounded by FC3, C1, CP3 and C5 was analyzed by the real-time
system. The analog output stage consisted of a 16-bit digital-to-
analog converter (DAC) system with a 10-kHz frequency and a
signal conditioning stage to produce a low-pass filtered (500 Hz
cut-off frequency, 24 dB/octave) scaled signal in the ±5 V range,
resolving sensor data at 0.1 mV. The analog-to-digital conversion
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(ADC), digital filtering, DAC stage, and signal conditioning stage
resulted in a constant latency of 3 ms between the signal at the EEG
sensor and the signal at the analog output.

Real-time digital signal processing. Running in parallel to the
wide-bandwidth 24-bit resolution 5 kHz recording and archiving of
the raw EEG data, a real-time data acquisition, digital processing
and TMS stimulator control systemwas implemented as a Simulink
Real-Time model (Mathworks Ltd, USA, R2015a) executed on a
dedicated xPC Target PC running the Simulink Real-Time operating
system (DFI-ACP CL630-CRM mainboard). Biosignal data was ac-
quired from the 16 channels of the analog output of the NeurOne
amplifier through a compatible data acquisition card (UEI PD2-MF-
64-500/16 L, United Electronic Instruments, USA) at a sample rate
of 2 kHz, range of ±5 V and resolution of 16 bit. The same card was
also used to generate digital TTL output signals to trigger the TMS
stimulator. Additional 8-bit synchronization signals were gener-
ated through the parallel port of the real-time PC, and both the
stimulator trigger signals and the 8-bit triggers were acquired by
the EEG amplifier and archived alongside the EEG/EMG data for
subsequent analysis and sorting of epochs.

A multi-rate real-time model was programmed to process
sliding windows of data at a fixed fundamental sample time step
size of 0.5 ms. The sliding window was configured to have a length
of 1000 samples (500 ms). The real-time system could be config-
ured to trigger TMS pulses in a pre-determined sequence or, in
accordance with EEG power and phase of the acquired analog EEG
signal, at either the EEG positive or negative peak of the m-rhythm
as determined by the spatially filtered C3 electrode EEG signal. The
parameters and execution of the real-time system were asynchro-
nously controlled from a standard PC runningMicrosoftWindows 8
and Mathworks Matlab R2015a through an Ethernet connection.
The sequence and timing of experimental blocks (Fig. 2) were
controlled from a separate room through a customized automatic
script in order to maintain consistency between experimental
sessions and to keep the experimenter and subjects blinded to the
stimulation condition.

Real-time m-phase dependent brain stimulation. To isolate
local sensorimotor m-oscillations from signal contamination by
volume conduction and interference from other sources of alpha
oscillations, an orthogonal source derivation [33] was performed
over a 500 ms sliding window: The mean was removed from each
channel and a 5-point “sum-of-difference” operator centered on
the C3 EEG electrode and the four nearest neighbors (C1, C5, FC3,
CP3) was computed by the real-time system at a rate of 500 Hz. The
resulting Hjorth-C3 signal was used for subsequent estimation of
power and phase (Supplementary Fig. 1a). In order to estimate
instantaneous phase at the edge of the sliding window (“time
zero”), an autoregressive forward prediction method of the Hjorth-
C3 signal was implemented [36]. Specifically, the sliding window
was zero-phase forward and backward filtered (FIR 8-12 Hz
bandpass filter, Supplementary Fig. 1b), trimmed by 64 ms seg-
ments on both ends to reduce edge effects, and the remaining 372
ms signal segment was used to generate the coefficients for an
autoregressive forward prediction model (Yule-Walker, order 30),
which served to iteratively compute a forecast 128 ms into the
future, ±64 ms around “time zero” (Supplementary Fig. 1c).
Instantaneous phase was estimated by calculating the analytic
signal from the 128 ms window using a fast Fourier transform
(FFT)-based Hilbert transform (Supplementary Fig. 1d). Simulta-
neously, the power spectrum of the Hjorth-C3 signal was calculated
from the entire sliding window using an autoregressive Yule-
Walker model with order 200 to optimize spectral resolution in
the alpha (8-12 Hz) frequency band [37]. A digital output (TTL)
signal was generated to trigger the magnetic stimulator when the
Hilbert transform crossed the target phase and a predetermined m-
power threshold was also exceeded (Supplementary Figs. 1-2).

The phase prediction algorithmwas highly accurate on average,
but it had a standard deviation of 54� over all trials (Fig. 4c). This
variability is explained by the employed approach of forward-
predicting a bandpass filtered signal that required a trade-off be-
tween the efficacy of the filter and the length of the prediction
interval: A higher order FIR filter (covering more than 2 cycles,

Fig. 1. m-oscillation phase-triggered brain stimulation apparatus. (a) Scalp EEG raw data derived from a 5-point sum-of-difference operation centered on the C3 EEG electrode
(Hjorth-C3) over left sensorimotor cortex is streamed to a real-time system with 3 ms latency where the processing algorithm is computed at a rate of 500 Hz. (b) A 500 ms sliding
window of data is 8e12 Hz bandpass filtered forward and backward and edge artefacts (shaded) are removed. (c) Coefficients for an autoregressive model are calculated from the
filtered data. (d) The signal is forward predicted (red trace), phase is estimated at time zero (t ¼ 0) using a Hilbert transform and the TMS stimulator is triggered when a pre-set
phase condition is met. (e) TMS of the hand area of left primary motor cortex produces a MEP in right hand muscles recorded with surface EMG. (f) Recovery of the m-oscillation
~300 ms after the TMS pulse. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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i.e. 200 at a sample rate of 1 kHz) isolates the m-rhythm more
accurately, but would also delay the signal longer (here, 100 ms) -
any prediction error would then be amplified with the length of the
delay that needs to be bridged and the prediction fails completely
when the rhythm is not stable. A lower order filter (<100 at a
sample rate of 1 kHz) enables faster adaptation to physiological slip
of phase progression but does not remove frequencies outside of
the pass band as effectively resulting in a noisy signal that doesn't
oscillate symmetrically around zero. The parameters chosen for this
study (two-pass FIR filter with order 128) worked satisfactory for
subjects whose m-(8-12 Hz) spectral component exceeded 25% of
total power.

Experimental sessions. The initial session (excitability experi-
ment) of the Main Experiment investigated the relationship of
sensorimotor m-rhythm phase and corticospinal excitability
(Fig. 2a): At the beginning 5 min of resting-state EEG (eyes open,
subjects instructed to relax and fixate a cross at eye level 1 m in
front of them) were obtained. Thereafter, 4 trigger conditions (~150
trials each) were tested in randomized order with a minimum
inter-trial interval of 2 s and a total of 600 trials. A trigger was

generated either by the Hjorth-C3 positive or negative peak, and
either resulted (stimulated trials) or did not result in a TMS pulse
(non-stimulated trials). Non-stimulated trials without a stimulus
artefact were used to determine the actual phase at the time at of
the trigger and hence the accuracy of the real-time system (Fig. 4c).
The non-stimulated trials were also voxel-wise correlated with
source level activity to determine the anatomical origin of the
Hjorth-C3 signal (Fig. 4a) and to provide CSD topographical plots
(Fig. 4b) to demonstrate that the positive and negative peak of the
EEG signal used for TMS-triggering were localized over left senso-
rimotor cortex. The stimulated trials provided the corticospinal
excitability data for the Hjorth-C3 positive and negative peak
conditions. Stimulation intensity was SI1mV.

The subsequent sessions (plasticity experiments) investigated
the effects of sensorimotor m-rhythm phase on rTMS-induced
plasticity (Fig. 2b). 200 triple pulses (3 pulses at 100 Hz) [14]
with stimulus intensity of 80% RMT and minimum interval be-
tween triplets of 0.75 s were applied to the hand area of the left M1
for corticospinal plasticity induction. While 100 Hz quadruplets
were used in the experiments in rat hippocampus [14], which

Fig. 2. Sessions in the Main Experiment and Control Experiments 1 and 2. (a) The first session (“excitability experiment”) assessed the effect of instantaneous phase of left
sensorimotor m-rhythm on corticospinal excitability in 4 randomized epoch conditions (~150 trials each): triggering (indicated by vertical dashed lines) and stimulating (indicated
by yellow arrows), or triggering and non-stimulating on Hjorth-C3 EEG positive (þ) or negative (-) peaks (600 trials in total; duration, ~20 min). The stimulated trials provided the
corticospinal excitability data, quantified as peak-to-peak MEP amplitude from a right-hand muscle, while the triggered but non-stimulated trials enabled testing of phase-accuracy.
(b) The subsequent sessions (“plasticity experiments”) tested the cumulative effects of different phase-specific rTMS interventions. Stimulation intensity was 80% of resting motor
threshold, 200 triplets (3 pulses at 100 Hz) were applied, and mean duration ±1 s.d. was 192 ± 25 s (i.e., the mean triplet repetition rate ±1 s.d. was 1.01 ± 0.12 Hz). Corticospinal
plasticity was tested by comparing MEP amplitudes in blocks of 100 single-pulse TMS trials 0, 15 and 30 min post-rTMS with those pre-rTMS (baseline 1 and baseline 2). Stimulus
intensity was set prior to each session to elicit MEPs ~1 mV peak-to-peak amplitude, and this intensity was used throughout the experimental session. In the two sessions of the
Main Experiment, TMS of the M1 was triggered by the Hjorth-C3 derived sensorimotor m-rhythm either at the positive peak (Hjorth-C3 þ) or the negative peak (Hjorth-C3 -). In
Control Experiment 1 (two sessions), TMS of M1 was triggered by the Hjorth-Oz derived positive (Hjorth-Oz þ) or negative peak (Hjorth-Oz -) of the occipital alpha-rhythm, to test
topographical specificity of differential corticospinal plasticity induced by Hjorth-C3 triggered rTMS in the Main Experiment. In Control Experiment 2 (two sessions), replay of the
identical rTMS sequences as in the Main Experiment (Replay þ, Replay -) was applied, i.e. irrespective of power and phase of the ongoing m-rhythm, to test the critical role of
instantaneous brain state for corticospinal plasticity induction in the Main Experiment. All 12 subjects participated in the Main Experiment, and 11 and 8 of them in Control
Experiments 1 and 2, respectively. For a given participant, the interval between consecutive sessions was �3 d, and the order of sessions was pseudo-randomized (with replay
sessions always following Main Experiment sessions). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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covered on average 22.5% of the hippocampal 7.5 Hz theta oscilla-
tion cycle, we used triplets in order to cover a similar amount of the
~10 Hz sensorimotor m-oscillation cycle. The triple pulses were

triggered by a combined criterion of m-phase and power threshold.
The phase condition was set, depending on the experimental ses-
sion, to always trigger the first pulse of the triplets either at the

Fig. 3. Sessions in Control Experiment 3. (a) The first session assessed the effect of instantaneous phase of left sensorimotor m-rhythm on corticospinal excitability in 3 randomly
interleaved Hjorth-C3 triggered phase conditions: positive peak, negative peak, and random phase (100 trials per condition). A separate measurement with the identical set-up and
the coil in place but the stimulator trigger cable unplugged was performed to obtain triggered non-stimulated trials for post-hoc assessment of phase-accuracy. (b) Subsequently,
three plasticity sessions were performed in randomized order, �3 days apart from each other, to assess the cumulative effects of 200 rTMS triplets (3 pulses at 100 Hz; stimulus
intensity 80% RMT) triggered by Hjorth-C3 positive peak, negative peak, or random phase. The mean duration ±1 s.d. was 194 ± 16 s, (i.e., the mean triplet repetition rate ±1 s.d. was
1.04 ± 0.08 Hz). Corticospinal plasticity was tested by comparing MEP amplitudes in blocks of 100 single-pulse TMS trials at 0, 15 and 30 min post-rTMS with those pre-rTMS
(baseline 1 and baseline 2). Stimulus intensity for MEP amplitude testing was set at 120% RMT and this intensity was used throughout the experimental sessions.

Fig. 4. Corticospinal excitability depends on the instantaneous phase of local sensorimotor m-rhythm. (a) Group average (n ¼ 12) voxel-wise correlation of source activity with
Hjorth-C3 EEG signal for triggered non-stimulated positive and negative peak conditions, correlation coefficient (range, 0-1) indicated by the color bar. (b) Mean current source
density (CSD) plots of the triggered non-stimulated positive and negative peak conditions, amplitudes (in mV/m2) indicated by the color bar. (c) Distribution of actual phase angle at
the time of the trigger of triggered non-stimulated trials of all subjects. Phase angles are binned (width, 22.5�) and frequencies are indicated (inner ring ¼ 10%, outer ring ¼ 20%). (d)
Mean ± 1 s.d. of raw sensorimotor Hjorth-C3 EEG signal preceding TMS in the positive and negative peak condition, stimulus artefact shaded grey at right. (e) Mean (n ¼ 12) ±1 s.d.
MEP amplitudes, evoked by TMS at Hjorth-C3 positive peak (red) vs. negative peak (blue), normalized to the individual mean, **p ¼ 0.001 (two-tailed paired t-test). (f) Individual
data showing larger MEP amplitude (in mV, logarithmic scale) at the Hjorth-C3 negative peak in all but one subject (dashed line). (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)
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Hjorth-C3 positive peak or negative peak of the ongoing m-rhythm.
The m-power threshold was set manually before the beginning of
the rTMS-intervention and was, if necessary, adjusted during the
intervention to result in an interval between triplets ranging be-
tween 0.8 and 1.5 s, and a total duration of the plasticity induction
protocol of 160e300 s (Supplementary Fig. 10). In the Main
Experiment, mean (±1 s.d.) m-power threshold was 0.48 ± 0.17 mV2

in the positive peak condition vs. 0.45 ± 0.15 mV2 in the Hjorth-C3
negative peak condition (t11 ¼ 0.82, p ¼ 0.43, two-tailed paired t-
test), and in Control Experiment 1: 0.57 ± 0.28 mV2 in the positive
peak condition vs. 0.55 ± 0.26 mV2 in the Hjorth-Oz negative peak
condition (t10 ¼ 0.82, p ¼ 0.43, two-tailed paired t-test).

Corticospinal plasticity was assessed by change in MEP ampli-
tude in 3 blocks of 100 single-pulse TMS trials (inter-trial interval
5 ± 0.5 s) post-rTMS (0, 15 and 30 min post-rTMS) vs. 2 blocks pre-
rTMS (baselines 1 and 2) (Fig. 2b). Single-pulse TMS for MEP
amplitude assessment was applied without EEG information on the
ongoing m-rhythm. The two baseline blocks were obtained to
demonstrate stability of the MEP measurements. The stimulator
intensity for MEP measurements was kept constant at SI1mV
throughout the experiment, as determined at the beginning of the
experimental session. RTMS-induced changes in MEP amplitude
could imply mechanisms at cortical, subcortical or even spinal
level, but spinal excitability tested by H-reflexes or F waves
consistently remained unchanged after various rTMS protocols in
previous studies (for review [31]). This suggests that the rTMS-
induced changes in MEP amplitude in the present experiments
most likely originated at the level of motor cortex. However, we
deliberately use the term “corticospinal plasticity” to not exclude
the remote possibility of a contribution by spinal mechanisms.

In addition, the following control conditions were tested
(Fig. 2b): In Control Experiment 1, rTMS over the hand area of the
left M1 was triggered by the positive peak vs. negative peak of the
sensor level Hjorth spatial filter centered on electrode Oz with POz,
O2, Iz and O1 as nearest neighbors (Hjorth-Oz), i.e., the alpha-
oscillations over visual cortex. The occipital alpha-power
expressed in the CSD power spectrum of the signal from the Oz
electrode at rest was >25% in each of the included participants
(mean ± 1 s.d. 47 ± 12%, range: 26%-67%). In Control Experiment 2,
the identical rTMS sequences delivered in a given participant in the
Main Experiment were replayed in the same participant, irre-
spective of instantaneous power and phase of the m-rhythm. Con-
trol Experiment 1 tested the critical role of utilizing real-time EEG
information from the local sensorimotor m-rhythm for corticospinal
plasticity induction in the Main Experiment. Control Experiment 2
provided essential information on the necessity of synchronizing
rTMS with power and phase of the ongoing m-rhythm for cortico-
spinal plasticity induction in the Main Experiment. All 12 subjects
participated in the main experiment, and 11 and 8 of them in
Control Experiments 1 and 2, respectively. In a given participant,
the interval between consecutive sessions was �3 d, the order of
sessions was pseudo-randomized (with the replay conditions al-
ways following Main Experiment conditions), and sessions in a
given participant were run always on the same time of day to avoid
diurnal fluctuations in TMS-induced plasticity [38].

Data analysis and statistics. EMG and EEG data reprocessing
was performed using the Fieldtrip open source toolbox [39], and
customized analysis scripts on MATLAB® (Mathworks Ltd, USA,
R2015a). EMG signals were zero-phase bandpass filtered
(20-500 Hz) with a 3rd order Butterworth filter and an additional
3rd order zero-phase Butterworth notch filter (49-51 Hz) to reduce
power line noise. Trials contaminated by involuntary muscle
contraction in the 500ms period prior to the TMS pulse (6.4% of the
total) were discarded since pre-innervation increases MEP ampli-
tude [1]. Single-trial peak-to-peak MEP amplitudes were

automatically determined in the retained trials within 20e40 ms
after the TMS pulse. Statistical analyses were performed with IBM®

SPSS® Statistics v.23. In the excitability experiment, the effect of m-
oscillation phase (Hjorth-C3 positive vs. negative peak) on MEP
amplitude was tested using a two-tailed paired t-test. In the plas-
ticity experiments, rmANOVAs were run on the ln-transformed
baseline MEP amplitude data to demonstrate that there was no
effect of Time (baseline 1 vs. baseline 2), Phase (positive vs. nega-
tive peak) or the interaction between Time and Phase. Since this
was not the case (all p > 0.05), MEP amplitudes were averaged
across baseline 1 and 2 for each individual experimental session,
and post-rTMS MEP amplitudes (0, 15 and 30 min post-rTMS) were
normalized to this average baseline. Then, three rmANOVAs with
thewithin-subject effects of Time (0, 15 and 30min post-rTMS) and
Phase (Main Experiment: Hjorth-C3 positive peak vs. negative
peak; Control Experiment 1: Hjorth-Oz positive peak vs. negative
peak; Control Experiment 2: replay of Hjorth-C3 positive peak vs.
negative peak) were performed on the normalized to average
baseline MEP amplitudes. Mauchly's test was used to test for
sphericity in all rmANOVAs, and the Greenhouse-Geisser correction
was applied whenever sphericity was violated. Post-hoc paired
two-tailed t-tests were applied in case of a significantmain effect or
interaction. For all tests, normal data distribution was verified by
the Shapiro-Wilk test, and the significance level was p < 0.05.

Manual artefact rejection was performed in the stimulated and
non-stimulated EEG trials (see above, excitability experiment).
Epochs with artefacts in one or more channels were discarded.
Single channels with artefact contamination in the majority of
epochs were removed. A FastICA decomposition [40] was then
applied. The resulting ICA components were visually inspected for
topography, averaged time course and single trial time course.
Components representing eye blinking, eye movements, and
heartbeat were removed. After ICA cleaning, removed channels
were spline-interpolated using the signals of the neighboring
channels. EEG signals were re-referenced to an average-reference
montage.

EEG source localization. Anatomical, T1-weighted MR images
were acquired from all subjects with a Siemens Magnetom Prisma
3 T (voxel size ¼ 1.0 � 1.0 � 1.0 mm; FoV read ¼ 250, FoV phase
93.8%, TR 2300 ms, TE¼ 4.18 ms, FA ¼ 9.0�). The anatomical images
were pre-processed with SPM [41]: the coordinate system of the
MR image was realigned to the Montreal Neurological Institute
coordinate system (MNI) and a correction for magnetic field in-
homogeneities was applied. Segmentation of the anatomical image
was performed for five different tissue types: skull, scalp, cere-
brospinal fluid, grey and white matter. A Finite Element Model
(FEM) of the head was created by means of a geometrical
description based on hexahedrons and assigning the following
respective conductivity values to the segmented tissues: 0.01 S/m,
0.43 S/m, 1.79 S/m, 0.33 S/m, 0.14 S/m [42]. A standard grid with
6 mm spatial resolution was linearly warped to the single subject
head model for the dipole locations in the brain source space.
Finally, the EEG electrode positions digitized by the neuro-
navigation system were used for an accurate lead fields computa-
tion. A Linear Constrained Minimum Variance (LCMV) Beamformer
[43] was then used to estimate the strength of neuronal activity at a
particular spatial source location. Time-courses of each dipole in
the grid were estimated in the 3 orthogonal directions. Then, the
dipole moments were projected in the strongest direction, result-
ing in a single signal for each dipole in the grid.

Control experiment 3 (validation experiment)

Background. Control Experiment 3 was designed to validate,
generalize and extend the results of theMain Experiment. Themain
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difference was the incorporation of an additional random phase
trigger control condition that used the same 8-12 Hz power
threshold criterion as the phase triggered conditions but instead of
requiring a positive or negative peak phase detection event to
occur, the stimulator was automatically triggered after a uniformly
random delay between 0 and 100ms. The random phase condition
differed from the two phase triggered conditions only in the dis-
tribution of phase angles (cf. Fig. 9b-c, Fig. 10a), but not in the pre-
stimulus spectral power (Supplementary Fig. 6) or in the inter-
trigger interval (Supplementary Fig. 10), and was included to pro-
vide a reference condition for any phase-specific effects. In all other
regards, the Control Experiment 3 was substantially similar to the
Main Experiment, differing only in the following methodological
details.

Subjects. We performed a power analysis based on the data
obtained in the Main Experiment (means and standard deviations
in the Hjorth-C3 positive vs. negative peak conditions) to estimate
the required sample size for Control Experiment 3. On a planned
level of alpha of p ¼ 0.025 (for a two-tailed t-test) and power (1-b)
of >90% this resulted in a minimum of n ¼ 9 subjects. To have a
safety margin, we decided to include n ¼ 11 subjects. We had to
screen 30 additional right-handed healthy volunteers under the
same study protocol, all without prior experience of TMS, and
without a history of neurological or psychiatric disease, to identify
11 subjects (9 female, 2 male, mean age ±1 s.d. 25.4 ± 3.7 years; age
range, 21-32 years; Edinburgh Handedness Inventory laterality
score, 91 ± 13) that fulfilled the following pre-established inclusion
criteria: (i) RMT �67.5% of maximum stimulator output. This in-
tensity was chosen such that 80% RMT matched the maximum
intensity at which the stimulator used in Control Experiment 3 was
capable of generating 100 Hz rTMS pulses (54%). (ii) Spectral power
in the alpha band (8-12 Hz) > 25% of total power in the CSD power
spectrum of the C3 EEG signal with the subject at rest and eyes
open (Supplementary Fig. 5a). (iii) A stable m-oscillation for >300
ms in the average pre-stimulus EEG signal of the non-stimulated
trials. 17/19 of the excluded subjects failed on the CSD power cri-
terion, and 2/19 subjects on the RMT criterion.

Experimental set-up. A different stimulation set-up was used,
consisting of a passively cooled TMS double coil (PMD70-pCool,
70 mm winding diameter, MAG & More, Germany) and a high-
frequency magnetic stimulator (Research 100, MAG & More, Ger-
many) customized to enable external triggering at up to 100 Hz and
configured to deliver biphasic single cosine cycle pulses with 160 ms
period in the same polarity and orientation configuration as in the
Main Experiment. Each TMS pulse was individually triggered
through an external TTL trigger input from the real-time system. For
MEP amplitude testing, stimulus intensity was set manually to 120%
RMT. The same stereoscopic neuronavigation system (Localite
GmbH, Germany) was used as in the Main Experiment, however, in
MR-less mode, registering the subject's head to a standard Montreal
Neurological Institute (MNI) brain anatomical dataset. Online EEG
data acquired from a 64 channel EEG cap (Easycap GmbH, Ger-
many), with a custom layout based on the 10-20 system but with a
higher electrode density over sensorimotor cortex, was streamed
from the EEG system (NeurOne, Bittium Biosignals Ltd. Finland)
main unit to the real-time system using the real-time “Digital Out”
mode via UDP network protocol at a consistent rate of 1 data packet
per millisecond. The original signal was then immediately available
for real-time processing without degradation from passing through
the analog intermediate stage used in the Main Experiment and the
“Digital Out” mode also enabled use of the EEG amplifier in DC
mode, which was chosen for Control Experiment 3 (5 kHz sampling
rate, 1.25 kHz low-pass anti-aliasing filter).

Real-time digital signal processing. The real-time system was
the same as used in the Main Experiment but to accept digital EEG
data through a UDP connection at a rate of one packet per ms. Each
packet contained 5 samples per channel which were down-
sampled by averaging for subsequent real-time analysis at a tem-
poral resolution of 1 ms. All 64 EEG channels were available to the
real-time algorithm, a subset of 5 channels were used by the trigger
algorithm.

Real-time m-phase dependent brain stimulation. Local
sensorimotor m-rhythm was isolated using a Hjorth Laplacian
orthogonal source derivation montage similar to the Main Exper-
iment. However, instead of using the nearest neighboring elec-
trodes surrounding C3, a slightly wider “diamond” shaped Hjorth-
Laplace montage was chosen, with C3 at the center and CP1, CP5,
FC1, and FC5 in the surrounding locations. The diamond shape was
used to increase the size of the filter so that an off-center EEG
source of the m-rhythm could still be captured by the filter. The
following changes were made to the phase detection algorithm as
compared to the Main Experiment: (i) The sliding window used for
phase detection was shortened to 400 ms to better cope with non-
stationarity of the endogenous m-rhythm. (ii) The band-pass filter
stage was modified to only filter the signal in the forward direc-
tion, the resulting signal delay was then compensated in the
autoregressive forecasting stage. (iii) The spectral power estima-
tion algorithm was modified to use a Hann-windowed FFT over a
longer time-window of 1024 ms of data with the threshold crite-
rion being the difference in power between the alpha spectrum (8-
12 Hz) relative to the average power across the 1-100 Hz range in
units of dB, configurable by the experimenter during the experi-
ment. Mean (±1 s.d.) pre-EEG-triggered m-power on Hjorth-C3 was
1.86 ± 1.52 mV2 in the positive peak condition, 2.05 ± 2.41 mV2 in
the negative peak condition, and 1.80 ± 1.79 mV2 in the random
phase condition. These values were not different from each other
(rmANOVA, F2,20 ¼ 0.266, p ¼ 0.769). (iv) An automatic artefact
detection method was implemented to prevent a stimulus trigger
from being generated within 400 ms of the EEG signal exceeding a
set amplitude threshold of ±40 mV at any of the 5 Hjorth-Laplace
electrodes.

Experimental sessions. The same experimental sessions were
conducted as in the Main Experiment, with the following
changes: In the excitability experiment, the “random phase”
control trigger condition was randomly interleaved with the
“positive peak” and “negative peak” trigger conditions (Fig. 3a).
Non-stimulated real-time triggered epochs were collected in a
separate experimental block with the coil held in place over the
motor hotspot but the stimulator trigger cable unplugged. A
vacuum pillow (Vacuform, B. u.W. Schmidt GmbH, Germany) and
a fixation arm (Magic Arm, Lino Manfrotto þ Co. S. p.A. Italy)
were used to immobilize the head and maintain a fixed coil
position during the excitability experiment. In the plasticity
experiment, all conditions were triggered by the C3-Hjorth signal
over left sensorimotor cortex. In addition to the positive and
negative peak conditions (to replicate the key result from the
Main Experiment) a third random phase condition was included
as a reference control (Fig. 3b). The three conditions were per-
formed in separate sessions (�3 d apart for a given participant) in
a pseudo-randomized double-blind cross-over experimental
design with exactly the same test and intervention blocks as in
the Main Experiment. The coil was held in place manually during
the plasticity experiment. Neuronavigation was used for all ses-
sions to maintain coil position.

Data analysis and statistics. The exact same methods were
used as in Main Experiment.
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Results

Corticospinal excitability in main experiment

Phase-specific TMS of the m-rhythm was achieved by low-
latency acquisition of the filtered and amplified signal from the
EEG electrodes overlying the hand area of the left sensorimotor
cortex by a customized real-time signal-processing algorithm. Local
cortical activity was isolated by computing the orthogonal source
derivation by means of a 5-point central difference operator [33]
centered on EEG electrode C3 (Hjorth-C3) over left sensorimotor
cortex. A sliding windowof datawas zero-phase 8-12 Hz band-pass
filtered to isolate the m-rhythm. The signal was forward-predicted
using an autoregressive model to enable instantaneous phase to
be estimated at “time zero” [36], i.e., the time of the TMS trigger
decision (Fig. 1a-d and Supplementary Figs. 1-2). Spectral power
was simultaneously calculated within the sliding window in the
alpha-frequency band. A TMS pulse was triggered when a pre-
determined power threshold was met and a pre-specified phase
angle was simultaneously crossed. MEP amplitudes were measured
by surface EMG of right hand muscles (Fig. 1e).

Analysis of the Hjorth-C3 EEG signal of the triggered but non-
stimulated EEG epochs (cf. Methods and Fig. 2a) showed best cor-
relations with EEG activity at the source level in the hand knob area
of left primary motor cortex (M1), or the directly adjacent primary
somatosensory cortex in all subjects (Fig. 4a and Supplementary
Fig. 3b). This verifies that the Hjorth-C3 EEG signal that was used
for triggering single-pulse TMS in the excitability experiments, and
rTMS in the plasticity experiments, originated from primary
sensorimotor cortex. In addition, current source density (CSD) plots
of the EEG signal ±20 ms around the trigger in the non-stimulated
trials showed a localized positivity (negativity) over the stimulated
left M1 region in the positive (negative) Hjorth-C3 peak conditions
(Fig. 4b and Supplementary Fig. 3c), further corroborating topo-
graphical specificity of our EEG-TMS approach.

Post-hoc analysis of the real-time triggered non-stimulated EEG
epochs indicated accuracy of the real-time EEG-TMS system, with
mean ± 1 s.d. phases of 0�±53� and 181�±55� for the positive and
negative peak conditions, respectively (Fig. 4c and Supplementary
Fig. 3d). Phase accuracy was also assessed by the average raw
EEG signal preceding the TMS pulse in the stimulated positive and
negative peak conditions (Fig. 4d).

The MEP amplitude evoked in the Hjorth-C3 negative peak
condition was on average (±1 s.d.) 14.2 ± 11.2% larger (range, -5.9%
to 39.6%) than in the positive peak condition (p ¼ 0.001, two-tailed
paired t-test), indicating that corticospinal excitability varied with
m-rhythm phase (Fig. 2e-f). The effect size is comparable to the
alpha-phase dependent modulation of cell firing rate of about 17%
in monkey M1 [16].

The magnitude of this effect correlated with measures of
“methodological efficacy”, indexed by the distance between TMS
coil center position (overlyingM1 hand area) and sensorimotor EEG
electrode C3 (Fig. 5a), and correlation between the sensor level
Hjorth-C3 signal and source activity at the stimulation site in M1
(Fig. 5b). These correlations strongly support the view that corti-
cospinal excitability variation with phase depends specifically on
the m-oscillation originating at the site of stimulation.

Topographical specificity was tested further by dividing subjects
into two groups (focal vs. broad Hjorth-Oz, n ¼ 6 each,
Supplementary Fig. 7a) based on analysis of their resting-state EEG
(for methodological details, see legend of Supplementary Fig. 7),
and a concern (cf. Fig. 7b) that EEG from occipital alpha-oscillations
may have contaminated the Hjorth-C3 EEG signal. RmANOVA of the
excitability data confirmed the significant effect of Phase
(F1,10 ¼ 17.80, p ¼ 0.002), but did not reveal effects of Hjorth-Oz

Group (F1,10 ¼ 0.05, p ¼ 0.82) or Hjorth-Oz Group � Phase inter-
action (F1,10 ¼ 0.18, p¼ 0.68) (Supplementary Fig. 7b). This suggests
that spread of occipital alpha-activity into the Hjorth-C3 EEG signal
was not critical for the observed difference of corticospinal excit-
ability between Hjorth-C3 positive vs. negative peaks of the m-
rhythm.

Pre-stimulus power of the m-rhythm did not affect MEP ampli-
tude in the Hjorth-C3 positive or negative peak conditions
(Supplementary Fig. 4). This is at variance with a decreasing cell
firing rate with increasing power of local alpha-oscillations in
monkey M1 [16], and an inverse correlation between m-power in
the resting-state EEG of the pre-TMS period and MEP amplitude in
humans [44e46]. This discrepancy may be explained by imple-
mentation of a m-power threshold (see Methods) to ensure high
accuracy of phase prediction, so that MEPs at low m-power were not
obtained. Further data that cover a larger m-power range are
required to clarify this issue. Furthermore, pre-stimulus power in
other frequency bands (delta <4 Hz, theta 4-7 Hz, beta 13-30 Hz,
and gamma 31-45 Hz) was also unrelated to MEP amplitude (group
data, all r2 < 0.002).

Corticospinal plasticity in main experiment

Mean pre-stimulus EEG signals indicated good accuracy, on
average, in the positive and negative peak conditions during the
rTMS intervention (Fig. 6a).

RmANOVA demonstrated significant effects of Phase (F1,11¼7.01,
p¼ 0.023) and the interaction of Phase and Time (F1.951,21.459¼ 3.92,
p ¼ 0.036), but not Time (F1.357,14.923 ¼ 0.08, p ¼ 0.93) on normal-
ized MEP amplitude (Fig. 6b). These effects were explained by
significantly larger MEP amplitudes in the Hjorth-C3 negative than
positive peak condition 15 and 30 min post-rTMS (p ¼ 0.024 and
p ¼ 0.005, respectively, two-tailed paired t-tests) (Fig. 6b-c).
Moreover, MEP amplitudes in the negative peak condition were
significantly increased 15 and 30 min post-rTMS compared to
average baseline (p ¼ 0.014 and p ¼ 0.010, respectively, two-tailed
paired t-tests) (Fig. 6b). In contrast, none of the post-rTMS MEP
amplitudes in the positive peak condition were significantly
different from average baseline (all p > 0.05, Fig. 6b-c). The time
courses of the raw and baseline-normalized individual MEP
amplitude data are shown in Supplementary Fig. 9a-b.

The absence of a significant difference of the mean inter-triplet-
intervals in the rTMS sequences in the Hjorth-C3 positive vs.
negative peak conditions (Supplementary Fig. 10a; p ¼ 0.47, two-
tailed paired t-test) strongly suggests that this differential plas-
ticity effect cannot be accounted for by differences in pulse train
stochastics of the rTMS sequence in the two conditions.

Moreover, pre-stimulus m-power was not different during rTMS
between Phase conditions (positive peak: 0.62 ± 0.38 mV2; negative
peak: 0.76 ± 0.42 mV2; p ¼ 0.25, two-tailed paired t-test), and pre-
stimulus m-power during rTMS did not predict the change in MEP
amplitude (positive peak: R2 ¼ 0.01, p ¼ 0.73; negative peak:
R2 < 0.001, p ¼ 0.98). These nil findings demonstrate that ongoing
m-power was not relevant for the differential MEP change in the
negative vs. positive peak conditions, nor for the magnitude of the
LTP-like MEP increase in the negative peak condition.

Topographical specificity was assessed by dividing subjects into
focal vs. broad Hjorth-Oz occipital alpha activity (see legend of
Supplementary Fig. 7 for details). RmANOVA of normalized MEP
amplitude confirmed the significant effect of Phase (F1,10 ¼ 6.60,
p¼ 0.028), but did not reveal effects of Time (F2,20 ¼ 0.10, p¼ 0.91),
Hjorth-Oz Group (F1,10 ¼ 0.15, p ¼ 0.70), Hjorth-Oz Group � Phase
interaction (F1,10 ¼ 0.87, p ¼ 0.37), or Hjorth-Oz Group x
Phase � Time interaction (F2,20 ¼ 0.28, p ¼ 0.97) (Supplementary
Fig. 7c), suggesting that possible spread of occipital alpha-activity
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into the Hjorth-C3 EEG signal was not critical for the observed
difference of corticospinal plasticity induced by rTMS triggered on
the Hjorth-C3 positive vs. negative peak of the m-rhythm.

Finally, we assessed if m-power was changed by the rTMS
intervention. RmANOVA of the average baseline-normalized pre-

stimulus m-power did not show effects of Phase (F1,11 ¼ 0.12,
p ¼ 0.74), Time (F2,22 ¼ 1.26, p ¼ 0.31), or the interaction of Phase
and Time (F2,22 ¼ 1.37, p ¼ 0.22, Supplementary Fig. 11a). It can be
concluded that, in contrast to corticospinal excitability measured
byMEP amplitude, power of the m-rhythmwas not altered by rTMS.

Fig. 5. Corticospinal excitability depends on local m-oscillatory phase. (a) Individual percentage difference of MEP amplitude between the Hjorth-C3 negative minus positive
peak condition normalized to the individual mean correlated inversely (r2 ¼ 0.68; p ¼ 0.002) with the distance between the C3 EEG electrode and the center of the TMS coil. One
outlier with distance >30 mm, where C3 was no longer the closest electrode to the center of the TMS coil, was excluded (marked red). (b) Individual difference of MEP amplitude
between Hjorth-C3 negative vs. positive peak conditions correlated directly (r2 ¼ 0.49; p ¼ 0.01) with the correlation between the Hjorth-C3 EEG sensor signal and the source-level
activity at the voxel within the 6-mm source grid closest to the site of stimulation in superficial layers of M1. Data were normally distributed. Linear regression fit (solid line) with
95% c. i. (dotted lines). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. j Efficacy of corticospinal plasticity depends on sensorimotor m-rhythm phase. (a) Mean (n ¼ 12) ±1 s.d. raw sensorimotor Hjorth-C3 EEG signal preceding rTMS in the
positive (red) and negative peak conditions (blue), stimulus artefact shaded grey at right. (b) Time course of mean (n ¼ 12) normalized to average baseline MEP amplitude ±1 s. e.m.
with rTMS (hashed bar, 200 � 100-Hz-triplets, intensity 80% of MEP threshold) triggered in separate sessions by the Hjorth-C3 positive peak (red triangles) or negative peak (blue
squares) of ongoing m-rhythm. *p < 0.05 effect of Phase in rmANOVA. #p < 0.05, ##p ¼ 0.01 difference of post-rTMS MEP amplitude compared to average baseline (two-tailed paired
t-tests). Mean ± 1 s.d. absolute MEP amplitudes at baseline (averages of baseline 1 and 2) were 0.93 ± 0.12 mV and 1.18 ± 0.15 mV for the negative peak and positive peak conditions,
respectively (values not different from each other, Wilcoxon signed-rank tests, p ¼ 0.27). (c) Individual normalized to average baseline MEP amplitudes (means of the post-rTMS 15-
and 30-min time points), with larger MEPs in the negative vs. positive peak condition in all but two subjects (dashed lines). (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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Control experiment 1

The pre-stimulus Hjorth-Oz EEG signal indicated accurate tar-
geting, on average, of the positive and negative peaks during rTMS
(Fig. 7a), while the pre-stimulus Hjorth-C3 EEG signal revealed
reversed phases of lower amplitude (Fig. 7b). This anti-correlation
may suggest contamination of the Hjorth-C3 EEG by occipital
alpha-oscillations.

RmANOVA showed a significant effect of Time (F3,30 ¼ 7.28,
p ¼ 0.001) but no effects of Phase (F1,10 ¼ 0.59, p ¼ 0.46), or the
interaction of Phase and Time (F3,30¼ 0.29, p¼ 0.83) on normalized
MEP amplitude (Fig. 7c). None of the post-rTMS MEP amplitudes in
the Hjorth-Oz positive or negative peak condition was different
from average baseline (all p > 0.05, two-tailed paired t-tests). The
distribution of inter-triplet-intervals was not different from the one
in the Main Experiment (Supplementary Fig. 10b; p ¼ 0.42, two-
tailed paired t-test).

Why MEP amplitude increased irrespective of Hjorth-Oz alpha-
rhythm phase can only be speculated upon. EEG-triggering was
power-thresholded, and high alpha-power is associated with a
state of low visual cortex excitability [47]. Paired-coil TMS experi-
ments revealed inhibitory effective connectivity between visual
cortex and M1 at rest and eyes open [48]. Therefore, it is possible
that Hjorth-Oz EEG-triggering at high occipital alpha-power was
coupled to a low-excitability state of visual cortex and, thus, a
disinhibited, i.e., high-excitability state of M1, independent of oc-
cipital alpha-phase.

The findings of Control Experiment 1 suggest that EEG-
triggering on endogenous oscillations originating from the same
neural network that is targeted by rTMS is critical for inducing
phase-dependent differential plasticity (see Main Experiment,
Fig. 6b-c). In other words, such a phase-dependent differential ef-
fect on plasticity is not found if oscillations originating from a
remote brain area (here, alpha-oscillations of visual cortex) are
used for EEG-triggering.

Pre-stimulus m-power was not different during rTMS between
Phase conditions (positive peak: 0.65 ± 0.47 mV2; negative peak:
0.77 ± 0.58 mV2; p ¼ 0.60, two-tailed paired t-test). Moreover,
rmANOVA did not reveal any effect of rTMS on pre-stimulus m-
power: Phase (F1,10 ¼ 0.11, p ¼ 0.75), Time (F1.139,11.39 ¼ 0.53,
p ¼ 0.52), Phase � Time interaction (F1.237,12.37 ¼ 0.01, p ¼ 0.99,
Supplementary Fig. 11b).

Control experiment 2

The average pre-stimulus Hjorth-C3 EEG signal was flat in both
replay conditions (Fig. 8a), verifying randomness of phase targeting
in this control experiment. RmANOVA did not reveal significant
effects of Phase (F1,7 ¼ 0.74, p ¼ 0.42), Time (F3,21 ¼ 0.38, p ¼ 0.77),
or the interaction of Phase and Time (F3,21 ¼0.63, p¼ 0.61) (Fig. 8b)
on normalized MEP amplitude.

These nil findings strongly suggest that consistent coupling of
rTMS to instantaneous phase of the sensorimotor m-alpha oscilla-
tion is essential for the differential plasticity effect obtained in the
Main Experiment (cf. Fig. 6b-c).

Pre-stimulus m-powerwas not different during rTMS between the
positive (0.57 ± 0.39 mV2) and negative peak replay conditions
(0.64 ± 0.48 mV2; p ¼ 0.79, two-tailed paired t-test). Moreover,
rmANOVAdid not reveal anyeffect of rTMS onpre-stimulusm-power:
Phase (F1,7¼3.09, p¼0.12), Time (F2,14¼0.65, p¼0.54), Phase� Time
interaction (F2,14 ¼ 0.06, p ¼ 0.94, Supplementary Fig. 11c).

Corticospinal excitability in control experiment 3

CSD plots of the EEG signal ±20 ms around the trigger in the
non-stimulated trials showed a localized positivity (negativity)
over the stimulated left M1 region in the positive (negative) Hjorth-
C3 peak conditions, and no clear potential in the random phase
condition (Fig. 9a), verifying spatial and conditional specificity of
the EEG-TMS approach in this experiment. Mean ± 1 s.d. phase

Fig. 7. Control Experiment 1. Mean (n ¼ 11) ±1 s.d. pre-stimulus raw Hjorth-Oz EEG signal in the positive peak (red) and negative peak (blue) conditions used to trigger rTMS of
M1 (a) and concurrent sensorimotor Hjorth-C3 EEG signal (b), stimulus artefact shaded grey at right. (c) Time course of mean (n ¼ 11) normalized to average baseline MEP
amplitude ±1 s. e.m. with rTMS of M1 (hashed bar, same protocol as in Main Experiment) triggered in separate sessions by the Hjorth-Oz positive peak (red triangles) or negative
peak (blue squares) of ongoing occipital alpha-oscillations. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)
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angles in the real-time triggered but non-stimulated trials were
5 ± 58� and 190 ± 58� in the positive and negative peak conditions,
respectively, and uniformly distributed phases in the random phase
condition (Fig. 9b). Also, the mean pre-stimulus EEG in the stimu-
lated trials indicated good accuracy, on average, in the positive and
negative peak conditions, while the flat signal in the random phase
condition verifies randomness of phases (Fig. 9c).

RmANOVA revealed a significant effect of Phase (F1.12,11.15 ¼ 7.99,
p ¼ 0.014) on normalized MEP amplitude. This was explained by
significant differences between the negative vs. positive peak
condition (t10¼ 2.99, p¼ 0.014) and positive peak vs. random phase
condition (t10 ¼ -3.86, p ¼ 0.003), while negative peak vs. random
phase condition were not different (t10 ¼ 1.79, p ¼ 0.10, all two-
sided paired t-tests) (Fig. 9d-e). MEP amplitude was on average
36.5 ± 41.8% (range, -6.3% - 143.6%) larger in the negative vs. pos-
itive peak condition, and on average 22.4 ± 19.3% (range, 3.9% -
61.1%) larger in the random phase vs. positive peak condition.

Pre-stimulus m-power did not affect MEP amplitude in the
positive peak, negative peak or random phase conditions
(Supplementary Fig. 6). Furthermore, pre-stimulus power in other
frequency bands (delta <4 Hz, theta 4-7 Hz, beta 13-30 Hz, and
gamma 31-45 Hz) was also unrelated to MEP amplitude (group
data, all r2 < 0.04).

Data replicate the findings from the Main Experiment that the
Hjorth-C3 negative peak condition reflects a high-excitability state
of the corticospinal system relative to the positive peak condition.
In addition, data indicate that excitability in the random phase
condition is intermediate between the Hjorth-C3 negative and
positive peak conditions. This is corroborated by an extended data
sample (n ¼ 22 subjects) in Supplementary Fig. 8.

The effect of m-phase on MEP amplitude was particularly strong
with small MEP amplitudes (cf. Figs. 4f and 9e). Regression analyses
over all participants of the Main Experiment and Control Experi-
ment 3 (n ¼ 22, after exclusion of one outlier) revealed an inverse
linear correlation between mean MEP amplitude (average of
negative and positive peak conditions) and MEP ratio (negative
peak/positive peak) with R2 ¼ 0.211, p ¼ 0.032. Inclusion of mean
MEP amplitude as a covariate in the comparison of MEP amplitudes
between the negative and positive peak conditions still showed a
significant effect of Phase (F1,20 ¼ 4.440, p ¼ 0.048). Altogether,
these findings indicate that large MEPs are less sensitive to the
modifying effect of m-phase than small MEPs, and that a significant
effect of m-phase on corticospinal excitability is preserved in the
present data set evenwhen MEP amplitude is taken into account as
a covariate.

Corticospinal plasticity in control experiment 3

The pre-stimulus EEG indicated good accuracy, on average, in
the positive and negative peak conditions during rTMS, and the flat
signal verified randomness of phases in the random phase condi-
tion (Fig. 10a).

RmANOVA showed a significant effect of Phase (F2,20 ¼ 5.54,
p¼ 0.012), but not Time (F2,20 ¼ 0.07, p¼ 0.93) or the interaction of
Phase and Time (F4,40 ¼ 0.35, p ¼ 0.84) on normalized MEP
amplitude (Fig. 8b). Post-hoc pairwise comparisons of Phase
showed significant differences for negative vs. positive EEG peak
(F1,10 ¼ 9.09, p ¼ 0.013) and for negative peak vs. random phase
(F1,10 ¼ 7.37, p ¼ 0.022) but not positive peak vs. random phase
(F1,10 ¼ -0.16, p ¼ 0.70) (Fig. 10b-d). Moreover, MEP amplitudes in

Fig. 8. Control Experiment 2. (a) Mean (n ¼ 8) ±1 s.d. pre-stimulus raw Hjorth-C3 EEG signal in the positive peak (red) and negative peak (blue) replay conditions, stimulus
artefact shaded grey at right. RTMS of M1 was replayed from the sequences in the Main Experiment, i.e., uncoupled from power and phase of ongoing m-rhythm. (b) Time course of
mean (n ¼ 8) normalized to average baseline MEP amplitude ±1 s. e.m. with rTMS of M1 (hashed bar, same protocol as in Main Experiment) applied in separate sessions in the
positive peak (red triangles) or negative peak (blue squares) replay conditions. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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the negative peak condition were significantly increased at 0, 15
and 30 min post-rTMS compared to average baseline (p ¼ 0.002,
p ¼ 0.003 and p ¼ 0.002, respectively, two-tailed paired t-tests)
(Fig. 10b), while post-rTMS MEP amplitudes in the positive peak
and random phase conditions were not different from average
baseline at any time point. The time courses of the individual raw
and baseline-normalized MEP amplitude data are shown in
Supplementary Fig. 9c-d.

Thus, Control Experiment 3 replicates the core finding of the
Main Experiment of differential corticospinal plasticity in the
Hjorth-C3 negative vs. positive peak conditions (Fig. 6b-c). In
addition, it demonstrates that LTP-like corticospinal plasticity as
observed in the negative peak condition does not occur in the
random phase condition. This is a critically important extension of
Control Experiment 2, because rTMS was triggered only when the
power-threshold was exceeded in Control Experiment 3, whereas
rTMS in the replay conditions of Control Experiment 2 was
uncoupled from phase and power. Findings of Control Experiment 3
indicate that stimulating at high m-power is not sufficient for
inducing LTP-like corticospinal plasticity, and that consistent
coupling of rTMS to the high-excitability state of the corticospinal
system (i.e., the Hjorth-C3 negative peak) is a necessary
requirement.

The temporal structure of the rTMS sequence was similar in the
three phase conditions (mean inter-triplet-interval ±1 s.d. positive
peak: 1.02 ± 0.08 s; negative peak: 0.97 ± 0.06 s; random phase:
0.92 ± 0.08 s; Supplementary Fig. 10c), even though rmANOVA
indicated a significant effect of Phase (F2,20 ¼ 5.71, p ¼ 0.011), and
post-hoc testing revealed a significant difference between positive

peak and random phase conditions (t10¼ 2.84, p¼ 0.017; two-sided
paired t-test). Crucially, the temporal structure of the rTMS
sequence in the negative peak condition did not differ from any of
the other two sequences and, therefore, the observed differential
plasticity (Fig. 10b) cannot be accounted for by differences in pulse
train stochastics between the rTMS sequences.

Pre-stimulus m-power was not different during rTMS between
the Phase conditions (rmANOVA: F2,20 ¼ 0.27, p ¼ 0.77; positive
peak: 1.86 ± 1.52 mV2; negative peak: 2.05 ± 2.41 mV2; random
phase condition: 1.80 ± 1.79 mV2), and pre-stimulus m-power during
rTMS did not predict the post-rTMS MEP changes (positive peak:
R2 ¼ 0.19, p ¼ 0.18; negative peak: R2 < 0.001, p ¼ 0.97; random
phase condition: R2 ¼ 0.24, p ¼ 0.13), confirming that m-power
during rTMS was not relevant for the LTP-like corticospinal plas-
ticity in the negative peak condition.

Similar to the Main Experiment, rmANOVA did not reveal any
effect of rTMS on pre-stimulus m-power: Phase (F2,20 ¼ 2.01,
p ¼ 0.16), Time (F2,20 ¼ 0.02, p ¼ 0.99), and Phase with Time
interaction (F4,40 ¼ 0.10, p ¼ 0.98, Supplementary Fig. 11d).

Discussion

We used here, for the first time, real-time millisecond-resolu-
tion brain-state dependent EEG-triggered TMS of human M1 to
demonstrate that corticospinal excitability is modulated by phase
of the ongoing sensorimotor m-rhythm: the Hjorth-C3 negative
peak of the m-rhythm represents a high-excitability state, while the
positive peak is a low-excitability state. Repeatedly stimulating at
the high-excitability state with 100 Hz TMS triplets resulted in a

Fig. 9. Corticospinal excitability depends on instantaneous phase of sensorimotor m-rhythm but not high m-power. (a) Mean (n ¼ 11) current source density (CSD) plots of the
positive peak, random phase and negative peak condition, amplitudes (in mV/m2) are indicated by the color bar. (b) Mean distribution of actual phase angle of triggered non-
stimulated trials of positive peak, random phase and negative peak condition. Phase angles are binned (width, 22.5�) and frequencies indicated (inner ring 10%, outer ring 20%
for positive and negative peak conditions; inner ring 7%, outer ring 10% for random phase condition). (c) Mean (n ¼ 11) ±1 s.d. raw sensorimotor Hjorth-C3 EEG signal preceding
TMS in the positive, random phase and negative peak conditions, stimulus artefact shaded grey at right. (d) Mean (n ¼ 11) ±1 s.d. MEP amplitude, evoked by TMS at Hjorth-C3
positive peak (red) vs. random phase (grey) vs. negative peak (blue) condition, normalized to the individual mean. *p < 0.05, **p < 0.005. (e) Individual data showing larger
MEP amplitude (in mV, logarithmic scale) in the negative peak vs. positive peak condition in all but two subjects (dashed lines). (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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LTP-like increase in corticospinal excitability, while no change
occurred if the same rTMS protocol was triggered at the low-
excitability state, or at random m-rhythm phase. Pooled analysis
across the Main Experiment and Control Experiment 3 revealed
that 21/23 (91.3%) subjects exhibited an LTP-like increase in the
Hjorth-C3 negative peak condition. This is a significantly larger
proportion than in recent studies that used “excitability-
enhancing” non-invasive brain stimulation protocols without EEG
information of ongoing brain state (range of LTP-responders, 52-
61%) [9,10]. The effect size of the LTP-like increase in the Hjorth-C3
negative peak over the positive peak condition (data pooled from
Main Experiment and Control Experiment 3) was large with
Cohen's d¼ 1.32 but not larger than in other studies that contrasted
two different rTMS protocols expected to result in LTP- vs. long-
term depression (LTD)-like corticospinal plasticity [49,50].

Howmay these effects be understood? Realistic modeling of the
TMS-induced electrical field suggests that TMS over the M1 hand
knob excites horizontal fibers in the upper cortical layers in the
crowns of the pre- and postcentral gyrus [51,52], leading to trans-
synaptic activation of the apical dendritic trees of pyramidal cells
[53]. Synchronized excitatory post-synaptic currents at the apical
dendrites of radially oriented pyramidal cells are the major gener-
ator of the negative deflections in the surface EEG [54]. These
radially oriented pyramidal cells are most likely located in dorsal
premotor and primary somatosensory cortex, and their excitation
by TMS consecutively leads to activation of corticospinal neurons in
M1 through dense direct cortico-cortical connections [55], as
indicated by intracortical microstimulation experiments in mon-
keys [53] and paired-coil TMS experiments in humans [56]. In
contrast, it is unlikely that the reported effects reflect m-phase
dependent excitability changes directly of corticospinal M1 neu-
rons, as these are located in the anterior wall of the central sulcus

[57], so that their horizontally oriented apical dendrite vs. soma
electrical dipoles remain largely undetected by Hjorth-C3 EEG.

Therefore, our corticospinal excitability data (Fig. 4e-f, Fig. 9d-e
and Supplementary Fig. 8) are best explained by the supposition
that a TMS pulse applied during the Hjorth-C3 derived negative
peak of the m-rhythm reaches the dendritic trees of pyramidal cells
in dorsal premotor cortex or primary somatosensory cortex at a
timewhen they already receive predominating excitatory input and
are closer to firing threshold, leading to a higher fraction of them
being recruited by the TMS pulse.

Very likely, the same mechanism also explains the critical
dependence of LTP-like corticospinal plasticity on consistent
stimulationwith rTMS bursts during the high-excitability state (i.e.,
the Hjorth-C3 negative peak of the m-rhythm): In vitro experiments
point to dendritic membrane potentials as a pivotal determinant of
the magnitude and direction of synaptic plasticity, where pairing of
synaptic stimulation with an intracellular depolarization results in
LTP, while pairing with hyperpolarization leads to LTD [58,59].

Linear and non-linear regression analyses to test for correlations
between corticospinal excitability and rTMS-induced corticospinal
plasticity differences between negative and positive peak did not
reveal any significant relation in the Main Experiment or Control
Experiment 3 (all p > 0.20). This may suggest that there is no such
relation, that the relation is highly non-linear, as suggested by LTP/
LTD experiments in rat visual cortex [58], or that inter-session
variability has obscured such a relationship as excitability and
plasticity measurements were obtained in different sessions on
separate days.

One limitation of this work is that we did not provide evidence
for or against the role of phase of oscillations in other frequency
bands for regulation of corticospinal excitability and plasticity in-
duction. While selecting the m-rhythm for testing in the current

Fig. 10. LTP-like corticospinal plasticity occurs specifically in the Hjorth-C3 negative peak condition, but not in the positive peak or random phase conditions. (a) Mean
(n ¼ 11) ±1 s.d. raw sensorimotor Hjorth-C3 EEG signal preceding TMS in the positive, random phase and negative peak conditions, stimulus artefact shaded grey at right. (b) Time
course of mean (n ¼ 11) normalized to average baseline MEP amplitude ±1 s. e.m. with rTMS (hashed bar, same protocol as in Main Experiment) triggered in separate sessions by
the Hjorth-C3 positive peak (red triangles), negative peak (blue squares) or at random phase (grey circles) of ongoing m-rhythm. *p < 0.05 effect of Phase in rmANOVA. ##p < 0.005
difference of post-rTMS MEP amplitude compared to average baseline (two-tailed paired t-tests). Mean ± 1 s.d. absolute MEP amplitudes at baseline (averages of baseline 1 and 2)
were 1.17 ± 0.35 mV, 1.24 ± 0.29 mV and 1.20 ± 0.19 mV for the negative peak, positive peak and random phase conditions, respectively (values not different from each other,
Wilcoxon signed-rank tests, all p > 0.15). (c-d) Individual normalized to average baseline MEP amplitudes (means of the post-rTMS 0-, 15- and 30-min time points), with larger
MEPs in the negative vs. positive peak condition (c) and negative peak vs. random phase condition (d) in all but two subjects each (dashed lines). (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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experiments was well grounded on previous research [16e19],
other oscillations, in particular in the beta-band (13-30 Hz) have
been suggested to play important roles in human sensorimotor
cortex, e.g. during maintenance of tonic motor output or at rest
[60,61]. However, tACS in the beta-band (20 Hz) of M1 had no effect
on MEP amplitude [62], and single-pulse TMS testing of MEP
amplitude during pre-defined phases of 20 Hz tACS resulted in
contradictory findings [25e27]. Also, post-hoc trial sorting of MEP
amplitude with respect to instantaneous phase in the beta-band
has provided inconsistent results [20e22], signifying fundamental
methodological problems with accurate phase estimation in stim-
ulated trials. To clarify the role of sensorimotor oscillations in the
beta-band on corticospinal excitability and plasticity induction will
require controlled real-time beta-phase-triggered EEG-TMS
experiments.

It is uncertain to what extent the current findings are general-
izable to populations that have not been tested here, e.g. elderly
subjects or patients. Also, the requirement of sufficient m-power
(>25% of total power in the CSD power spectrum of the C3 EEG
signal overlying the left sensorimotor cortex) led to exclusion of
>50% of the screened subjects (see Methods), and this could limit
the broad applicability of the EEG-TMS technology presented in this
work. We expect that individually optimized spatial filters that
utilize more than 5 or even all available EEG channels will over-
come the known limitations of the Hjorth Laplacian, and thereby
improve the isolation of relevant brain rhythms, and screening
success in subsequent EEG-TMS studies.

The m-phase distribution had a relatively low precision with
standard deviations of ±50� around the target phase (cf. Figs. 4c and
9b), in contrast to the time resolution of the EEG processing system
of 1e2 ms. This discrepancy is due to fundamental signal process-
ing limitations, chiefly the uncertainty introduced when isolating a
specific biological EEG feature by filtering single-trial short-time
mixed signal epochs in real-time. The resulting overall precision is
determined by the signal-to-noise ratio, the temporal stability of
the biological signal, and the parameters of the real-time phase
estimation algorithm.

Single-pulse rTMS at ~1 Hz is known to result in LTD-like MEP
decrease [63]. Therefore, we cannot exclude that a LTD-like effect
caused by the ~1 Hz repetition rate of the 100 Hz triple-pulses has
contributed to our findings, and may even have limited LTP-like
corticospinal plasticity in the Hjorth-C3 negative peak conditions
of the Main Experiment and Control Experiment 3. However, this
possible effect does not impact the result that ongoing phase of m-
oscillations at the time of stimulation determined the resulting
overall plasticity in otherwise identical stimulation protocols. A
decisive clarification of this issue will require further experiments
with a 100 Hz triplet repetition rate of e.g. 0.1 Hz that is not asso-
ciated with anyMEP change in single-pulse rTMS experiments [63].

In a similar vein, the triple-pulse burst frequency of 100 Hz (i.e.,
inter-pulse intervals of 10 ms) may have resulted in specific exci-
tation of motor cortical circuits causing intracortical facilitation
(ICF) [64]. The observed corticospinal plasticity effects may thus
have been caused by m-phase-dependent responsiveness of the ICF
circuits to rTMS with 100 Hz triple-pulses. Hence, m-phase-de-
pendency of LTP-like effects may substantially differ when triple-
pulses are given at intervals <5 ms (i.e., causing short-latency
intracortical inhibition) [64,65], or at intervals of 50e200 ms that
result in long-interval intracortical inhibition [66]. Further studies
are necessary to resolve this question.

Finally, we have not provided evidence in detail that the long-
lasting MEP amplitude increase in the Hjorth-C3 negative peak is
an LTP-like phenomenon. However, this has been done in several
previous studies on long-lasting increases in MEP amplitude
induced by rTMS, and most researchers in this field accept the

notion that a long-lasting MEP increase induced by rTMS is LTP-like
because it typically shows the characteristics of LTP as studied at
the cellular level, i.e., duration >30 min, cooperativity, associativity,
input-specificity and dependence on NMDA receptor activation (for
reviews [31,67]).

In conclusion, we show here, for the first time in the human
brain, that an otherwise identical rTMS protocol synchronized with
an ongoing endogenous brain oscillation results in differential
long-term changes of excitability of the stimulated neuronal circuit,
depending on the targeted phase of this oscillation. In light of these
findings, realizing the full therapeutic potential of brain stimulation
for treatment of brain network disorders, such as stroke, epilepsy,
Parkinson's disease, depression or schizophrenia will require an
EEG-triggered approach that synchronizes each stimulus with the
individual patient's instantaneous brain state. A multitude of
increasingly sophisticated rTMS protocols has been developed in
the past 30 years [31] but they suffer from high intra- and inter-
individual variability and low effect sizes [9,10] because the
applied pre-determined static TMS sequences are blind to the ever
and rapidly changing instantaneous brain state [68]. In brain-state
dependent stimulation the logic is turned around: Here, it is the
ongoing cortical dynamics that drives the temporal pattern of the
stimulus train such that the brain is always stimulated at a defined
state that is conducive for a desired long-term change to occur: In
the same way that beauty lies in the eye of the beholder, what a
stimulus does to the brain is determined not simply by the nature of
the stimulus, but by the nature of the brain receiving the stimulus,
at that instant of time.
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Supplementary Figures 

 

 

 
 

 
Supplementary Figure 1 | Real-time µ-rhythm phase estimation. (a) Sliding window of 500 ms duration of raw 
EEG signal after 5-point sum-of-difference operation centered on the C3 EEG electrode to isolate left sensorimo-
tor µ-rhythm. (b) The same window after zero-phase (forward and backward) FIR 8-12 Hz bandpass filtering with 
64 ms edge artefacts trimmed on either side (grey shaded). (c) Autoregressive model estimation from the remain-
ing segment to perform a 128 ms time-series forward-prediction. (d) Hilbert transformation of the 128 ms data 
segment surrounding time zero (“now”) to obtain the phase angle. The entire process is implemented in a real-
time signal processing system and executed at a rate of 500 Hz.
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Supplementary Figure 2 | Simulink Real-Time Model. The graphically designed digital signal processing algo-
rithm is compiled into an executable binary. EEG data is acquired through a data acquisition card from the analog 
output stream of the EEG main unit at a sample rate of 1 kHz. A sliding window of 500 ms is de-meaned and a 
5-point sum-of-difference operator is applied (“Hjorth Transform”). The resulting frame of data is further processed 
in two parallel streams. In one processing stream (shown at the top), a spectral analysis is performed to estimate 
the power in the 8-12 Hz alpha spectrum (green box). In the second processing stream (shown at the bottom, 
blue boxes), the frame of data is filtered forward and backward by a FIR 8-12 Hz bandpass filter and the edges 
are removed. The resulting (shorter) vector of EEG data is then iteratively forward predicted by an autoregressive 
forecasting model. The resulting vector is used to perform a Hilbert transform and the phase angle is determined 
from this signal at “time zero”. If both the spectral alpha power exceeds a threshold and simultaneously a pre-
determined phase angle is crossed (positive peak or negative peak), a TTL trigger signal is sent to the stimulus 
generator through a digital output of the data acquisition card. 
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Supplementary Figure 3 | Individual data (subjects S1-S12) of the Hjorth-C3 derived estimation of the 
sensorimotor µ-rhythm for triggering TMS pulses in the Main Experiment. (a) EEG power spectrum derived 
from the CSD C3 signal estimated from the triggered but non-stimulated trials (1 s window, positive peak trigger 
in red, negative peak trigger in blue). Note high within-subject consistency across the positive vs. negative peak 
conditions of alpha-peak power (individual alpha range indicated by vertical dashed lines) given as percentage 
of total power in the spectrum. (b) Anatomical correlation between voxel-wise source-level signal and the Hjorth-
C3 derived sensorimotor µ-rhythm used for triggering, demonstrating that the origin of the Hjorth-C3 signal is the 
hand representation area in sensorimotor cortex (hand knob in M1, or adjacent primary somatosensory cortex) 
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in all subjects. The color bar denotes the correlation coefficient. (c) Individual current source density (CSD) plots 
of the triggered non-stimulated positive and negative peak conditions. Amplitudes are individually scaled and 
centered at 0 µV/m2, individual maximum negativity (blue) and maximum positivity (red) are indicated by the color 
bar. (d) Distribution of actual phases determined from real-time triggered non-stimulated epochs of the Hjorth-C3 
positive and negative peak conditions, shaded red and blue, respectively. Radius axis of the rose plots is 15% 
for the inner and 30% for the outer ring in all subjects. (e) Average amplitude ±0.3 s around the time of the real-
time trigger (time = 0) for positive peak (red) and negative peak (blue) conditions, showing the average raw Hjorth-
C3 signal, and after FIR 8-12 Hz bandpass filtering. Note that at least 2 cycles of the µ-oscillation can be detected 
in the pre-trigger period in all of the subjects. (f) Individual mean (±1 s.d.) absolute MEP amplitudes (in mV) in 
the positive peak (in red font), and negative peak condition (blue). Data correspond to the normalized to the 
individual mean MEP data in Fig. 2f.  
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Supplementary Figure 4 | Relation of pre-stimulus µ-power and MEP amplitude in the Main Experiment. 
Spectral power was estimated from the 500 ms window of EEG data preceding TMS by performing FFT on the 
Hjorth-C3 EEG signal overlying left sensorimotor cortex. (a) Group data normalized to the mean MEP for each 
subject and condition (y-axis); pre-stimulus µ-power is given in µV2 (logarithmized x-axis). Left: Hjorth-C3 positive 
peak condition, right: Hjorth-C3 negative peak condition. Linear regression analysis indicated that <1% of the 
variability of MEP amplitude is explained by pre-stimulus µ-power. (b) Individual scatter plots of pre-stimulus 
power (in µV2) vs. MEP amplitude (in mV) for each subject (S01-S12) in the Hjorth-C3 positive peak (red) and 
Hjorth-C3 negative peak condition (blue). All data were normally distributed. Note that even at individual level 
pre-stimulus µ-power never explained >10% of MEP amplitude variability.  

 
 

 
  

34



 
 

 

 

 
 
Supplementary Figure 5 | Individual data (subjects S13-S23) of the Hjorth-C3 derived estimation of the 
sensorimotor µ-rhythm for triggering TMS pulses in Control Experiment 3. (a) EEG power spectrum derived 
from the CSD C3 signal estimated from the triggered but non-stimulated trials (1 s window, positive peak trigger 
in red, negative peak trigger in blue). Note high within-subject consistency across the positive peak, random 
phase and negative peak conditions of alpha-peak power (individual alpha range indicated by vertical dashed 
lines) given as percentage of total power in the spectrum. (b) Individual current source density (CSD) plots of the 
triggered non-stimulated positive peak, random phase and negative peak conditions. Amplitudes are individually 
scaled and centered at 0 µV/m2, individual maximum negativity (blue) and maximum positivity (red) are indicated 
by the color bar. (c) Distribution of actual phases determined from real-time triggered non-stimulated epochs of 
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the Hjorth-C3 positive peak, random phase, and negative peak conditions, shaded red, grey and blue, respec-
tively. Radius axis of the rose plots is 15% for the inner and 30% for the outer ring in all subjects. (d) Average 
amplitude ±0.3 s around the time of the real-time trigger (time = 0) for positive peak (red), random phase (grey) 
and negative peak (blue) conditions, showing the average raw Hjorth-C3 signal, and after FIR 8-12 Hz bandpass 
filtering. Note that at least 2 cycles of the µ-oscillation can be detected in the pre-trigger period in all of the 
subjects. (e) Individual mean (±1 s.d.) absolute MEP amplitudes (in mV) in the positive peak (in red font), random 
phase (grey) and negative peak condition (blue). Data correspond to the normalized to the individual mean MEP 
data in Fig. 6e. 
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Supplementary Figure 6 | Relation of pre-stimulus µ-power and MEP amplitude in Control Experiment 3. 
Spectral power was estimated from the 500 ms window of EEG data preceding TMS by performing FFT on the 
Hjorth-C3 EEG signal overlying left sensorimotor cortex. (a) Group data normalized to the mean MEP for each 
subject and condition (y-axis); pre-stimulus µ-power is given in µV2 (logarithmized x-axis). Left: Hjorth-C3 positive 
peak condition, middle: random phase condition; right: Hjorth-C3 negative peak condition. Linear regression anal-
ysis indicated that <2.5% of the variability of MEP amplitude is explained by pre-stimulus µ-power. (b) Individual 
scatter plots of pre-stimulus power (in µV2) vs. MEP amplitude (in mV) for each subject (S13-S23) in the Hjorth-
C3 positive peak (red), random phase (grey) and Hjorth-C3 negative peak condition (blue). All data were normally 
distributed. Note that even at individual level pre-stimulus µ-power never explained >18% of MEP amplitude 
variability.   

  

37



 
 

 

 
 
Supplementary Figure 7 | Subgroup analysis by focality of the Oz-Hjorth 8-12 Hz signal. A fixed 5-point 
Hjorth-Laplace montage was used to isolate local oscillations in the hand knob area of motor cortex being stimu-
lated by TMS (centered on C3, Main Experiment). Since the Hjorth-C3 EEG signals was not completely uncorre-
lated from occipital alpha-oscillations in the Hjorth-Oz montage (cf. Fig. 5b), a supplementary analysis was per-
formed to assess whether the degree of contamination of the Hjorth-C3 signal from occipital alpha affected the 
results. The 12 subjects included in Main Experiment were divided in two subgroups according to the focality of 
their occipital 8-12 Hz signal: a 5 minute eyes open resting-state EEG recording acquired immediately before the 
experimental session was used for post-hoc phase-detection of the zero phase 8-12 Hz filtered signal, detecting 
positive and negative peaks of the Hjorth-Oz filtered signal, 150 markers per condition, with a minimum interval 
of 1 s between markers; the average signal in the ±20 ms window around the positive and negative peak markers 
was then used to generate current scalp density (CSD) surface topographies for each subject using the Fieldtrip 
toolbox spline method. Subjects were then grouped into either the focal or the broad signal subgroup by visual 
inspection of the topographies. (a) Average CSD topographies in the focal and broad Hjorth-Oz signal subgroups 
for the ±20 ms period surrounding the positive and negative Hjorth-Oz peak. (b) Normalized to individual mean 
MEP amplitude data, showing no significant effect of Hjorth-Oz subgroup (dark colors: focal, light colors: broad 
Hjorth-Oz signal) on the corticospinal excitability difference between Hjorth-C3 positive peak (red) vs. negative 
peak (blue) conditions. (c) Time course of mean normalized to average baseline MEP amplitude ±1 s.e.m., with 
rTMS (hashed bar) triggered in separate sessions by the Hjorth-C3 positive peak (red triangles) or negative peak 
(blue squares) of ongoing µ-rhythm, showing no effect by Hjorth-Oz focality subgroups (dark colors: focal, light 
colors: broad Hjorth-Oz signal) on Hjorth-C3 phase-dependent corticospinal excitability. 
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Supplementary Figure 8 | Corticospinal excitability depends on instantaneous phase of sensorimotor µ-
rhythm but not high µ-power (extended data sample; n=22; 19 female, 3 male; mean age ±1 s.d. 25±3 years; 
age range 21-32 years; the sample includes the 11 subjects from Control Experiment 3 and 11 additional subjects 
that were recruited for a different study but with procedures of corticospinal excitability testing and inclusion cri-
teria identical to those in Control Experiment 3). (a) Mean ±1 s.d. MEP amplitude, evoked by TMS at Hjorth-C3 
positive peak (red) vs. random phase (grey) vs. negative peak (blue) condition, normalized to the individual mean. 
**p<0.01, ***p≤0.001. (b) Individual data showing larger MEP amplitude (in mV, logarithmic scale) in the negative 
peak vs. positive peak condition in all but three subjects (dashed lines). 
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Supplementary Figure 9 | Single subject data of EEG-triggered rTMS-induced plasticity. Absolute MEP 
amplitudes (in mV, panels a, c, y-axes logarithmized) and MEP amplitudes normalized to average baseline (pan-
els b, d) are shown for each individual subject (thin lines) as well as the grand averages (thick line, with error 

bars indicating 1 s.e.m.), before and after the rTMS intervention (shaded area, conditions indicated at the top of 
each panel). (a, b) Data from Main Experiment, (c, d) Data from Control Experiment 3. Refer to the results section 
of the main text for statistical analyses. 
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Supplementary Figure 10 | RTMS pulse train stochastics in the plasticity experiments. The distribution of 
inter-triplet-intervals is plotted for each subject for the Hjorth-C3 positive peak condition (red), negative peak 
condition (blue), and random phase condition (grey, only applicable for the Control Experiment 3 in c). (a-c) Data 
of the Main Experiment, Control Experiment 1 and Control Experiment 3, respectively. Mean inter-triplet-intervals 
are given (in s) for each subject in the inset.  
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Supplementary Figure 11 | Pre-stimulus power of the sensorimotor µ-rhythm before and after the EEG-
triggered rTMS intervention. This supplementary analysis was performed to assess whether power of the sen-
sorimotor µ-rhythm was also differentially modulated by rTMS intervention. Power spectral density (PSD) was 
estimated using the Yule-Walker Method to optimally fit an autoregressive model of order 1250 to the 500ms 
window (containing 2500 samples at sample frequency 5 kHz) preceding each test-pulse within each of the five 

blocks of 100 test pulses (baselines 1 and 2, and 0, 15 and 30 min post-rTMS). Data are means 1 s.e.m. nor-
malized to average baseline, with rTMS (hashed bar, 200 x 100-Hz-triplets, intensity 80% of MEP threshold) 
triggered in separate experimental conditions as indicated at the top of each panel (for details, see main text and 
methods). (a) Main Experiment (n=12). (b) Control Experiment 1 (n=11). (c) Control Experiment 2 (n=8). (d) 
Control Experiment 3 (n=11). Note, that there was no significant effect of rTMS on µ-power in any of the condi-
tions.  
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2.2 Phase of sensorimotor µ-oscillation modulates cortical responses to 

TMS of the human motor cortex 
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Phase of sensorimotor μ-oscillation modulates cortical
responses to transcranial magnetic stimulation of the
human motor cortex
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Key points

� Oscillatory brain activity coordinates the response of cortical neurons to synaptic inputs in a
phase-dependent manner.

� Larger motor-evoked responses are obtained in a hand muscle when transcranial magnetic
stimulation (TMS) is synchronized to the phase of the sensorimotor μ-rhythm.

� In this study we further showed that TMS applied at the negative vs. positive peak of the
μ-rhythm is associated with higher absolute amplitude of the evoked EEG potential at 100 ms
after stimulation.

� This demonstrates that cortical responses are sensitive to excitability fluctuation with brain
oscillations

� Our results indicate that brain state-dependent stimulation is a new useful technique for the
investigation of stimulus-related cortical dynamics.

Abstract Oscillatory brain activity coordinates the response of cortical neurons to synaptic
inputs in a phase-dependent manner. Transcranial magnetic stimulation (TMS) of the human
primary motor cortex elicits larger motor-evoked potentials (MEPs) when applied at the negative
vs. positive peak of the sensorimotor μ-rhythm recorded with EEG, demonstrating that this
phase represents a state of higher excitability of the cortico-spinal system. Here, we investigated
the influence of the phase of the μ-rhythm on cortical responses to TMS as measured by EEG.
We tested different stimulation intensities above and below resting motor threshold (RMT), and
a realistic sham TMS condition. TMS at 110% RMT applied at the negative vs. positive peak of
the μ-rhythm was associated with higher absolute amplitudes of TMS-evoked potentials at 70 ms
(P70) and 100 ms (N100). Enhancement of the N100 was confirmed with negative peak-triggered
90% RMT TMS, while phase of the μ-rhythm did not influence evoked responses elicited by
sham TMS. These findings extend the idea that TMS applied at the negative vs. positive peak of
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Institute for Clinical Brain Research in Tübingen. Her research combines non-invasive brain stimulation with EEG recordings
to achieve a brain state-dependent stimulation of the human motor cortex. Her PhD focuses on the role of oscillatory brain
activity originating in the human sensorimotor cortex in modulating EMG and EEG responses to brain stimulation.
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the endogenous μ-oscillation recruits a larger portion of neurons as a function of stimulation
intensity. This further corroborates that brain oscillations determine fluctuations in cortical
excitability and establishes phase-triggered EEG-TMS as a sensitive tool to investigate the effects
of brain oscillations on stimulus-related cortical dynamics.
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Email: ulf.ziemann@uni-tuebingen.de

Introduction

EEG allows non-invasive access to the electrical activity of
cortical neurons, which is mostly expressed in the form of
oscillatory waves (Buzsáki, 2006). These brain oscillations
are thought to functionally coordinate the response of
cortical neurons to synaptic inputs, therefore representing
fluctuations in cortical excitability (Buzsáki & Draguhn,
2004). Transcranial magnetic stimulation (TMS) is a
non-invasive technique that can be used to directly probe
human cortical excitability in vivo (Hallett, 2007). When
applied to the primary motor cortex (M1), TMS elicits a
response in muscles, the motor-evoked potential (MEP).
MEP amplitude is considered a measure of corticospinal
system excitability (Hallett, 2007). In a previous study,
we used the real-time estimated phase of the sensori-
motor μ-oscillation to trigger TMS over the left M1 at
rest, and demonstrated that MEP amplitude is larger at
the negative peak vs. positive peak of the sensorimotor
μ-oscillation (Zrenner et al. 2018). This confirms and
extends results of previous animal and human research
(Hari, 2006; Jensen & Mazaheri, 2010; Haegens et al.
2011), and is in line with the concept that the negative
peak of the μ-oscillation represents a state in which the
dendritic trees of pyramidal neurons are closer to firing
threshold and, therefore, are more likely to generate action
potentials in response to a TMS pulse (Buzsáki et al. 2012;
Zrenner et al. 2018). In the EEG, TMS elicits a sequence
of TMS-evoked cortical potentials (TEPs), usually up to
300 ms after the TMS pulse (Ilmoniemi et al. 1997; Paus
et al. 2001; Bonato et al. 2006), as well as a modulation
of spontaneous oscillatory activity (Fuggetta et al. 2005;
Rosanova et al. 2009; Fecchio et al. 2017; Premoli et al.
2017). Previous research has shown that the current brain
state influences amplitude and spatio-temporal spread of
EEG responses following TMS (Massimini et al. 2005;
Bergmann et al. 2012). TEPs and oscillatory activity in
response to TMS over M1 are consistently larger during
the up-state vs. down-state of slow-wave sleep oscillations
(Bergmann et al. 2012). Variations in the global mean field
amplitude, which is a measure of global brain reactivity,
are predicted by ongoing beta (15–25 Hz) phase when
TMS is applied over the superior parietal lobule during
a short-term memory task (Kundu et al. 2014). These
results suggest that oscillatory phase influences cortical

responses to TMS. In this background, we expected the
phase of the sensorimotor μ-oscillation to modulate EEG
responses to TMS. More specifically, we expected TEP
amplitudes and post-TMS oscillatory activity to be larger
when TMS is applied at the negative vs. positive peak of the
sensorimotorμ-oscillation, as the negative peak represents
a motor high-excitability state.

To test this hypothesis, we analysed EEG data obtained
upon application of μ-phase-triggered TMS at different
stimulation intensities above and below resting motor
threshold (RMT), and a realistic sham TMS condition. The
inclusion of a subthreshold stimulation intensity allowed
us to disentangle between phase-dependent modulation
of brain responses evoked by TMS vs. sensory re-afferent
feedback caused by MEPs. The realistic sham TMS
condition allowed us to exclude a significant contribution
of the auditory and scalp somatosensory inputs associated
with TMS to the μ-phase-dependent modulation of direct
brain responses evoked by TMS.

Methods

Ethical approval

The study protocol was approved by the local ethics
committee of the medical faculty of the University of
Tübingen (protocol 716/2014BO2). Experiments were
conducted in accordance with the Declaration of Helsinki,
except for registration in a database, and with the current
TMS safety guidelines (Rossi et al. 2009). Written informed
consent was obtained for all participants.

Subjects

Twelve right-handed volunteers (four males, age range
22–51 years, mean age°± SD 27.5°± 7.7 years, Edinburgh
Inventory handedness laterality score 75°± 23) free of
medications and without a history of neurological or
psychiatric disorders took part in the study. Subjects
were tested with a stimulation intensity (SI) of 110%
RMT, 90% RMT and with realistic sham TMS (see
below, Experimental design). All subjects fulfilled a power
criterion in theμ-band (8–12 Hz) of>25% of the power in
the 1–80 Hz power spectrum of the current scalp density
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signal of the C3 EEG electrode when at rest and with
eyes open. This ensured a sufficient signal-to-noise ratio
for reliable estimation of the instantaneous phase of the
sensorimotor μ-oscillation in real time (Zrenner et al.
2018). Approximately 40% of the screened individuals met
the μ-power inclusion criterion.

Experimental set-up and procedure

Participants were seated in a comfortable armchair with
their hands relaxed and fixating on a cross in front
of them while TMS pulses were delivered to the left
M1. A high-frequency magnetic stimulator (Research
100, MAG & More, Munich, Germany) was used to
deliver single biphasic TMS pulses (single cosine, 160 µs
period) through a passively cooled TMS double coil
(PMD70-pCool, 70 mm winding diameter, MAG &
More). The participant’s head was immobilized by
a vacuum pillow (Vacuform, B.u.W. Schmidt GmbH,
Garbsen, Germany) and a fixation arm (Magic Arm,
Lino Manfrotto + Co. S.p.A., Cassola, Italy) fixated to
a metallic frame was used to hold the TMS coil. Realistic
sham TMS was achieved using two identical TMS coils
and an electrical stimulator. The first coil was placed
on the participant’s head and the second one was held
in the air next to the first. Only the second coil was
connected to the TMS stimulator and was used to produce
the typical TMS clicks at SI 90% RMT. To mimic the
scalp sensation associated with TMS stimulation, electrical
stimulation of the scalp with 200 µs pulse duration,
200 V compliance voltage and 2.50 mA output current
was delivered through two round electrodes (diameter
1 cm) integrated in the EEG cap. The cathode was placed
between Cz and CP1 and the anode between FC5 and
C3, and connected to a constant-current high-voltage
electrical stimulator (Constant current stimulator DS7A,
Digitimer Ltd, Welwyn Garden City, UK). Impedance
between the electrodes and the scalp was improved with
a highly conductive gel (SignaGel, Parker Laboratories,
Inc., Fairfield, NJ, USA). This combination of electrode
configuration and stimulation parameters was chosen as
it was shown to achieve a scalp sensation comparable
to real TMS at 90% RMT. MEPs were recorded
from the right abductor pollicis brevis (APB) muscle
through surface EMG (5 kHz sampling rate, 0.16 Hz to
1.25 kHz bandpass filter) using adhesive hydrogel electro-
des (Kendall, Covidien, Dublin, Ireland) in a bipolar
belly-tendon montage. RMT was determined by adjusting
the stimulation intensity in steps of 1% of the maximum
stimulator output and was defined, using the standard
relative frequency method (Rossini et al. 2015), as the
minimum stimulation intensity that produced MEPs
> 50 µV in the target muscle in at least 5/10 consecutive
trials. The motor ‘hotspot’ was defined as the coil position

eliciting, at a slightly suprathreshold stimulation intensity,
maximum MEP amplitudes (Rossini et al. 2015). Coil
orientation was orthogonal to the central sulcus, so that
the electric field induced in the brain by the second phase of
the biphasic pulse was lateral–posterior to medial–anterior
(Rossini et al. 2015). Coil position was kept constant
relative to the participant’s head using a stereoscopic
neuronavigation system (Localite GmbH, Sankt Augustin,
Germany). The EEG signal was recorded from 64 channels
arranged in the International 10–20 montage (Seeck
et al. 2017) in a TMS-compatible Ag/AgCl sintered ring
electrode cap (EasyCap GmbH, Woerthsee-Etterschlag,
Germany), with FCz as the reference electrode and PPO1h
as the ground electrode. The impedance at the skin–EEG
electrodes interface was kept < 5 k�. A 24-bit 80-channel
biosignal amplifier was used for EEG and EMG recordings
(NeurOne, Bittium Biosignals Ltd, Kuopio, Finland) in
the real-time ‘Digital Out’ mode and data were acquired
in DC mode (1.25 kHz low-pass anti-aliasing filter) with
a sample rate of 5 kHz and a head-stage sample rate of
80 kHz. A real-time system implemented as a Simulink
Real-Time model (R2015a; Mathworks, Natick, MA, USA)
and executed on a dedicated xPC Target PC running
the Simulink Real-Time operating system (DFI-ACP
CL630-CRM mainboard) was used for real-time analysis
of the EEG signal and for triggering TMS pulses according
to the instantaneous phase of oscillatory EEG activity (for
details, see Zrenner et al. 2018). White noise at individually
adjusted loudness was applied through earphones to
mask the TMS click and minimize TMS-evoked auditory
potentials (Massimini et al. 2005; Casarotto et al. 2010;
Ilmoniemi & Kicic, 2010).

Experimental design

The sensorimotor µ-oscillation originating in the left
sensorimotor cortex was isolated at sensor level with a
spatial filter centred on the electrode C3 and using the
four adjacent electrodes FC3, C1, CP3 and C5 (Hjorth,
1975) and its instantaneous phase was estimated in real
time (for details, see Zrenner et al. 2018). The experiment
started with 5 min of eyes open resting-state EEG. Then,
110% RMT SI, 90% RMT SI and sham TMS were tested
in three different blocks in the same session in a blinded
randomized crossover design. Blocks were separated by
pauses of 5–10 min. To assess success of the blinding
procedure, at the end of the session subjects filled in a
questionnaire in which they reported how they perceived
the three experimental blocks. In each block, triggers
were generated by the positive peak, negative peak and
random phase of the sensorimotorµ-oscillation. A total of
900 triggers were generated in each block, corresponding
to 150 stimulated trials and 150 non-stimulated trials
per µ-phase condition, in randomized order and with a

C© 2019 The Authors. The Journal of Physiology C© 2019 The Physiological Society

46



5674 D. Desideri and others J Physiol 597.23

jittered minimum intertrial interval of 2 s. A µ-power
threshold was used to ensure that the phase estimation
was performed on physiological µ-oscillation and not
filtered noise. The µ-power threshold was set manually
at the beginning of the experiment and, if necessary, was
adjusted during the experiment to keep the intertrial inter-
val around 2–4 s.

Data analysis

EEG and EMG data processing and analysis were
performed using customized analysis scripts on MATLAB
R2016a and the Fieldtrip open source MATLAB toolbox
(Oostenveld et al. 2011). Data were preprocessed without
knowledge of the experimental condition.

EEG data preprocessing. Data were segmented in epochs
from 0.5 s before to 1 s after the trigger markers. Data
from 1 ms before to 15 ms after the marker, where
high-amplitude TMS artifacts occur, were removed and
cubic interpolated. For the sham TMS block, data up to
40 ms needed to be removed and interpolated, as the
electrical stimulation produced a longer lasting artifact.
EEG data were then centred and visually inspected.
Epochs containing major artifacts were removed as
well as channels that showed prominent noise in
most of the epochs (percentage of removed epochs:
3.9°± 2.4%, number of removed channels: 2.7°± 0.9,
results are reported as mean°± SD). Independent
component analysis (ICA) based on the FastICA algorithm
(Hyvärinen, 1999; Hyvärinen et al. 2001) was applied to the
data. Data underwent ICA twice, in a two-step procedure
as proposed by Rogasch et al. (2017). In both steps, ICA
components were visually inspected and removed based
on their topography, single-trial time course, average
time course and power spectrum. In the first step, only
components representing high-amplitude TMS-related
artifacts were removed (mean°± SD 7.4°± 2.1). Then,
ICA was again applied to the data upon filtering with
a 1–80 Hz bandpass filter (zero-phase Butterworth,
third order) and a 49–51 Hz notch filter (zero-phase
Butterworth, third order) and down-sampling to
1000 Hz. Components representing biological (eye
blinks and movements, persistent muscle activity) or
small-amplitude TMS-related artifacts were removed
(mean°± SD 23.9°± 8.9). Channels discarded during
visual inspection of the data were then spline-interpolated
using the signal of the neighbouring channels (Perrin et al.
1989) and data were re-referenced to the average reference
signal.

EMG data preprocessing. For the 110% RMT block,
peak-to-peak MEP amplitudes were automatically

determined in the epochs corresponding to a TMS marker
in the 20–40 ms after the TMS pulse.

TMS-evoked EEG potentials. Stimulated EEG epochs
retained after data cleaning were lowpass filtered (45 Hz,
zero-phase Butterworth, third order) and averaged by
condition.

TMS-induced EEG oscillations. TMS also produces
responses that are not time-locked to the onset of the
pulse, for example changes in spontaneous oscillatory
activity (Fuggetta et al. 2005; Rosanova et al. 2009; Fecchio
et al. 2017; Premoli et al. 2017). The non-time-locked, i.e.
induced, response can be isolated in the time domain
by a channel-wise subtraction of the evoked response
from each single trial (Donner & Siegel, 2011; Pre-
moli et al. 2017) and be uncovered by time–frequency
representations (TFRs). Prior to time–frequency analysis,
mean value and linear trends were been removed from
the data. Subsequently, we calculated the TFRs convolving
single trials with complex Morlet wavelets (Tallon-Baudry
& Bertrand, 1999). We analysed the frequency range
from 6 to 45 Hz in steps of 1 Hz, and the centre of
the wavelet was shifted in steps of 10 ms in the time
window −500 ms to 1000 ms relative to TMS application,
with the length of the wavelet increased linearly from
two cycles at 6 Hz to nine cycles at 45 Hz (Busch
& VanRullen, 2010). The result of the wavelet trans-
formation is a complex time series for each frequency
in the examined frequency range. We then obtained the
TFRs of power by taking the squared absolute values of the
complex time series. We then normalized the single-trial
TFRs with a z-transformation based on the mean and
standard deviation of the full-length trial as described
by Grandchamp & Delorme (2011)). This full-length
single-trial z-transformation calls for a pre-stimulus base-
line correction, i.e. subtraction of the mean value (over
time) of the baseline period (from 300 to 100 ms before
TMS), to ensure that the average pre-stimulus values
do not differ from zero and that z-values can be inter-
preted as a modulation of the pre-stimulus oscillatory
activity. Finally, for each subject and each experimental
condition we averaged the TFRs across trials, and trimmed
the average TFRs to remove the time points where no
time–frequency values could be calculated (from −500 to
−333 ms and from 833 to 1000 ms with respect to the
TMS marker in the data, corresponding to one cycle of the
6 Hz oscillation at the beginning and end of the epoch).

Caveats for the analysis of µ-phase-triggered TMS-evoked
EEG potentials. The assumption underlying the averaging
procedure used to obtain TEPs is that the response
evoked by a single stimulus sums linearly to the ‘back-
ground’ ongoing brain activity: in the time-locked
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average the background activity is cancelled out, while
the evoked response survives (Başar & Dumermuth,
1982; Luck, 2005; Nunez & Srinivasan, 2006). In our
dataset, TMS pulses are consistently delivered only at
predetermined phases of the µ-oscillation. Consequently,
the time-locked µ-oscillations in the negative peak and
positive peak conditions will also survive the averaging
procedure together with the TMS-evoked responses. In
our experimental design, we have randomly interleaved
non-stimulated trials to use them to correct for the
time-locked µ-oscillations by applying a channel-wise
subtraction of the average signal in the non-stimulated
trials from that in the stimulated trials, as in Kruglikov &
Schiff (2003) and Bergmann et al. (2012). However, for
correctness of this procedure the following preconditions
had to be met: (1) preservation of the phase of the ongoing
µ-oscillation after the TMS pulse, i.e. no occurrence of
phase reset; and (2) matching of the average amplitude of
the µ-oscillations in the non-stimulated trials with that in
the stimulated trials (Ritter & Becker, 2009).

To assess the occurrence of phase reset, a feasible
measure is the phase preservation index (PPI; Mazaheri
& Jensen, 2006). The PPI quantifies the stability of the
phase of an oscillation over time with respect to a reference
phase: if the phase of an oscillation is reset, the difference
between the pre- and the post-stimulus phase should be
random across trials, meaning that the pre-stimulus phase
and the post-stimulus phase are not related to each other.
The PPI is defined as:

PPI (c, f , t) = 1

n

∣∣∣∣∣
n∑

k=1

ei(ϕk(c,f ,tref )−ϕk(c,f ,t))

∣∣∣∣∣
where c denotes a channel, f and t denote a time–frequency
point, n is the number of trials, ϕk(c,f,t) is the phase of
frequency f at time t for trial k at channel c and tref denotes
a reference time point before the stimulus. PPI is a number
between 0 and 1, with a PPI of 0 meaning no relationship
between pre- and post-stimulus phases and a PPI of 1
meaning phase preservation as a function of time over
trials.

Because in the positive and negative peak-triggered
trials the phase before the stimulus is not random, the
PPI of these trials would result in a high degree of phase
stability in the case of both reset and preservation of the
µ-oscillation phase. Therefore, we have calculated the PPI
for the random phase TMS trials. The results of the phase
reset analysis applied to the random phase TMS trials are
transferable to the µ-phase-triggered trials, as they have
been acquired in the same experimental conditions.

The PPI was calculated for each EEG channel and sub-
ject at the individual µ-oscillation frequency, defined as
the peak of the power spectrum in the 8–12 Hz frequency
band derived from the current scalp density signal of
the C3 electrode in the non-stimulated trials. A Morlet

wavelet transformation was applied to the EEG signal
of the stimulated trials without prior subtraction of the
‘evoked’ component (see TMS-induced EEG oscillations
for technical details of the Morlet wavelet) to extract the
phase for the individual µ-frequency used for calculation
of the PPI. The reference time tref for PPI calculation was
set at 200 ms before TMS. This time point is close enough
to the stimulation onset to avoid spurious results due to
the natural decay of the PPI over time, and sufficiently
distant from the stimulation to avoid any bias in the phase
estimation related to interpolation of data around the TMS
pulse. PPI was calculated every 100 ms from the reference
time to 800 ms after the TMS pulse.

Regarding the match of µ-oscillation amplitude
between non-stimulated and stimulated trials, we know
that oscillatory power (which is an indirect measure
of the amplitude of brain oscillations) is modulated by
TMS (Fuggetta et al. 2005; Rosanova et al. 2009; Fecchio
et al. 2017) and that TEPs obtained after M1 stimulation
have a strong component in the 8–12 Hz frequency
range (Rosanova et al. 2009; Fecchio et al. 2017). As the
µ-oscillations and the TMS-evoked potentials are both
time-locked to the TMS pulse, it is not possible to isolate
one from another in the post-TMS period. Therefore, to
the best of our knowledge, it is not possible to control for
this confounder.

Statistics

TMS-evoked EEG potentials. For the real TMS blocks, six
non-overlapping time windows of interest (TOIs) were
a priori defined based on the group average TEPs across
subjects and conditions. TOIs were centred around the
latencies of the typical M1 TEP peaks P25, N45, P70,
N100, P180 and N280 (Paus et al. 2001; Komssi et al.
2004; Bonato et al. 2006; Van Der Werf & Paus, 2006;
Farzan et al. 2013; Veniero et al. 2013; Premoli et al. 2014aa;
Petrichella et al. 2017). Specifically, the boundaries of the
TOIs were set at 18–39, 40–53, 55–72, 89–129, 151–241
and 260–325 ms after the TMS pulse. For the sham TMS
block, three TOIs were identified, with boundaries of
40–57 ms (P50), 89–129 ms (N100), 151–241 ms (P180)
and 260–325 ms (N280). For each experimental block,
significant differences between evoked responses were
evaluated for each individual TOI using channel-wise
paired-sample two-tailed t tests. To control for the
family-wise error rate (FWER), we used a cluster-based
permutation approach (Maris & Oostenveld, 2007) as
implemented in Fieldtrip. This approach tests the null
hypothesis that the data in the experimental conditions
are drawn from the same probability distribution and
clusters the t values resulting from the paired-sample
t tests that exceed an a priori defined threshold of
P < 0.05 based on neighbouring channels and time points.
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Two was the minimum number of channels below the
significance threshold to form a cluster. The t statistics
at the cluster level is then computed summing the t
values within each cluster and comparing the maximum
of the obtained t values. A reference distribution of the
maximum of the cluster t values is obtained by re-applying
the same procedure on the data randomized across the two
experimental conditions. We used 1500 randomizations
to obtain the reference distribution and rejected the
null hypothesis with P < 0.05 if less than 5% of the
permutations used to construct the reference distribution
yielded a maximum cluster-level t value larger than that
observed in the original data.

Additionally, we investigated the effect ofµ-phase on the
P25–N45 complex. The P25–N45 complex was defined by
first computing for each subject the voltage distribution on
the scalp in the TOI for the P25 and N45 TEP components,
respectively. This was done separately for the negative and
positive µ-peak condition. The channel-wise difference
between the P25 and N45 voltage distributions on the
scalp was then calculated, resulting in the amplitude of
the P25–N45 complex at each EEG channel, for each sub-
ject and each µ-phase condition. The above described
cluster-based statistical analysis was applied to compare
the amplitude of the P25–N45 complex in the negative vs.
positive µ-phase condition. In this case, the average across
time points was not performed, as the average in the time
windows of interest was performed in the first step for
computation of the amplitude of the P25–N45 complex.
This analysis was done separately for the 110% RMT and
the 90% RMT blocks. For the sham TMS condition no
P25 and N45 are defined (see definition of TOIs above).
Therefore, this analysis could not be performed for the
sham TMS block.

For the TEP components that resulted in a significant
difference between the negative and positive peak
conditions, we computed Cohen’s d and the minimum
detectable change (MDC) assuming 0.80 power (1 − β).
Given the high dimensionality of our data, we defined the
amplitude of the TEPs of interest as the average amplitude
across channels for all the identified clusters with P < 0.05.

Cohen’s d was computed with the formula for paired
samples:

d = (meanx1 − meanx2)√
(std2

x1+ std2
x2)

2

where x1 and x2 are the vectors of TEP amplitudes for the
negative and positive peak conditions, respectively.

MDC was computed as follows:

MDC = (
z1−β + zα/2

)
*

√
2*varx1x2

n

Figure 1. Accuracy of µ-phase targeting
A, 110% RMT TMS. Left: group mean current scalp density (CSD)
plots for the negative (top) and positive (bottom) peak conditions for
the time points ± 20 ms around the trigger for non-stimulated trials;
amplitudes (in µV/m2) are indicated by the colour bar. The clear
negative and positive distributions in the channels located over the
left motor cortex indicate spatial specificity of the spatial filter used
to isolate the µ-oscillation. Middle: distribution of estimated phase
angles at the time of the trigger in triggered non-stimulated trials for
the negative (blue) and positive (red) peak conditions. Phase angles
are binned (width, 22.5°) and frequencies are indicated in
percentage for the outer ring. Angular means°± 1 SD are indicated
in the phase distribution plots. Post hoc phase estimation in the
non-stimulated trials was performed filtering the spatially filtered
µ-oscillation in the individual µ-band (individual µ-oscillation
frequency ± 2 Hz) and taking the phase at the time of the trigger of
the analytical signal obtained with Hilbert transform. Right: grand
averages across all trials and subjects of raw sensorimotor
µ-oscillations for the negative (blue) and positive (red) peak
conditions preceding the TMS pulse at 0 ms. Shadings represent
± 1 SD. Group means (± SD) of the pre-stimulus µ-power for the
negative and peak conditions are reported above (negative) and
below (positive) the relative µ-oscillation traces. A paired t test
performed on µ-power log-transformed data resulted in P > 0.05. B
and C, the same as A but for the 90% RMT and realistic sham TMS.
[Colour figure can be viewed at wileyonlinelibrary.com]
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Figure 2. Measure of phase reset of the ongoing µ-oscillation
A, left: PPI of the µ-oscillation in the random phase block for 110%
RMT TMS on nine EEG channels located over the left sensorimotor
cortex (green traces). The PPI across time is averaged over 12
subjects for the individual µ-frequency. Shades indicate ± 1 SEM.
The reference time is set at −200 ms. PPI values below the red line
are considered statistically significant (P < 0.01). The dark blue traces
indicate the PPI for trials shuffled in time (temporally uncorrelated).

where z1-β = 0.84 for a power of 0.80 and zα/2 = 1.96
for α = 0.05, n is the sample size (12) and varx1x2 is
the pooled variance of the negative and positive peak
conditions calculated as:

varx1x2 =
(
std2

x1 + std2
x2

)
2

TMS-induced EEG oscillations. The alpha (8–12 Hz) and
beta (13–30 Hz) frequency bands were considered for
statistical comparisons, as they constitute the dominant
oscillations in the sensorimotor cortex (Neuper et al.
2005). Based on the group average TFRs across conditions
and channels, we a priori defined two TOIs enclosing
the two most prominent TMS-related power modulations
over time, namely an early increase followed by a late
decrease in the oscillatory power of the alpha and beta
frequency bands (Fecchio et al. 2017; Premoli et al.
2017). The boundaries were 50–200 ms (80–200 ms for
the sham TMS block) and 200–600 ms for the early
and late TOI, respectively. For each experimental block,
significant differences between TMS-induced oscillations
were evaluated for the alpha and beta frequency bands
in each individual TOI using channel-wise paired-sample
two-tailed t tests and the cluster-based permutation
approach (Maris & Oostenveld, 2007) described above.

MEPs. For the 110% RMT block, the effect of µ-phase on
MEP amplitude was tested using a Kruskal–Wallis test, as
the data were non-normally distributed.

Perception of real vs. sham TMS stimulation. A
chi-squared test of independence was performed
comparing the conditions applied in each block with the
relative conditions perceived by the participants.

PPI. The statistical significance of the PPI can be assessed
with Rayleigh’s test for circular uniformity (Fisher, 1993;
Zar, 1999). First, the PPI of each subject is z-transformed
according to the formula Z = nPPI2, where n is the number
of trials used to compute the PPI. For n > 60 (Fisher, 1993)

The PPI decays slowly, showing that the post-stimulus phases are
preserved with respect to the pre-stimulus phase, up to 100 ms after
TMS. The grey traces indicate the PPI for non-stimulated trials. The
PPI values between the stimulated and TMS-free trials were not
significantly different across time (100–700 ms, all P > 0.7). Right:
the topographies of the PPI at 100 ms (indicated by the light grey
shaded vertical lines in the time plots) for the stimulated (TMS) and
non-stimulated (no-TMS) trials. B and C, the same is shown for 90%
RMT and realistic sham TMS, respectively. In all cases, PPI values
stayed above the critical PPI value up to 100 ms after stimulation.
The PPI values between the stimulated and non-stimulated trials
were not significantly different across time (100–700 ms, all P > 0.1
for 90% RMT, and all P > 0.3 for SHAM). [Colour figure can be
viewed at wileyonlinelibrary.com]
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the critical PPI value given a significance threshold can be
computed as:

PPIcritical =
√

− ln (p ) × √
S

N

where p is a given P value, S is the number of subjects
and N is the total number of trials across subjects. Under
the null hypothesis that the phase differences across trials
are randomly distributed, i.e. there is no relationship
between pre- and post-stimulus phases, a post-stimulus
PPI smaller than PPIcritical can be interpreted as indicating
the occurrence of phase reset of the µ-oscillation. With

12 subjects and a P value of 0.01, PPIcritical was 0.105 for
the 110% RMT block, 0.096 for the 90% RMT block and
0.095 for the sham TMS block. Moreover, we estimated
the PPI trend for data with no relationship between
pre- and post-stimulus phase, i.e. phase reset, shuffling
the post-stimulus data in time 100 times (Mazaheri &
Jensen, 2006). Finally, we compared the PPI in the random
phase block to that in non-stimulated trials. To this
end, we used the non-stimulated random phase-triggered
trials. Significant differences between post-TMS PPI and
the corresponding resting-state PPI were assessed using
channel-wise paired-sample two-tailed t tests and the
cluster-based permutation approach (Maris & Oostenveld,

Figure 3. Subtraction procedure for
correction of TEPs
A, group average of single-channel EEG
signals (blue, negative peak triggered; red,
positive peak triggered) time-locked to the
trigger (time = 0 s) for the 110% RMT TMS.
C3, the EEG channel closer to the
stimulation site, is highlighted in black. Left
panels: stimulated (TMS) conditions, middle
panels: non-stimulated (no-TMS) conditions,
right panels: subtraction of the no-TMS from
the TMS conditions (TEPs corrected). The
subtraction was performed at the single
subject level. Time windows highlighted in
black indicate signal affected by TMS-related
artifacts that were removed and
interpolated. Data are shown as an average.
B and C, the same procedure for the 90%
RMT and realistic sham TMS. Physiological
shifts in µ-oscillation frequency across
different trials and individuals are responsible
for the declining oscillation amplitudes in
the post-trigger time period. [Colour figure
can be viewed at wileyonlinelibrary.com]
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Figure 4. Topographical plots of average TEPs and results of TEPs statistics
A, the first two rows show the topographical distributions of evoked EEG responses resulting from the average
across all subjects and all trials of the negative and positive peak conditions for the 110% RMT TMS. TEP peaks
are named according to their approximate latency after TMS application and the topographical plots are obtained
by averaging the EEG signal in the relative a priori defined time windows (P25:18–39 ms, N45: 40–53 ms, P70:
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Table 1. Cohen’s d and minimum detectable change for TEP modulated by pre-stimulus µ-phase

Negative peak,
mean ± 1 SD (µV)

Positive peak,
mean ± 1 SD (µV)

Cohen’s d
(observed) MDC (µV)

110% RMT, N100 positive cluster 2.92°± 2.14 2.14°± 2.17 0.37 2.46
110% RMT, N100 negative cluster −4.43°± 3.16 −3.83°± 3.05 −0.19 3.55
110% RMT, P70 positive cluster 5.42°± 5.60 4.06°± 4.55 0.27 5.83
110% RMT, P70 negative cluster −2.55°± 3.16 −1.73°± 2.52 −0.29 3.27
90% RMT, N100 negative cluster −0.04°± 0.82 0.60°± 0.73 −0.82 0.89

For the P70 and N100 for the 110% RMT dataset and N100 for the 90% RMT dataset, Cohen’s d and the minimum detectable change
(MDC) assuming 0.80 power (1 − β) and given the study sample size (n = 12) and the a priori defined statistical threshold (α = 0.05).
The first and second columns report the group average (±1SD) of the EEG signal over the time window of interest and the EEG
channels belonging to the identified cluster with P < 0.05.

2007) described above. In this case, the minimum number
of channels below the significance threshold to form
a cluster was set to 1. The MATLAB code used for
PPI calculation and statistics can be downloaded from
the following link: https://github.com/bnplab/desideri
2019.

Results

Negative and positive peak of the µ-rhythm were
successfully targeted (110% RMT: 176°± 52° and
358°± 51°, 90% RMT: 176°± 5° and 357°± 48°, SHAM:
177°± 53° and 356°± 52°). Paired t tests between positive
and negative peak trials performed on log-transformed
pre-stimulus µ-power data resulted in P > 0.05 for all the
experimental conditions (Fig. 1).

The mean (±1 SD) intertrial interval (ITI, time between
one trigger and the next) was 2.54°± 0.22, 2.55°± 0.21 and
2.63°± 0.29 s for the 110% RMT, 90% RMT and SHAM
block respectively. The Kruskal–Wallis test between the ITI
showed no significant effect of block (χ2

2 =0.46, P = 0.79).
The mean (±1 SD) interstimulus interval (ISI, time
between one trigger resulting in a stimulus and the next)
was 5.08°± 0.42, 5.10°± 0.43 and 5.23°± 0.60 s for the
110% RMT, 90% RMT and SHAM block, respectively. The
Kruskal–Wallis test between the ISI showed no significant
effect of block (χ2

2 =0.52, P = 0.77). The reported ISI
corresponds to a mean (±1 SD) frequency of stimulation
of 0.20°± 0.02, 0.20°± 0.01 and 0.19°± 0.02 Hz.

Perception of real vs. sham TMS stimulation

The chi-squared test of independence resulted in
a significant interaction between real condition and
condition perceived by the participants (χ2

4 = 40,
P < 0.0001), suggesting that subjects were able to
distinguish between the conditions applied. This was
because all subjects could correctly identify the 110% RMT
condition associated with muscle twitches. In the 90%
RMT and SHAM conditions, 8/12 participants (66.6%)
reported a perceived condition corresponding to the
real condition. When only 90% RMT and SHAM were
analysed, no statistical relationship between the real and
perceived conditions was observed, as the null hypothesis
could not be rejected (χ2

2 = 2.66, P = 0.10). This suggests
that participants could not reliably distinguish realistic
sham TMS from subthreshold real TMS.

Phase preservation index (PPI)

Figure 2 shows the group average of the PPI trend
over time (green curves) for nine representative channels
located over the left-hemispheric sensorimotor area and
the topographies of PPI at 100 ms after TMS for the 110%
RMT, 90% RMT and sham TMS blocks. For all blocks,
at this time point, the PPI remained above the critical
threshold. In addition, it decays slower than the PPI for
the data shuffled in time (dark blue curves), crossing the
PPIcritical threshold (red line) only after 200 ms on 17/64

55–72 ms, N100: 89–129 ms, P180: 151–241 ms, N280: 260–325 ms). The rightmost topographical distribution
represents the amplitude of the P25–N45 complex. The maximum and minimum voltages are reported (µV) below
the relative topographies. The lowest row shows the topographical t statistics maps resulting from the cluster-based
statistical comparison between the negative and positive peak conditions. Significant clusters (electrodes) are
highlighted by black dots and P values are reported below each plot. When two P values are reported, the top
one is related to the positive cluster (t values > 0, red) and the bottom one is related to the negative cluster
(t values < 0, blue). If no significant cluster was identified, ‘n.s.’ (not significant) is reported below the relative
topographical t statistics map. B and C, same as A but for the 90% RMT and realistic sham TMS, respectively. Time
windows for the topographical distributions in B are the same as in A, whereas in C they are: P50: 40–57 ms,
N100: 89–129 ms, P180: 151–241 ms, N280: 260–325 ms. No P25–N45 complex is defined for the sham TMS
condition. [Colour figure can be viewed at wileyonlinelibrary.com]
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Figure 5. Topographical plots of average TMS-induced EEG
oscillations
The upper and middle rows show the topographical plots of the
average power for the induced TMS-EEG oscillatory activity in the
negative and positive peak conditions for the 110% RMT, 90% RMT
and realistic sham TMS for the four a priori defined time–frequency
regions: alpha (8–12 Hz), beta (13–30 Hz), TOI1 (50–200 ms for
110% RMT and 90% RMT TMS and 80–200 ms for realistic sham
TMS) and TOI2 (200–600 ms). For the real TMS conditions, the
activation patterns are substantially similar across different
stimulation intensities, with (absolute) response amplitude generally

in the 110% RMT block (Fp1, Fpz, Fp2, AF8, F6, F8, FT9,
FC4, T7, C2, TP9, TP7, CP5, P7, P5, P3, P8), 7/64 in
the 90% RMT block (FC3, FC1, FC2, Cz, T7, TP9, TP7)
and 1/64 in the sham TMS block (TP7). This indicates
that occurrence of phase reset in the TMS trials can be
excluded up to 200 ms, a latency beyond most TEP peaks.
Furthermore, most of these channels are not located over
the left motor cortex and often did not belong to the
significant clusters identified in the TEPs statistics (see
below). Importantly, the results of permutation statistics
comparing the PPI in TMS trials and the PPI obtained in
TMS-free trials (grey curve) did not reach the significance
threshold in any channel or time point after stimulation
(all P > 0.7 for 110% RMT, all P > 0.1 for 90% RMT and
all P > 0.3 for sham TMS). This suggests strongly that the
phase of the µ-oscillation is preserved after TMS.

MEPs

In the 110% RMT block, the Kruskal–Wallis test showed
a significant effect of trigger condition [χ2

2 = 12.46,
P = 0.002; mean MEP amplitude (±1 SD) 0.59°± 0.41,
0.51°± 0.36 and 0.48°± 0.39 mV for negative peak,
random phase and positive peak, respectively] with MEPs
in the negative peak condition significantly larger than
MEPs in the positive peak (P = 0.002) and random phase
conditions (P = 0.023).

TMS-evoked EEG potentials
As the PPI results (see above) did not support a phase
reset of the ongoing µ-oscillations by the TMS pulse, for
each subject time-locked µ-oscillations superimposed on
the TEPs were removed by a channel-wise subtraction of
the average of the non-stimulated trials from the average
of the stimulated trials (Fig. 3). The topographies of the
real TMS conditions (Fig. 4A, B) were comparable to the
typical M1 TEP topographies reported in the literature
(Bonato et al. 2006; Farzan et al. 2013; Rogasch et al. 2014;
Premoli et al. 2014a; Petrichella et al. 2017). Comparison
of individual TEP peaks in the negative vs. positive peak
conditions revealed a significant difference in the P70
(positive cluster P = 0.037 and negative cluster P = 0.014)
and N100 (positive cluster P = 0.019 and negative cluster
P = 0.022) components for the 110% RMT TMS (Fig. 4A)
and in the N100 (P = 0.041) for the 90% RMT TMS
(Fig. 4B), with significant clusters located where these
TEPs are usually expressed and modulated (Fig. 4A, B,
lowest rows, Premoli et al. 2014a,b; Darmani et al. 2016).

decreasing with decreasing stimulation intensity. The cluster-based
statistical comparison between the negative and positive peak
conditions did not result in any significant difference (lowest row in
each panel, ‘n.s.’ = not significant). [Colour figure can be viewed at
wileyonlinelibrary.com]
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In all cases, TEP components were larger in (absolute)
amplitude in the negative peak condition. No comparison
reached the threshold of significance for realistic sham
TMS (all P > 0.19, Fig. 4C). Furthermore, the negative
vs. positive peak of the µ-rhythm had no effect on the
P25, N45, P180 or N280 components (Fig. 4A, B), and the
amplitude of the P25–N45 complex was also not affected
by the negative vs. positive µ-phase (Fig. 4A, B).

For the TEP components that resulted in a significant
difference between the negative and positive peak
conditions (P70 and N100 in the 110% RMT TMS
condition, and N100 in the 90% RMT TMS condition),
Cohen’s d and MDC are reported in Table 1.

TMS-induced EEG oscillations

Our results replicated the typical early power increase
followed by a late power decrease in the alpha and beta
frequency bands (Fecchio et al. 2017; Premoli et al. 2017).
For the real TMS conditions, the activation patterns of
TMS-induced oscillations in the a priori defined TOI

for the alpha and beta bands were substantially similar
across different stimulation intensities (Fig. 5A, B), with
(absolute) response amplitude generally decreasing with
decreasing stimulation intensity, in agreement with pre-
vious literature (Fuggetta et al. 2005). Sham TMS showed
no or little power changes with respect to baseline
(Fig. 5C), again reproducing previously reported results
(Fuggetta et al. 2005).

Comparison between negative and positive peak
conditions for the two frequency bands and the two TOIs
of interest did not reach the significance threshold (all
P > 0.06) for 110% RMT, 90% RMT and sham TMS
(Fig. 5, lowest row).

Discussion

In this TMS-EEG study, we have analysed cortical
responses elicited by μ-phase-triggered single-pulse TMS.
Different TMS stimulation intensities, i.e. 110% RMT,
90% RMT and a realistic sham TMS, have been used
to disentangle modulation of TMS direct responses

Figure 6. Topographical plots of average TEPs and results of TEP statistics after compensation for the
difference in MEPs
The first two rows show the topographical distributions of evoked EEG responses resulting from the average across
all subjects and all trials of the negative and positive peak conditions for the 110% RMT TMS after compensation
for the difference in MEP amplitude. TEP peaks are named according to their approximate latency after TMS
application and the topographical plots are obtained averaging the EEG signal in the relative a priori defined
time windows (P25:18–39 ms, N45: 40–53 ms, P70: 55–72 ms, N100: 89–129 ms, P180: 151–241 ms, N280:
260–325 ms). The maximum and minimum voltages are reported (μV) below the relative topographies. The lowest
row shows the topographical t statistics maps resulting from the cluster-based statistical comparison between the
negative and positive peak conditions. Significant clusters (electrodes) are highlighted by black dots and P values
are reported below each plot. When two P values are reported, the top one is related to the positive cluster (t values
> 0, red) and the bottom one is related to the negative cluster (t values < 0, blue). If no significant cluster was
identified, ‘n.s.’ (not significant) is reported below the relative topographical t statistics map. To compensate for
the difference in MEP amplitude between the positive vs. negative peak conditions, for each subject, we created
empirical histograms of MEP amplitudes for the μ-rhythm positive and negative peak conditions using the same
bin edges. In principle, in each bin there is a different number of trials per condition. When one condition has more
trials in one of the bins, epochs are randomly selected to match the number of epochs of the other condition. This
process leads to an ‘equalization’ of the empirical histograms, ensuring the same average MEP amplitude, range of
MEP amplitude and same number of trials across μ-rhythm positive and negative peak conditions. [Colour figure
can be viewed at wileyonlinelibrary.com]
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from modulation of re-afferent signals caused by muscle
twitch associated with suprathreshold TMS, and of
somatosensory and auditory inputs caused by scalp
stimulation and TMS pulse click. In a previous study
(Zrenner et al. 2018), we had shown that the phase of
the endogenous sensorimotor μ-oscillation modulates
corticospinal excitability, as measured by MEP amplitude
on a hand muscle in response to single-pulse TMS: cortico-
spinal excitability is enhanced at the negative vs. positive
peak of the μ-oscillation. Here, we expected to observe
a similar modulation at the cortical level, reflected by
the amplitude of the TMS-evoked EEG potentials and
by the power of the TMS-induced EEG oscillations, as
previous studies have demonstrated that these responses
are modulated by functional and experimental changes
in cortical excitability (Massimini et al. 2005; Esser et al.
2006; Morishima et al. 2009; Ferrarelli et al. 2010; Premoli
et al. 2014a, 2017; Darmani et al. 2016).

According to our expectations, negative peak-triggered
TMS produced larger TEP peak amplitudes in the
modulated TEP components. The effect sizes ranged from
small to large in different conditions (Table 1). How
can we interpret the dependence of TEP amplitude on
the phase of the μ-rhythm? Nil findings in the realistic
sham TMS excluded that these results were caused by a
μ-phase-specific modulation of the somatosensory and
auditory inputs. Moreover, a phase-specific modulation of
the re-afferent input occurring approximately 40–60 ms
after the TMS pulse and reaching the cortex at different
phases of the non-reset μ-oscillation cannot explain all the
observed findings. 110% RMT TMS led to modulation
of the P70 and N100 TEP components. Both these
components may be possibly affected by the re-afferent
input, but 90% RMT TMS, which is subthreshold for
generation of MEPs, still resulted in larger N100 if
triggered at the negative peak of the μ-rhythm. Pre-
vious studies have reported that P70 may represent a
component of the evoked potentials associated with the
re-afferent feedback (Paus et al. 2001; Rogasch et al.
2013). This would also explain the different pattern
(i.e. a wide central parietal negativity) of this potential
in our subthreshold dataset (90% RMT), where MEPs
were not elicited, with respect to those in suprathreshold
dataset (110% RMT) and the absence of this potential
in the sham TMS condition (Fig. 4). In this context,
a larger P70 in the negative vs. positive peak-triggered
condition may be caused either by μ-phase-dependent
modulation of brain responses to the TMS pulse, by
μ-phase-dependent modulation of the re-afferent input
or by a larger re-afferent potential associated with larger
MEPs. Comparison of TEPs in the negative vs. positive
peak conditions after compensation of the difference in
MEP amplitude for the 110% RMT TMS did not result in
a μ-phase-specific modulation of P70 (Fig. 6), suggesting
that this result may at least partially reflect a contribution

of the re-afferent input. By contrast, N100 probably reflects
modulation of direct cortical activations. The N100–P180
complex has been associated with auditory inputs caused
by the click of the TMS coil (Nikouline et al. 1999). The
phase-dependent modulation of the N100 across different
TMS intensities but not sham TMS suggests strongly
that this TEP reflects predominantly activation of cortex
directly by the TMS pulse rather than by auditory input,
an idea also supported by other studies (Komssi et al. 2004;
Bonato et al. 2006; Ferreri et al. 2011; Gordon et al. 2018).
GABABergic inhibitory mechanisms seem to underlie the
generation of N100 (Nikulin et al. 2003; Bender et al.
2005; Kičić et al. 2008; Bonnard et al. 2009; Rogasch &
Fitzgerald, 2013; Premoli et al. 2014a). TMS applied at the
negative peak of the μ-oscillation may lead to recruitment
of a larger proportion of inhibitory neurons, which would
then result in an enhancement of N100 amplitude.

Despite a growing body of literature investigating
TMS-associated cortical responses, the origin of the TEPs
is not yet fully understood and it is still not clear
how the ongoing brain oscillations may contribute to
the generation of these potentials. Our results on TEPs
confirm at the cortical level that the negative peak of the
μ-oscillation represents a state in which the dendritic trees
of pyramidal neurons are closer to firing threshold and,
therefore, are more likely to generate action potentials in
response to a TMS pulse (Buzsáki et al. 2012; Zrenner et al.
2018), further stressing the important role of oscillatory
phase in the coordination of the response of cortical
neurons to synaptic inputs (Buzsáki & Draguhn, 2004;
Hari, 2006; Jensen & Mazaheri, 2010; Haegens et al. 2011).

While TMS applied at the negative vs. positive peak
of the ongoing μ-oscillation produced larger TEPs,
TMS-induced EEG oscillations were not significantly
modulated by the phase of the ongoing μ-oscillation.
A TMS-induced early power increase and late power
decrease observed after TMS of M1 may be controlled
by several inhibitory mechanisms, as they are enhanced
by GABAA and GABAB receptor agonists (Premoli
et al. 2017). It has been suggested that induced
oscillatory activity captures processes that evolve over
hundreds of milliseconds and result from intrinsic
network interactions within the brain (Donner & Siegel,
2011). Therefore, the effect of a local excitability state
(μ-phase) may only be observed in transient responses
phase-locked to stimulus onset (TEPs), while modulation
of non-phase-locked induced activity may be observed
only when network balances are altered (Premoli et al.
2017).

A limitation of the study is that realistic sham TMS
was designed to match the 90% RMT condition only.
While this led to a successful blinding, as both conditions
lack muscle twitches, we cannot completely exclude that
the more intense somatosensory and auditory inputs
associated with the 110% RMT condition played a role
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in some of the obtained results. Another limitation is the
pre-selection of participants according to the expressed
μ-power. This limitation could be overcome with the use
of more sophisticated and individualized spatial filters that
will isolate a sufficiently strong μ-oscillation in a larger
proportion of participants than the spatial filter used in the
present study. At present it remains unclear to what extent
the results of this study are generalizable to the population
as a whole. The amplitude of both the P25 TEP peak and
the P25–N45 complex were not affected by the ongoing
μ-phase, although the amplitude of the early EEG response
to TMS has been shown to be associated with MEP size
(Mäki & Ilmoniemi, 2010). The loss of EEG signal for up to
15 ms after the TMS pulse therefore represents a limitation
of our study. We cannot exclude that significant changes in
TMS-evoked or induced EEG responses have occurred in
this very early time window, especially because excitation
of pyramidal neurons projecting to the spinal cord and
responsible for the MEP generation occurs in the very first
milliseconds after the TMS pulse (Li et al. 2017). This
limitation could be possibly overcome in future studies
using faster sampling rates and more focal coils that mini-
mize the activation of scalp muscles and produce smaller
TMS-related artifacts.

To conclude, we have shown here that instantaneous
cortical excitability of the motor cortex fluctuates with
the phase of the ongoing μ-oscillation. Our findings
corroborate that TEPs are a sensitive measure of the
excitability state of the cortex and, therefore, are a valuable
tool to quantify the responsiveness of brain areas outside
the motor cortex with no other objective readout.
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Abstract

Repetitive transcranial magnetic stimulation (rTMS) can induce excitability changes of a

stimulated brain area through synaptic plasticity mechanisms. High-frequency (100 Hz) trip-

lets of rTMS synchronized to the negative but not the positive peak of the ongoing sensori-

motor μ-rhythm isolated with the concurrently acquired electroencephalography (EEG)

resulted in a reproducible long-term potentiation like increase of motor evoked potential

(MEP) amplitude, an index of corticospinal excitability (Zrenner et al. 2018, Brain Stimul

11:374–389). Here, we analyzed the EEG and TMS-EEG data from (Zrenner et al., 2018) to

investigate the effects of μ-rhythm-phase-dependent burst-rTMS on EEG-based measures

of cortical excitability. We used resting-state EEG to assess μ- and β-power in the motor cor-

tex ipsi- and contralateral to the stimulation, and single-pulse TMS-evoked and induced

EEG responses in the stimulated motor cortex. We found that μ-rhythm-phase-dependent

burst-rTMS did not significantly change any of these EEG measures, despite the presence

of a significant differential and reproducible effect on MEP amplitude. We conclude that

EEG measures of cortical excitability do not reflect corticospinal excitability as measured by

MEP amplitude. Most likely this is explained by the fact that rTMS induces complex changes

at the molecular and synaptic level towards both excitation and inhibition that cannot be dif-

ferentiated at the macroscopic level by EEG.

Introduction

Repetitive transcranial magnetic stimulation (rTMS) can be used to non-invasively modify

excitability and connectivity of stimulated cortical areas [1]. In the motor cortex (M1), excit-

ability changes can be assessed by comparing the responses to single-pulse TMS in a contralat-

eral hand muscle (motor evoked potentials, MEPs) before and after rTMS. However, MEPs

represent an indirect measure of cortical and corticospinal excitability. It is believed that

rTMS-induced changes in MEP amplitude most likely originate at the level of the motor cortex
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(for review see [2]), therefore rTMS would be expected to produce lasting changes in cortical

excitability and connectivity. Electroencephalography (EEG) is used to measure electrical

activity of the brain [3] and in combination with TMS (TMS-EEG) provides access to a more

direct measure of cortical excitability and connectivity. Cortical responses to TMS are

expressed in the EEG in a series of evoked potentials (TEPs) [4–6] as well as in a modulation of

spontaneous oscillatory activity [7–10]. Previous studies showed that rTMS induced LTP-/

LTD-like plastic changes can be successfully measured with TMS-EEG at a macroscopic scale.

For example, Esser and colleagues [11] reported an increase both in MEP size and in the global

mean field power (a compressed representation of the total TMS-evoked response) in the area

of premotor cortex after 5 Hz rTMS of the left M1. Also, in [12], 1 Hz rTMS decreased MEPs

and produced a significant increase in the TEP components peaking at around 60 ms and 100

ms after TMS. High-frequency rTMS of the left M1 has also been found to affect oscillatory

activity in the α and β bands, both at the stimulation site and in interconnected cortical areas

[13, 14]. In a previous study of our group [15], we have shown that the negative vs. positive

peak of the ongoing sensorimotor oscillation in the 8–12 Hz frequency band (μ-oscillation)

represents a state of higher excitability of the motor system, where the dendritic trees of pyra-

midal neurons receive mainly excitatory inputs and are closer to firing threshold. Results of in
vitro studies [16–19] showed that the direction of synaptic plasticity critically depends on the

coupling between stimulus and the state of neuronal population receiving it. On this basis, we

have investigated the after-effects of high-frequency (100 Hz) triplets of rTMS delivered to M1,

synchronized to the instantaneous phase of the ongoing sensorimotor oscillation in the 8–12

Hz frequency band (μ-oscillation) and demonstrated that when rTMS is applied at the negative

peak of the μ-oscillation MEP size increases for more than 30 minutes after the intervention,

compatible with long-term potentiation (LTP)-like plasticity, while no significant changes in

MEP size are observed when rTMS is applied at the positive peak of the μ-oscillation [15]. In

this study, we sought to investigate whether μ-rhythm phase-dependent rTMS produces simi-

lar changes in cortical excitability that are expressed in the spontaneous oscillatory activity of

M1 ipsi- and contralateral to the stimulation in the resting-state EEG, and/or in the TEPs and

in the oscillations induced by TMS over the stimulated M1. Oscillatory activity, both spontane-

ous and induced by TMS, has been analyzed in the μ- and β-bands, as these are the typical and

dominant oscillations in the sensorimotor system [20].

Materials and methods

The EEG data used in this study have been collected in [15].

Subjects

The study protocol was approved by the local ethics committee of the medical faculty of the

University of Tübingen (protocol 716/2014BO2). Experiments were conducted in accordance

with the declaration of Helsinki and the current TMS safety guidelines [21]. Two groups of

volunteers free of medications and without history of neurological or psychiatric disorders

took part in the study, after giving written informed consent. Twelve right-handed male partic-

ipants (age range 20–48 years, mean age±s.d. 26.5±7.5 years, Edinburgh Handedness inventory

laterality score 62±21) were tested in the first series of experiments, while eleven right-handed

participants (9 females, age range 21–32 years, mean age±s.d. 25.4±3.7 years, Edinburgh

Handedness inventory laterality score 91±13) were tested in the second series of experiments

(see below Experimental design and Fig 1). All included subjects exhibited a spectral power in

the μ-band (8–12 Hz) > 25% of the power in the 1–80 Hz power spectrum of the current scalp

density (CSD) signal of the C3 EEG electrode. This ensured a sufficient signal-to-noise ratio

Effects of μ-rhythm phase-dependent burst-rTMS on cortical excitability in humans: A rs-EEG and TMS-EEG study

PLOS ONE | https://doi.org/10.1371/journal.pone.0208747 December 7, 2018 2 / 17

Competing interests: The authors have declared

that no competing interests exist.

62

https://doi.org/10.1371/journal.pone.0208747


for a reliable real-time estimation of the instantaneous phase of the sensorimotor μ-oscillation

[15]. Moreover, resting motor threshold (RMT) of the right abductor pollicis brevis (APB) or

the first dorsal interosseous (FDI) muscle had to be� 60% and� 67.5% of maximum stimula-

tor output for the first and second group, respectively. This guaranteed that for each partici-

pant 80% RMT did not exceed the maximum intensity at which the stimulators used in the

two series of experiments (see below Experimental set-up & procedure) could generate 100 Hz

rTMS pulses (48% and 54%, respectively). When RMT was comparable for APB and FDI, APB

was used as target muscle, otherwise the muscle with lower RMT was chosen to increase the

chance of a subject being included in the study. APB was the target muscle for 3/12 subjects in

the first group and for 6/11 subjects in the second group. For each subject, the target muscle

was kept consistent across different experimental sessions.

Fig 1. Experimental design and sessions. Left side: blocks of 100 single TMS pulses were used to test effects of different rTMS interventions on

cortical and corticospinal measurements. Two pre-rTMS test blocks were acquired 15 minutes apart and three test blocks were acquired at 0,15

and 30 minutes after rTMS. Resting state EEG periods of ca. 4–5 minutes preceded the test blocks before rTMS and followed them after rTMS.

The rTMS intervention consisted of 200 bursts of triple pulses TMS with an inter-pulse interval of 10 ms (100 Hz triplets) delivered at 80% RMT.

The mean triplet repetition rate ± 1 s.d. was 1.01±0.12 Hz and 1.04±0.08 Hz for the first and second group of participants, respectively. Right side:

sessions differed from one another in the brain state used to trigger the rTMS triplets. TMS was applied to the left motor cortex, as indicated by

the red cross in the schematic picture of the participants’ head. Circles represent the positions of the EEG electrodes, filled black circles highlight

the EEG electrodes used to isolate the brain signal of interest to trigger rTMS. In the first group of participants, rTMS was triggered by the phase

(positive or negative peak) of the left sensorimotor μ-rhythm (Main Experiment, 12 subjects), by the phase (positive or negative peak) of the

endogenous occipital α-oscillation (Control Experiment 1, 11 subjects) or by the identical rTMS sequence of the Main Experiment (Control

Experiment 2, 8 subjects). In the second group of participants, rTMS was triggered by the phase (positive peak, negative peak or random) of the

left sensorimotor μ-rhythm (Control Experiment 3, 11 subjects). The order of the sessions was pseudo-randomized for the first group of

participants (with Control Experiment 2 sessions always following Main Experiment sessions) and fully randomized for the second group of

participants. For a given participant, consecutive sessions were performed at least 3 days apart.

https://doi.org/10.1371/journal.pone.0208747.g001
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Experimental set-up & procedure

Participants were seated in an armchair with their hands relaxed and looking at a fixation

cross while TMS pulses were delivered to the left M1. In the first series of experiments the set-

up consisted of an air cooled TMS coil (Magstim 70 mm Double Air Film Coil, Magstim, Ltd,

UK) connected to a high-frequency magnetic stimulator (Magstim Super Rapid Plus, Magstim

Ltd, UK) delivering biphasic single cosine cycle pulses with 400 μs period. In the second series

of experiments a passively cooled TMS double coil (PMD70-pCool, 70 mm winding diameter,

MAG & More, Germany) connected to a high frequency magnetic stimulator (research 100,

MAG & More, Germany) delivering biphasic single cosine cycle pulses with 160 μs period was

used instead. Motor evoked potentials (MEPs) were recorded from the right APB and FDI

muscles in a bipolar belly-tendon montage through electromyography (EMG, 5 kHz sampling

rate, 0.16 Hz -1.25 kHz bandpass filter) adhesive hydrogel electrodes (Kendall, Covidien).

RMT was defined according to the standard relative frequency method [22] as the minimum

stimulation intensity that produced MEPs> 50 μV in the target muscle in 5/10 consecutive tri-

als. The motor "hotspot" was defined as the coil position and orientation eliciting maximum

MEP amplitudes, using a slightly suprathreshold stimulation intensity [22]. The stimulating

coil was oriented orthogonally to the central sulcus, so that the second phase of the biphasic

pulse induced a lateral-posterior to medial-anterior electric field in the brain. Coil position

was kept constant relative to the participant’s head using a stereoscopic neuronavigation sys-

tem (Localite GmbH, Sankt Augustin, Germany). The EEG signal was recorded from 64 chan-

nels inserted in a TMS compatible Ag/AgCl sintered ring electrode cap (EasyCap GmbH,

Germany). In the first series of experiments, the EEG channels were arranged according to the

International 10–20 system and FCz and AFz were used as reference and ground electrode,

respectively. In the second series of experiments, a customized layout based on the Interna-

tional 10–20 system, but with higher electrode density over sensorimotor cortex was used and

FCz and PPO1h were taken as reference and ground electrode, respectively. The impedance at

the interface skin-EEG electrodes was < 5 kΩ throughout. A 24-bit 80-channel biosignal

amplifier was used for EEG and EMG recordings (NeurOne Tesla with Analog Real-time Out

Option, Bittium Biosignals Ltd., Finland). Data were acquired at 5 kHz sampling rate in AC

mode for the first series of experiments (band pass filter 0.16 Hz—1.25 kHz) and in DC mode

for the second series of experiments (1.25 kHz low-pass anti-aliasing filter) with a head-stage

sample rate of 80 kHz. A real-time system implemented as a Simulink Real-Time model

(Mathworks Ltd, USA, R2015a), executed on a dedicated xPC Target PC running the Simulink

Real-Time operating system (DFI-ACP CL630-CRM mainboard) was used for a real-time

analysis of the EEG signal and for triggering rTMS bursts according to the instantaneous

phase of oscillatory EEG activity (for details [15]). White noise at individually adjusted loud-

ness was applied through ear phones to mask the TMS click and minimize TMS-evoked audi-

tory potentials [23, 24].

Experimental design

The experimental design is schematically represented in Fig 1. Each experimental session con-

sisted of 2 pre-rTMS and 3 post-rTMS blocks of 100 suprathreshold single-pulse TMS trials

and of 2 pre-rTMS and 3 post-rTMS periods of approximately 4–5 minutes resting-state EEG

(rsEEG) recording with eyes open. The 2 pre-rTMS blocks started 15 minutes apart, as well as

the 3 post-rTMS blocks, while the last pre- and first post-rTMS blocks were separated only by

the duration of the rTMS intervention. The rsEEG recordings preceded the single-pulse TMS

blocks in the pre-rTMS and followed them in the post-rTMS measurements. The rTMS

Effects of μ-rhythm phase-dependent burst-rTMS on cortical excitability in humans: A rs-EEG and TMS-EEG study

PLOS ONE | https://doi.org/10.1371/journal.pone.0208747 December 7, 2018 4 / 17

64

https://doi.org/10.1371/journal.pone.0208747


intervention consisted of 200 bursts of 100 Hz TMS bursts delivered at 80% RMT. In each ses-

sion, triplets were triggered by a different pre-defined brain state.

In the first series of experiments the following brain states were used to trigger the rTMS

triplets: positive peak or negative peak of the local μ-rhythm (Main Experiment), positive peak

or negative peak of distal occipital α-rhythm (Control Experiment 1), replay of positive peak

or negative peak μ-rhythm rTMS sequence from Main Experiment independent of ongoing μ-

rhythm (Control Experiment 2). Local μ-rhythm originating in the left sensorimotor cortex

was isolated at sensor level with a spatial filter [25] centered on the electrode C3 and using the

four adjacent electrodes FC3, C1, CP3, C5. A similar filter centered on the electrode Oz and

using the neighbor electrodes POz, O1, O2, Iz was used to isolate the occipital α-rhythm. The

Main Experiment investigated the effects of sensorimotor μ-phase on corticospinal plasticity.

Control Experiment 1 served to demonstrate that the phase-dependent effects on corticospinal

plasticity observed in the Main Experiment were produced only when a locally generated oscil-

lation is used to trigger the rTMS triplets. Control Experiment 2 was used to show that the

results in the Main Experiment depended on the synchronization between stimulus and brain

state and were not caused by the temporal properties of the rTMS sequence.

In the second series of experiment the following brain states were used to trigger the rTMS

triplets: positive peak, negative peak or random phase of the local μ-rhythm (Control Experi-

ment 3). Local μ-rhythm was isolated with a slightly different spatial filter centered on the elec-

trode C3 and using the neighbor electrodes FC1, FC5, CP1, CP5. This different spatial filter

was used to be able to record oscillatory activity also from an off-center EEG source of the μ-

rhythm. Control Experiment 3 was designed to validate, generalize and extend the results of

the Main Experiment.

In the brain state-triggered sessions a power threshold was used to ensure that triplets were

triggered by physiological signal instead of filtered noise. The power threshold was set manu-

ally and chosen to ensure an average inter-burst interval of approximately 1 s [15]. The mean

triplet repetition rate ± 1 s.d. was 1.01±0.12 Hz and 1.04±0.08 Hz for the first and second

group of participants, respectively. For a given participant, consecutive sessions were per-

formed at least 3 days apart and the order of the sessions was pseudo-randomized for the first

group (with Control Experiment 2 sessions always following Main Experiment sessions) and

fully randomized for the second group of participants.

Data analysis

Data processing and analysis were performed using customized analysis scripts on MATLAB

R2018a and the Fieldtrip open source MATLAB toolbox [26].

Resting-state EEG. The rsEEG periods were segmented in epochs of 2 s, down-sampled

to 500 Hz and filtered with a 1–80 Hz bandpass filter (zero-phase Butterworth, 3rd order) and

a 49–51 Hz notch filter (zero-phase Butterworth, 3rd order). Epochs containing major artifacts

as well as noisy EEG channels were removed upon visual inspection (percentage of removed

epochs: 9.7±5.9%, number of removed channels: 2±2, mean±s.d.). Then, independent compo-

nent analysis (ICA) based on FastICA algorithm [27, 28] was applied to the data. ICA compo-

nents representing biological (eye blinks and movements, persistent muscle activity) or

electrical artifacts were removed based on their topography, single-trial time-course and

power spectrum (mean±s.d. 22±6). Discarded channels were spline-interpolated using the sig-

nal of the neighbor channels [29]. CSD signals [29] of the EEG channels C3 and C4, chosen as

representative of the left and right sensorimotor cortices, respectively, were computed and

their power spectra were estimated based on the fast Fourier transform (FFT) algorithm. For

each subject and channel, individual μ- and β-bands were defined as 2 Hz wide bands centered
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at the maximum peak in the 5–15 Hz and 15–30 Hz ranges of the average power spectrum,

respectively. Finally, for each subject, rsEEG period and session, C3 and C4 μ- and β-powers

were defined as the power in the individual C3 and C4 μ- and β-bands and used for statistical

analysis (see below, Statistics).
TMS-EEG evoked potentials. The single-pulse TMS trials were segmented in epochs

from 0.5 s before the TMS marker to 1 s after the TMS marker. Data from 1 ms before to 15

ms after the marker, where high amplitude TMS artifacts occur, were removed and cubic inter-

polated. Epochs were then centered and visually inspected (percentage of removed epochs:

4.0 ± 3.4%, number of removed channels: 3±2, mean±s.d.). Then, the same ICA used for the

rsEEG data was applied to the TMS-EEG data. Data underwent ICA twice, in a two-step proce-

dure as proposed in [30]. In the first step, only components representing high-amplitude

TMS-related artifacts were removed (mean±s.d. 7±4). Then, data were filtered with a 1–80 Hz

bandpass filter (zero-phase Butterworth, 3rd order) and a 49–51 Hz notch filter (zero-phase

Butterworth, 3rd order), down-sampled to 1000 Hz and ICA was again applied to the data.

Components representing biological (eye blinks and movements, persistent muscle activity),

electrical or smaller amplitude TMS-related artifacts were removed (mean±s.d. 22±6). Then,

channels discarded during the visual inspection of the data were spline-interpolated [29] and

data were re-referenced to the average reference signal. Epochs were lowpass filtered (45 Hz,

zero-phase Butterworth, 3rd order) and averaged per block. Five non-overlapping time win-

dows of interest (TOIs) were a priori defined based on the group average TEPs across subjects,

blocks and sessions. The pre-selected TOIs were approximately centered around the latencies

of the typical motor cortex TEP peaks P25, N45, P70, N100 and P180 [4, 6, 31]. Specifically,

beginning and end of the TOIs were set at 22–39 ms, 40–53 ms, 53–70 ms, 77–131 ms, 151–

240 ms after the TMS pulse, respectively, for the first group of subjects, and at 22–39 ms, 40–

56 ms, 56–79 ms, 80–134 ms, 145–231 ms for the second group of subjects. Moreover, for each

TOI, eight channels of interest were defined as the channels with maximum voltage for P25,

P70 and P180 and the channels with minimum voltage for N45 and N100 (first group: P25 –

Cz, FC1, C1, C2, FC2, CP2, CPz, CP1, N45 –F2, FC2, F4, AF4, C2, FC4, Fp2, F6, P70 –CP3,

C5, C3, P5, P1, CP5, P3, CP1, N100 –C1, C3, CP3, FC1, CP1, FC3, Cz, C5, P180 –Fz, F2, FC2,

F4, FC4, AF4, C4, FC6; second group: P25 –Cz, C1, CCP1h, CCP2h, C2, FCC3h, FC1, FC2,

N45 –FFC6h, FT8, C6, F6, FC4, FC6, AF4, F8, P70 –CP3, CCP5h, P5, P1, P3, CP5, C3, CP1,

N100 –C1, FCC3h, C3, Cz, FC1, CCP1h, CP1, CP3, P180 –FC2, FFC2h, FCC4h, C2, FFC1h,

Cz, Fz, F2). Selected TOIs and channels for each TOI can be seen in Fig 2. Information about

TMS-evoked cortical activation was then compressed computing the local mean field power

(LMFP, [12, 32–34]) over the selected channels in the corresponding TOI. For each TOI, sub-

ject, test block and session the area under the obtained LMFP was used for statistical analysis

(see below, Statistics).
TMS-EEG induced oscillations. A time-frequency representations (TFRs) of the

TMS-EEG data can uncover responses to TMS that are not time- locked to the onset of the

pulse and are expressed as changes in spontaneous oscillatory activity [7–10, 35]. We have

focused on the CSD signal of the C3 channel and have isolated the non-time-locked, i.e.

induced, activity, in the time-domain by subtracting the average evoked response from each

single trial [10, 35, 36]. Subsequently, we have calculated the TFRs convolving single trials with

complex Morlet wavelets [37] in the frequency range from 6 to 45 Hz in steps of 1 Hz and shift-

ing the center of the wavelet in steps of 10 ms in the time window -500 ms to 1000 ms relative

to TMS application. The length of the wavelets linearly increased from 2 cycles at 6 Hz to 9

cycles at 45 Hz [35, 38]. TFRs of power were obtained taking the squared absolute values of the

complex time series resulting from the wavelet transformation. These were then trial-wise z-

transformed based on the mean and standard deviation of the full-length trial as described in
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[39] and baseline corrected subtracting the mean value (over time) of the baseline period

(from 300 ms to 100 ms before TMS), to ensure that the average pre-TMS values did not differ

from zero and that z-values could be interpreted as a modulation of the pre-TMS oscillatory

activity. Finally, TFRs were averaged per block and trimmed to remove the time points where

no time-frequency values could be calculated (from -500 to -333 ms and from 833 to 1000 ms

with respect to the TMS marker in the data, corresponding to 1 cycle of the 6 Hz oscillation at

the beginning and end of the epoch). Based on previous literature [10, 40], six non-overlapping

time-frequency regions of interest (ROIs) were a priori defined (Fig 2). For each subject, block

Fig 2. Selection of TEPs TOIs and channels and induced and evoked oscillations ROIs. On the left, single EEG channel traces and topographical plots

resulting from the average across all subjects, test blocks and sessions for the first (top) and second (bottom) group of subjects. TEPs peaks are named according

to their approximate latency after TMS application. Topographical distributions are obtained averaging the signal in the grey-shaded time windows. The

maximum and minimum voltages are reported in μV below the relative topographies. Black filled dots in the topographies indicate the channels where the

corresponding TEP peak was maximally expressed and that were used for calculation of LMFP in the relative TOI. On the right side, TFRs of induced (upper

part) and evoked (lower part) oscillations on channel C3 averaged across all subjects, test blocks and sessions for the first (top) and second (bottom) group of

subjects. Time-frequency ROIs used for the analysis are enclosed by the black rectangles. In all plots, time windows highlighted in black indicate signal affected

by TMS-related artifacts that was removed and interpolated.

https://doi.org/10.1371/journal.pone.0208747.g002
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and session, time-frequency values were averaged in the pre-defined ROIs (ROI1–8–12 Hz,

50–200 ms, ROI2–13–30 Hz, 50–200 ms, ROI3–8–12 Hz, 200–600 ms, ROI4–13–30 Hz, 200–

600 ms, ROI5–8–12 Hz, 600–800 ms, ROI6- 13–30 Hz, 600–800 ms) and used for statistical

analysis (see below, Statistics).
TMS-EEG evoked oscillations: Local TMS-EEG evoked oscillatory activity [6, 7, 41, 42] was

obtained averaging across trials the CSD signal of the C3 channel in each block and calculating

the TFRs thereof with complex Morlet wavelets as described in the previous paragraph. For

each subject, block and session, time-frequency values were averaged in the same six pre-

defined ROIs of the induced activity (Fig 2) and used for statistical analysis (see below,

Statistics).
Statistics. For each group of participants and for each investigated parameter, repeated

measures analyses of variance (rmANOVAs) were run on the raw, i.e. not normalized, pre-

rTMS data to demonstrate that there was no effect of TIME (2 levels, i.e. block 1 and block 2),

SESSION (6 levels for first group of participants, 3 levels for second group of participants) or

the interaction SESSION�TIME. For this analysis, the rsEEG data and LMFP data were ln-

transformed to ensure normality. Then for each experiment, i.e. Main Experiment, Control

Experiment 1, Control Experiment 2 and Control Experiment 3, and for each investigated

parameter, rmANOVAs with the within–subject effects of PHASE (2 levels, i.e. positive and

negative peak, for Main Experiment, Control Experiment 1 and Control Experiment 2, 3 lev-

els, i.e. positive peak, negative peak and random phase, for Control experiment 3) and TIME

(3 levels, i.e. time 0, time 15, time 30), were performed on normalized data. For the normaliza-

tion, the rsEEG and LMFP data were divided by the average of the pre-rTMS blocks, while the

average of the pre-rTMS blocks was subtracted from the TFRs data. Sphericity in all rmANO-

VAs was tested using Mauchly’s test and, whenever it was violated, the Greenhouse-Geisser

correction was applied. Post-hoc paired two-tailed t-tests were applied in case of a significant

main effects or interactions. For all tests, the Lilliefors test was used to verify normal distribu-

tion. The significance level was p<0.05. Bonferroni’s correction was used for all post hoc analy-

ses following rmANOVA to correct for multiple comparisons.

Results

Effect of rTMS on resting-state EEG μ- and β-power

Fig 3 shows the normalized μ- and β-power on C3 and C4 in the rsEEG periods for all the

experimental sessions. C3 μ-power showed a significant effect of TIME in Control Exp. 2 (F2,14

= 4.825, p = 0.025), while C3 β-power showed a significant interaction PHASE�TIME in Con-

trol Exp. 2 (F2,14 = 5.601, p = 0.029). In both cases, all post hoc pairwise comparisons were not

significant (all p> 0.05).

Effect of rTMS on TEP LMFPs

Fig 4 shows the normalized LMFP of the different TEP components for all the experimental

sessions. In the Main Experiment, LMFP data showed a significant interaction PHASE�TIME

for the P180 TEP component (F2,22 = 8.734, p = 0.006). Post hoc pairwise comparisons demon-

strated a decrease of the P180 LMFP 30 min after rTMS in the negative peak condition

(p = 0.027) compared to the average pre-rTMS value. In Control Experiment 1, there was a sig-

nificant effect of PHASE for the N100 TEP (F1,10 = 8.649, p = 0.015). Pairwise comparisons

revealed an increased N100 LMFP in the positive peak vs. negative peak condition (p = 0.045).
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Effect of rTMS on local TMS-induced oscillations

Fig 5 shows the normalized TMS-induced oscillations on C3 in the six a priori defined ROIs

for all the experimental sessions. TFRs data showed a significant effect of PHASE for ROI 3

(F2,20 = 3.565, p = 0.047) in Control Experiment 3 and a significant effect of TIME for ROI 3

(F2,14 = 4.844, p = 0.0275) and ROI 5 (F2,14 = 5.167, p = 0.021) and ROI 6 (F2,14 = 4.509,

p = 0.031) in Control Experiment 2. Post hoc pairwise comparisons were all non-significant

after Bonferroni correction (all p> 0.05).

Effect of rTMS on local TMS-evoked oscillations. Fig 6 shows the normalized TMS-

evoked oscillations on C3 in the six a priori defined ROIs for all the experimental sessions.

TFRs data showed no significant main effect of PHASE, TIME or of the interaction PHA-

SE�TIME in any of the ROIs (all p>0.05).

Discussion

We have investigated here the effects of μ-rhythm phase-dependent rTMS on several EEG

measures of cortical excitability, i.e. resting-state EEG μ- and β-power, TEP LMFPs and TMS-

Fig 3. Resting-state EEG μ- and β-power on C3 and C4. Time course of group average ± 1 s.e.m. resting-state EEG μ- and β-

power on channels C3 (upper rows) and C4 (lower rows), for the positive (orange lines), negative (blue lines) and random (gray

lines) phase triggered conditions in each experiment. Data are normalized to the average of the pre-rTMS blocks. In all plots,

vertical black bars indicate the rTMS intervention.

https://doi.org/10.1371/journal.pone.0208747.g003
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induced and -evoked oscillatory activity. In line with previous results from our group on corti-

cospinal plasticity [15], we expected LTP-like changes of these parameters when rTMS was

applied at the negative peak of the local μ-oscillation, but none of the EEG measures was con-

sistently and differentially modulated by rTMS when triggered on the negative vs. positive

peak of the μ-rhythm. At a first glance, our results may seem counterintuitive, as a clear and

reproducible change in MEP size, i.e. the long-term increase with synchronization of rTMS to

the negative peak of the μ-rhythm, was not paralleled by similar changes in the investigated

EEG measures. There is sufficient evidence that high-frequency rTMS-induced long-term

increases in MEP amplitude occur at the level of cortex, as demonstrated, for example, by a

reduced paired-pulse inhibition [43] and an increased regional cerebral metabolic rate of glu-

cose [44] in the stimulated motor cortex. This notion is also supported by studies in animals

showing that rTMS can modulate protein expression [45, 46], neurotransmitter and neuromo-

dulator release and turnover [47, 48], as well as neuronal spiking [46]. However, several

Fig 4. LMFP of TEPs. Time course of group average ± 1 s.e.m. of LMFP of TEP components (P25, N45, P70, N100, P180) for the

positive (orange lines), negative (blue lines) and random (gray lines) phase triggered conditions in each experiment. Data are

normalized to the average of the pre-rTMS blocks. In all plots, vertical black bars indicate the rTMS intervention.

https://doi.org/10.1371/journal.pone.0208747.g004
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TMS-EEG studies that investigated the aftereffects of rTMS on EEG measures have already

reported substantial discrepancies between EEG-based measures of cortical excitability and

MEP amplitude as an index of corticospinal excitability. Van der Werf and Paus [42] applied

low-frequency subthreshold rTMS, known to induce depression of MEPs, to the left M1 and

Fig 5. TMS-induced oscillations on C3. Time course of group average ± 1 s.e.m. of TMS-induced oscillations on channel C3 in the

six a priori defined ROIs for the positive (orange lines), negative (blue lines) and random (gray lines) phase triggered conditions in

each experiment. Data are normalized to the average of the pre-rTMS blocks. In all plots, vertical black bars indicate the rTMS

intervention.

https://doi.org/10.1371/journal.pone.0208747.g005

Effects of μ-rhythm phase-dependent burst-rTMS on cortical excitability in humans: A rs-EEG and TMS-EEG study

PLOS ONE | https://doi.org/10.1371/journal.pone.0208747 December 7, 2018 11 / 17

71

https://doi.org/10.1371/journal.pone.0208747.g005
https://doi.org/10.1371/journal.pone.0208747


did not observe lasting changes in MEP size with respect to the pre-rTMS baseline, while

reporting an early reduction followed by a later increase of the amplitude of the N45 TEP com-

ponent. Similarly, inconsistent results have been obtained after continuous theta burst stimula-

tion (cTBS, [49]). McAllister and colleagues [50] analyzed resting-state EEG over the left M1

Fig 6. TMS-evoked oscillations on C3. Time course of group average ± 1 s.e.m. of TMS-evoked oscillations on channel C3 in the six

a priori defined ROIs for the positive (orange lines), negative (blue lines) and random (gray lines) phase triggered conditions in each

experiment. Data are normalized to the average of the pre-rTMS blocks. In all plots, vertical black bars indicate the rTMS

intervention.

https://doi.org/10.1371/journal.pone.0208747.g006
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before and after cTBS and found that spectral power in the δ, θ, α or β did not predict the MEP

reduction after cTBS. Moreover, resting-state EEG power was unaffected by cTBS. Similarly,

Vernet and colleagues [51], while reporting that changes in MEP size could be explained by a

combination of different TEP peaks at group level, did not report a modulation of specific TEP

peaks after cTBS. Another recent cTBS study on motor cortex reported unchanged MEP

amplitude and unchanged LMFP over the stimulation site, but decreased δ power in resting-

state EEG as well as decreased δ, θ and γ TMS-EEG oscillatory activity after the intervention

[52]. Another study [53] did not find any change in TEPs in the presence of a significant

increase in MEP size after intermittent theta burst stimulation (iTBS,[49]). Altogether, rTMS

interventions thought to induce LTD- or LTP-like changes in corticospinal excitability pro-

duced inconsistent effects on all tested readouts, i.e. MEP and EEG measures. In summary,

our nil findings are in line with these conflicting results. A possible explanation for these dis-

cordant results is that rTMS induces complex changes in molecular and synaptic mechanisms

of the cortex that involve both inhibitory and facilitatory effects [54–58]. Since EEG can infer

events only on a macroscopic scale and does not discriminate between excitatory and inhibi-

tory processes, rTMS-induced changes in cortical dynamics may remain undetected by the

EEG measures used in this study. Moreover, the relationship between MEPs and resting-state

or TMS-evoked or induced EEG responses may be not linear, as already suggested by a lack of

correlation between these measures in previous studies [12, 50, 52, 59].

A limitation of the present study is the use of suprathreshold TMS intensity in the test

blocks pre- and post-rTMS. While this allowed to observe lasting excitability changes on MEPs

[15], the associated changes in re-afferent input from the induced muscle twitch could contrib-

ute to the modulation of TMS cortical responses. However, the re-afferent input probably did

not play a significant role in the reported results, as the investigated EEG measures remained

largely unchanged with respect to the pre-rTMS values despite the increase in MEP amplitude.

Another limitation is the loss of the EEG signal for up to 15 ms after the TMS pulse. We cannot

exclude that significant changes in TMS-evoked or induced EEG responses have occurred in

this very early time window, especially because excitation of pyramidal neurons projecting to

the spinal cord and responsible for the MEP generation occurs in the very first milliseconds

after the TMS pulse [60]. This limitation could be possibly overcome in future studies using

faster sampling rates and more focal coils that minimize the activation of scalp muscles and

produce smaller TMS related artifacts. Finally, another possible limitation of the study is the

use of a data cleaning procedure based on ICA. While ICA is often used and necessary in the

analysis of TMS-EEG data [12, 35, 52, 61, 62], it cannot be excluded that the removal of a large

number of components partially affected the obtained results.

To conclude, while information over local neuronal excitability state at the time of rTMS

has proved to lead to a more controlled efficacy of corticospinal plasticity induction as mea-

sured by a LTP-like increase in MEP size (in 91.3% of subjects vs. 52–61% in previous conven-

tional rTMS protocols that did not employ EEG information about ongoing brain state, [15]),

we did not observe any consistent modulation of EEG measures and no differential effect

dependent on the phase of the ongoing μ-rhythm. The most likely explanation for this nil find-

ing is that resting-state EEG, and TMS-evoked and induced EEG responses do not reflect

excitability of corticospinal circuitry.
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a b s t r a c t

Background: The analysis of cortical responses to transcranial magnetic stimulation (TMS) recorded by
electroencephalography (EEG) has been successfully applied to study human cortical physiology. How-
ever, in addition to the (desired) activation of cortical neurons and fibers, TMS also causes (undesired)
indirect brain responses through auditory and somatosensory stimulation, which may contribute
significantly to the overall EEG signal and mask the effects of intervention on direct cortical responses.
Objectives: To test differences in EEG responses to real TMS at intensities above and below resting motor
threshold (RMT) and a realistic sham stimulation.
Methods: 12 healthy subjects participated in one session in which single-pulse TMS was applied to the
left motor cortex in 3 different blocks, 150 pulses per block: 110%RMT, 90%RMT and realistic sham
stimulation. Cortical responses were collected by a 64 electrode EEG system. TMS evoked potentials
(TEPs) and TMS induced oscillations were analyzed.
Methods: 12 healthy subjects participated in one session in which single-pulse TMS was applied to the
left motor cortex in 3 different blocks, 150 pulses per block: 110%RMT, 90%RMT and realistic sham
stimulation. Cortical responses were collected by a 64-channel EEG system. TMS evoked potentials (TEPs)
and TMS induced oscillations were analyzed.
Results: TEPs from all conditions differed significantly, with TEPs from 110%RMT showing overall highest
amplitudes and realistic sham lowest amplitudes. Sham stimulation had only minor effects on induced
cortical oscillations compared to pre-stimulus baseline, TMS at 90%RMT resulted in a significant increase
(50e200m s) followed by a decrease (200e500m s) in power of alpha and beta oscillations; TMS at 110%
RMT led to an additional increase in beta power at late latencies (650e800m s).
Conclusions: Real TMS of motor cortex results in cortical responses significantly different from realistic
sham. These differences very likely reflect to a significant extent direct activation of neurons, rather than
sensory evoked activity.

© 2018 Elsevier Inc. All rights reserved.

1. Introduction

The combination of electroencephalography (EEG) with trans-
cranial magnetic stimulation (TMS) has enabled important ad-
vances in investigating cortical physiology through analysis of
electrophysiological responses recorded from the brain [1,2].
Conventionally, motor cortex was targeted by TMS due to the
availability of motor evoked potentials (MEPs) recorded through

electromyography (EMG) from hand muscles as an indirect mea-
sure of corticospinal excitability [3]. TMS evoked EEG potentials
(TEPs) serve as a more direct measure of cortical excitability and
connectivity that enables analysis of spatiotemporal cortical
response profiles, e.g., before and after brain stimulation or phar-
macological interventions [4,5]. For TMS target sites other than
motor cortex, TEPs gain additional importance, as there are no
other straightforward electrophysiological outcome measures
available [1].

The technical challenges regarding the design of EEG amplifiers
for compatibility with TMS have largely been solved, and it is now
possible to analyze neural responses a few milliseconds after the
TMS pulse [2,6]. Nevertheless, interpretation of the EEG response to
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TMS regarding its origin remains difficult, since this response is a
combination of the experimentally desired (i.e., TMS evoked)
activation of the brain, and experimentally undesired responses,
such as indirect brain activation due to somatosensory and auditory
inputs, that are inevitably caused by excitation of trigeminal nerve
endings in the scalp and the TMS click sound, as well as non-neural
signals, such as scalp muscle activation. The click sound generated
by the coil during each TMS pulse results in a prominent auditory
evoked potential (AEP), which contaminates the EEG signal of in-
terest [7,8], but can be partially mitigated using masking noise [9].
Similarly, somatosensory input due to vibration of the stimulating
coil during the TMS pulse, as well as direct activation of peripheral
sensory nerves in the scalp, result in somatosensory evoked po-
tentials (SEP) in the EEG signal [10]. The use of a spacer between the
coil and the scalp has been proposed to reduce sensory activation
[11,12]. Despite these efforts, there is still concern that remaining
signals from these auditory and somatosensory inputs still act as
significant confounders in the analysis of TMS-EEG [11].

Consequently, incorporation of a sham stimulation condition
has been advocated in TMS-EEG research, to ensure that observed
effects cannot be attributed to experimentally undesired responses.
However, it is not trivial to design a proper TMS sham condition
that does not produce effective direct cortical stimulation but is
otherwise equivalent to real TMS in all its indirect effects [13].
Realistic sham procedures that incorporate both an auditory click,
as well as a weak electrical stimulation to reproduce the skin
sensation and scalp muscle activation near the TMS target, have
been proposed as a possible solution, although so far only few
studies have adopted this approach [13,14]. Another issue, specif-
ically concerning TMS of motor cortex, is the re-afferent feedback
from the evoked muscle twitch with suprathreshold TMS in-
tensities, which contributes to TEPs [10,15] and to the spectral
pattern of TMS induced cortical oscillations [16e18], adding to the
contamination of the direct cortical response signal.

In this study, we aim to disentangle these phenomena by
comparing EEG responses generated by real TMS of the motor
cortex vs. a realistic sham stimulation. Specifically, we compared
EEG responses to TMS with an intensity above motor threshold
(eliciting MEP), TMS with an intensity below motor threshold
(without eliciting MEP), and realistic sham stimulation. We ex-
pected to find differential EEG responses between these conditions,
which would allow identification of brain responses caused by
direct activation by TMS rather than indirect activation by so-
matosensory or auditory inputs or re-afferent feedback.

2. Methods

2.1. Subjects

The sample for the present study was drawn from a previous
experiment (Desideri et al., under review). Subjects included 12
healthy right-handed individuals (4 males, age range 22e51 years,
mean age± s.d. 27.5± 7.7 years, Edinburgh Handedness inventory
laterality score 75± 23). Experiments were conducted in accor-
dance with the Declaration of Helsinki and within the current TMS
safety guidelines of the International Federation of Clinical
Neurophysiology [19]. All subjects provided written informed
consent prior to participation, and the study was approved by the
ethics committee of the medical faculty of the University of
Tübingen (protocol 716/2014BO2).

2.2. Experimental design

The experiment involved a single session, with the application
of single-pulse TMS to the hand area of the left primary motor

cortex. Stimulation was divided into 3 separate blocks: 1. Real TMS
with stimulation intensity of 110%RMT; 2. Real TMS with intensity
of 90%RMT; and 3. Realistic SHAM stimulation. The order of the
blocks was randomized across subjects, who were blinded to the
nature of the stimulation applied in each block. To test the quality of
blinding, subjects filled a questionnaire at the end of the experi-
mental session, designed to report the order in which each condi-
tion (110%RMT, 90%RMT or SHAM) was applied according to their
impression.

2.3. Experimental set-up & procedure

Participants were seated in a comfortable armchair with their
hands relaxed and were required to watch a fixation cross 1m in
front of them. The experiment involved a figure-of-eight TMS coil
(PMD70-pCool, 70mm winding diameter, Research 100, MAG &
More, Germany), which delivered single pulses with a biphasic
waveform (single cosine, 160 ms period). The coil orientation was
45� with respect to the midline, resulting in the major component
of the electric field induced in the brain underneath the coil
pointing from lateral-posterior to medial-anterior. MEPs were
recorded from the right abductor pollicis brevis muscle in a bipolar
belly-tendon montage through surface electromyography (EMG,
5 kHz sampling rate, 0.16 Hz �1.25 kHz bandpass filter) using ad-
hesive hydrogel electrodes (Kendall, Covidien). The motor “hot-
spot” was defined as the coil position and orientation eliciting, at a
slightly suprathreshold stimulation intensity, maximum MEP am-
plitudes [20]. The RMT was determined as the minimum stimula-
tion intensity that produced MEPs >50 mV in the target muscle in
more than 50% of the trials [20]. Coil position angulation and
orientation were kept constant relative to the participant's head
using a stereoscopic neuronavigation system based on a standard
Montreal Neurological Institute (MNI) brain anatomy (Localite
GmbH, Sankt Augustin, Germany).

EEG signal was recorded from 64 channels arranged in the In-
ternational 10e20 montage [21] in a TMS compatible Ag/AgCl
sintered ring electrode cap (EasyCap GmbH, Germany). Data were
acquired in DC mode (5 kHz sampling rate, 1.25 kHz low-pass anti-
aliasing filter). The impedance at the interface between skin and all
EEG electrodes was <5 kU throughout the experiment. A 24-bit 80-
channel biosignal amplifier was used for EEG and EMG recordings
(NeurOne Tesla with Analog Real-time Out Option, Bittium Bio-
signals Ltd., Finland). To minimize TMS-evoked auditory potentials,
white noise was applied to the subjects through earphones, with
attached plugs that attenuate external noise [6,9]. The loudness of
the white noise was individually adjusted to optimally mask the
TMS click.

In the SHAM block, the original coil was disconnected from the
TMS stimulator, while still positioned over the subject's scalp on
the “hotspot” target. A second identical coil was then connected to
the TMS stimulator, which was used to produce the typical TMS
click at a stimulation intensity of 90%RMT. The second coil was
positioned next to the first coil in the air and held by a fixation arm,
but kept at a distance of 20 cm away from the scalp, which models
showed to produce only a negligible electric field in the cortex, thus
avoiding undesired neuronal stimulation [22]. To simulate the scalp
sensation associated with TMS, electrical stimulation of the scalp
with 200 ms pulse duration, 200 V compliance voltage and 2.50mA
output current was delivered through two round electrodes
(diameter 1 cm) integrated in the EEG cap, covered in conductive
gel, with the cathode placed between Cz and CP1, corresponding to
the position of the electrode CCP1h in the high-density 5% EEG
montage, and the anode placed between FC5 and C3, corresponding
to the position of the electrode FCC5h, and connected to a constant
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current high voltage electrical stimulator (Constant current stim-
ulator DS7A, Digitimer Ltd, UK).

In the original experiment (Desideri et al., under review), TMS
triggers in each block were generated randomly at the positive
peak, negative peak or at random phase of the ongoing sensori-
motor m-oscillation (for details, see Ref. [23]). For the purposes of
the present study, only the trials with TMS triggered at random
phase were used, to avoid possible confounding factors on the EEG
response from stimulation at specified brain states [24] (Desideri
et al., under review). TMS triggers were applied with a jittered
minimum inter-trial interval of 2 s.

2.4. Data analysis

EEG and EMG data processing and analysis were performed
using customized analysis scripts on MATLAB R2017b and the
Fieldtrip open source MATLAB toolbox [25]. The continuously
recorded EEG signal was segmented with respect to the trigger
markers in the data. The epochs were defined from 500m s before
the marker to 1 s after the marker. Additionally, trials from the 90%
RMT dataset which elicited any MEP with a peak-to-peak ampli-
tude of >25 mV within 20e40m s after TMS were excluded, to
ensure that the data in the 90%RMT condition exclusive contained
trials without MEPs.

EEG data preprocessing: For the 110%RMT and 90%RMT datasets,
data from 1m s before to 15m s after the marker, where high
amplitude TMS artifacts occur, were removed and cubic interpo-
lated. For the SHAM dataset, data from 1m s before to 40m s after
themarker needed to be removed and interpolated, as the electrical
stimulation and scalp muscle activation produced longer lasting
artifacts. EEG data were then visually inspected. Epochs containing
major artifacts were removed as well as channels that showed
prominent noise in most of the epochs. Independent component
analysis (ICA) based on FastICA algorithm with a symmetric
approach and the “gauss” contrast function for finding the weight
matrix [26] was applied. These specifications have been recom-
mended for the processing of TMS-EEG data [27]. Data were sub-
mitted to a two-step ICA procedure, inwhich ICA components were
visually inspected and removed based on their topography, single-
trial time-course, average time-course and power spectrum [28]. In
the first step, only components representing high amplitude TMS-
related artifacts were removed. Then, data were filtered with a
1e80 Hz bandpass filter (zero-phase Butterworth, 3rd order) and a
49e51Hz notch filter (zero-phase Butterworth, 3rd order) and
down-sampled to 1000Hz. Afterwards, ICA was again applied to
the data, and components representing eye blinks and movements,
persistent muscle activity or smaller amplitude TMS-related arti-
facts were removed. Finally, channels discarded during the visual
inspection of the data were spline-interpolated using signal of the
neighbor channels and data were re-referenced to the average
reference signal [29].

TMS-EEG evoked potentials (TEPs): For the TEP analysis, the EEG
trial epochs of a given block were lowpass filtered (45 Hz, zero-
phase Butterworth, 3rd order) and averaged. We included the
following 5 TEPs (with post-TMS time windows of interest) into
further statistical analyses, as they correspond to those most
reproducible according to the literature [5,30]: P25 (20e30m s),
N45 (35e60m s), P70 (60e80m s), N100 (85e140m s), P180
(150e230m s).

TMS-EEG oscillatory response: Aside from the TEPs, TMS induces
oscillations which are not necessarily time-locked to the TMS pulse,
i.e., changes in spontaneous oscillatory activity [16,17]. To obtain
the induced response, first, we isolated the induced activity in the
time-domain by a channel-wise subtraction of the evoked response
from each single trial [18,31] for the epochs retained after data

cleaning and after re-afferent feedback compensation (see below).
Subsequently, we calculated the time-frequency representations
(TFRs) convolving single trials with complex Morlet wavelets [32].
We have analyzed the frequency range from 6 - 45 Hz in steps of
1 Hz and the center of the wavelet was shifted in steps of 10m s in
the time window �500m s e 1000m s relative to the TMS pulse.
The length of the wavelet linearly increased from 2 cycles at 6 Hz to
9 cycles at 45 Hz. The result of the wavelet transformation is a
complex time series for each frequency in the examined frequency
range. We then obtained the TFRs of power taking the squared
absolute values of the complex time series. This was followed by
the individual trial normalization for each frequency, based on a z-
transformation that used the trial's respective mean and standard
deviation for the power of each frequency from the full trial length.
This normalization procedure transforms all power data to the
same scale, allowing comparison across participants, trials and
electrodes [18,33]. This full-length single-trial z-transformation
calls for a pre-stimulus baseline correction, i.e., subtraction of mean
value (over time) of the baseline period (from 300m s - 100m s
before TMS), to ensure that the average pre-stimulus values do not
differ from zero and that z-values can be interpreted as a modu-
lation of the pre-stimulus oscillatory activity. Finally, for each
subject and each experimental condition (110%RMT, 90%RMT,
SHAM) we averaged the TFRs across trials.

2.5. Statistical analysis

All statistical analyses were performed on the MATLAB platform
(R2017b, The Mathworks, USA). Responses in the blinding ques-
tionnaire were compared to the actual blocks using chi-square test
of independence.

EEG data were analyzed, using all channels, by means of non-
parametric cluster-based permutation statistics to control for the
family-wise error rate [34]. Clusters were defined as �2 neigh-
boring electrodes with a p-value <0.05. Monte Carlo p-values were
subsequently calculated by means of a two-tailed test (i.e., signifi-
cance level p< 0.025), using 1000 iterations for TEPs, and 2000
iterations for induced oscillations.

Significant differences between TEPs in the 3 experimental
conditions (110%RMT, 90%RMT, SHAM) were evaluated by means of
four analyses of variance (ANOVAs), one for each TEP of interest
(N45, P70, N100, P180). The amplitude of the signal was averaged
across the respective time windows of interest, and channels were
permuted in the cluster based analysis. TEPs that presented clusters
with p< 0.05 in the ANOVA were further analyzed in post hoc
pairwise comparisons, performed by t-tests using the same cluster
based methods approach. For the P25 TEP, only the 110%RMT and
90%RMT conditions were compared because within this early
period data analysis in the SHAM condition was compromised by
the stimulus artifact. We disregarded a comparative analysis be-
tween 110%RMT and SHAM, as it would not be possible to attribute
any of the observed differences between these two conditions to
the TMS brain activation or to differences in somatosensory
activation.

The same statistical procedures were repeated in an additional
analysis, following normalization of the signal's amplitude. This
involved subtraction of the signal's amplitude of each trial by the
average of thewhole trial's amplitude and dividing the result by the
standard deviation of the whole trial's amplitude, obtaining a z-
score. By normalizing the amplitudes across interventions, results
obtained from the statistical cluster-based analyses would reflect
primarily differences in the signal's spatial distribution between
conditions.

Induced Oscillations were also analyzed with a cluster-based
ANOVA to compare the 3 experimental conditions (110%RMT, 90%
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RMT, SHAM). Here, both the space (channels) and time dimensions
were permuted in the cluster-based method, within a period
40e800m s after the TMS pulse. This methodwas preferred instead
of a predetermined set of time windows, given the absence of a
consensus for time windows of interest to be used in the TMS
induced oscillation analysis. Also, the present cluster-based statis-
tics approach is appropriate for exploratory analyses, as it mini-
mizes false-positives involved in testing multiple time-points [34].
Four ANOVAs were performed, one for each of the 4 frequency
bands of interest: alpha (8e12Hz), beta-1 (13e19Hz), beta-2
(20e29Hz), and gamma (30e45Hz). Time-frequency points that
presented clusters with p< 0.05 in the ANOVA were proceeded to
the pairwise post hoc comparison with cluster-based t-tests.

3. Results

3.1. Blinding

The analysis of the blinding questionnaire suggests that the
subjects were able to distinguish between the conditions applied,
Х2¼ 40 (df¼ 4, N¼ 12); p< 0.001 (Table 1). This was because all
subjects could correctly identify the 110%RMT condition associated
with muscle twitches. Comparing solely the 90%RMT and SHAM
conditions, no statistical relation between the conditions and the
subjects' responses was observed, as the null hypothesis could not
be excluded: Х2¼ 2.66 (df¼ 1, N¼ 12), p¼ 0.102. This suggests that
subjects could not reliably distinguish realistic sham TMS from sub-
threshold real TMS.

3.1.1. TMS evoked potentials (TEPs)
The average percentage (±1 s.d.) of excluded trials during data

processing was 3.9± 2.4% (110%RMT), 3.3± 2.1% (90%RMT) and
2.8± 1.7% (SHAM). The average number of components excluded in
the first-step ICAwere, respectively: 7.4± 2.1, 7.0± 2.4 and 4.7± 1.6,
and the average number of components excluded in the second-
step ICA were, respectively: 23.9± 8.9, 24.5± 6.4, and 26.5± 4.7.

Stimulation (110%RMT, 90%RMT and SHAM) over the left motor
cortex resulted in a series of deflections of the EEG signal, that
differed among each other already at visual inspection (Fig. 1).
Cluster-based ANOVA showed that the signals from all TEPs were
statistically different, both for the sensor-level absolute amplitudes
(in mV, Fig. 1, top panels) and the z-transformed normalized am-
plitudes (Fig. 1, bottom panels).

Pairwise comparisons showed that 110%RMT trials presented a
significantly higher amplitude of TEPs (P25, N45, P70 N100 and
P180) compared to 90%RMT. The difference was expressed mostly
in channels located in proximity of the stimulation site (Fig. 2,
upper panels). The 90%RMT trials presented a significantly higher
amplitude of N45, N100 and P180 but not P70 when compared to
SHAM. All differences were in clusters centered around the vertex
(Fig. 2, upper panels). Following the normalization of signal
amplitude, differences between conditions 110%RMT and 90%RMT
remained significant (Fig. 2, lower panels). In contrast, the

difference in N100 between 90%RMT and SHAM was no longer
significant, while the differences in N45 and P180 remained, and a
new significant difference was observed in P70 (Fig. 2, lower
panels).

3.1.2. TMS induced oscillations
Stimulation (110%RMT, 90%RMT and SHAM) over the left motor

cortex resulted in a series of changes in the power of ongoing
oscillatory activity (Fig. 3). A comparison between all interventions
revealed a statistical difference in the oscillatory frequencies cor-
responding to the alpha (a), low-beta (b1) and high-beta (b2)
bands. The differences occurred in 3 separate post-TMS pulse pe-
riods: an early response with increased power (around
50e200m s), followed by a depression (around 250e500m s), and
a late response with increased power (after 650m s), with respect
to the baseline period.

A pairwise comparison indicated higher increase in power of
cortical oscillations in the frequency bands a, b1 and b2, around
50e200m s, in the condition 90%RMT, compared to SHAM, in a
cluster of channels comprising the stimulated area and the
contralateral hemisphere, followed by a larger decrease in power of
the oscillations in the frequency bands a and b1, around
250e500m s, in a cluster of channels comprising mostly the
stimulated area (Fig. 4). The pairwise comparison between 110%
RMT and SHAM indicated a similar pattern of differences. A larger
increase in power of the oscillations in the frequency bands b1 and
b2 was observed around 650e800m s in the 110%RMT condition
compared to both 90%RMT and SHAM (Fig. 4).

4. Discussion

The objective in this study was to compare EEG responses
generated by TMS of the motor cortex at supra- and sub-threshold
intensities and by realistic sham stimulation. We found that TMS
evoked and induced EEG responses present distinct patterns when
generated by single-pulse TMS above RMT, below RMTor a realistic
sham stimulation.

Motor cortex TMS at 90%RMT effectively activates the brain, as
has been demonstrated by inhibition of ongoing motor activity
[35], generation of intracortical inhibition and facilitation in paired-
pulse TMS protocols [36], or elicitation of corticospinal volleys in
epidural spinal recordings [37]. Therefore, the 90%RMT and SHAM
conditions should differ only with regard to effective (but sub-
threshold for generation of MEPs) cortical stimulation by TMS,
while indirect sources of brain activation by auditory input caused
by the TMS click and somatosensory inputs caused by excitation of
scalp nerve endings should be similar. Nevertheless, the N45, N100
and P180 TEP amplitudes were significantly larger in the 90%RMT
than SHAM condition. TEPs evoked by the 90%RMT condition fol-
lowed the pattern described in previous reports of motor cortex
stimulation below RMT [15,38], and these TEPs remained even after
subtracting the responses caused by the realistic SHAM (Fig. 2). It is
very likely that this difference between TMS 90%RMT and sham is
mostly caused by direct cortical activation by the TMS pulse. The
analysis of the signal after amplitude normalization suggested also
a significant difference in the spatial distribution of TEPs between
90%RMT and SHAM conditions, except for the N100. The realistic
sham stimulation evoked cortical responses with a negative peak at
around 100m s after stimulation, followed by a positive peak at
around 200m s (Fig. 1), as expected from sensory and auditory
evoked cortical activity generated by TMS [7,10,39]. Given the
presence of auditory click and scalp sensation in all conditions in
the present study, it is expected that their cortical responses would
share this feature. It is possible that the spatial difference of the
N100 between 110%RMT and 90%RMT was due to the re-afferent

Table 1
Contingency table of the number of subjects' responses to the blinding question-
naire versus the actual session the subjects received.

Session applied Responses to the blinding
questionnaires

Total number
of sessions

110%RMT 90%RMT SHAM

110%RMT 12 (100%) 0 (0%) 0 (0%) 12
90%RMT 0 (0%) 8 (66.6%) 4 (33.3%) 12
SHAM 0 (0%) 4 (33.3%) 8 (66.6%) 12

P.C. Gordon et al. / Brain Stimulation 11 (2018) 1322e1330 1325

82



input from the motor evoked potential in the 110%RMT condition,
skewing the voltage distribution of the cortical evoked potential
towards the sensorimotor cortex of the stimulated hemisphere.

Moreover, sham stimulation had only minor effects over
induced oscillations, especially when compared to the effects of
110%RMTand 90%RMTstimulation (Fig. 3). Specifically, the 90%RMT
resulted in increased power of oscillations in the alpha and beta
frequencies in an early period, followed by decreased power of
alpha and beta-1 frequencies in a later period, as described in
previous studies [17,18]. These observations provide further evi-
dence that these patterns originated by direct cortical stimulation
by the TMS pulse, rather than by auditory or somatosensory evoked
activity.

Significant differences were also found comparing supra-
threshold TMS (110%RMT) with subthreshold TMS (90%RMT).
Stimuli applied at intensities above RMT by definition elicit a motor
response, which in turn leads to a re-afferent somatosensory
evoked potential [40]. Motor re-afference from MEPs has been
shown to interfere with the signal from TEPs, from approximately
40m s after TMS pulse on, corresponding to the cumulative la-
tencies of the MEP and somatosensory evoked potentials [6,10].
When stimulating the motor cortex at 100%RMT, one previous
study found an increased amplitude of TEPs at latencies around
60m s in the temporoparietal region in trials that elicited MEPs
compared to those that did not, suggesting that this difference is
probably caused by the re-afferent feedback from MEPs [38]. A

Fig. 1. The top panel shows the EEG sensor amplitude using an average reference montage (mV); the bottom panel shows the normalized amplitudes (z-score). Left: Butterfly plot of
the grand average across all subjects (n ¼ 12) and trials of each condition (110%RMT, 90%RMT and SHAM). The green curve is the signal recorded from electrode C3 underneath the
stimulating coil over left motor cortex. Red dotted line indicates the TMS pulse. Shaded areas represent the latencies of typical TEPs observed after TMS of motor cortex (P25, N45,
P70, N100 and P180). Right: Spatial distribution of voltage over the scalp averaged across the latency of each TEP. TEPs that presented statistical significance in the cluster-based
ANOVA are marked with * (p < 0.001), and statistical significance in the cluster based t-test are marked with y (p< 0.010). (For interpretation of the references to colour in this figure
legend, the reader is referred to the Web version of this article.)
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similar result was also observed in our study (Fig. 2). However,
intensity of motor cortex stimulation per se has also been corre-
lated to TEP amplitudes, regardless of the presence of MEPs [15]. It
is likely that stimuli with higher intensities are able to depolarize
neurons in a larger and deeper cortical area, thus leading to higher
TEP amplitudes. Also, a study using functional magnetic resonance
imaging and suprathreshold TMS suggested that the activation in
motor cortical areas due to the re-afference potential does only
explain 10e20% of the activation while 80e90% are attributable to
direct brain activation by suprathreshold TMS [41]. Activation of
motor output neurons by 110%RMT TMS, including connection of
these neurons to the contralateral motor cortex through inter-
hemispheric connections, might have been responsible for higher
amplitudes found in the P25 around the contralateral motor cortex
with 110%RMT TMS compared to 90%RMT (Fig. 2) [42]. Moreover,
due to its short latency, it is unlikely that the amplitude of this
TEP was influenced by re-afference or any other sensory evoked
activity [6].

Changes in cortical oscillations following TMS have also been
previously explored, with increase in power of alpha and beta
frequency bands in the period 50e200m s after TMS [10,16], with
larger changes with increasing TMS intensities, and no change

following sham stimulation [16]. Later studies identified a decrease
in power in these frequency bands in a later period 200e500m s
after TMS pulse [17,18]. The latency of this alpha and beta power
decrease (event related desynchronization, ERD) may suggest a
correspondence to sensory evoked activity [43], such as the motor
re-afference [40]. In this line, it was demonstrated in one previous
study that the decrease in power of the ERD (200e350m s after the
TMS pulse, alpha and beta frequency bands) was larger in ~110%
RMT trials that elicited high amplitude MEPs, compared to trials
with low amplitude MEPs, supporting that re-afference signals
from the muscle twitch contributed to the ERD [17]. In contrast, we
observed no significant difference in alpha/beta ERD between the
110%RMT and 90%RMT condition, but ERD was absent in the SHAM
condition (Fig. 4). Another possibility is that alpha/beta ERD over
sensorimotor cortices elicited by TMS may simply reflect overall
cortical activation, which would include cortico-cortical and
cortico-subcortical circuits directly activated by TMS and, to a lesser
extent, the re-afferent feedback from the MEPs [18]. Accordingly,
one study demonstrated that patients with severe disorders of
consciousness, unlike healthy controls, failed to present TMS
induced alpha and beta desynchronization [44], likely representing
a consequence of the breakdown of cortico-cortical neuronal

Fig. 2. The upper panels show the EEG sensor amplitude using an average reference montage (mV); the bottom panels show the normalized amplitudes (z-score). Top: Butterfly
plots of the difference between interventions. The green curve represents electrode C3. Red dotted lines indicate the TMS pulse. Cyan areas represent the latencies of typical TEPs
observed after TMS of motor cortex (P25, N45, P70, N100 and P180) which presented statistical significance in the ANOVA (p < 0.001). Mid: Topographical plots of the statistical
differences (t-values) of TEP amplitudes indicated by the bold black line on the butterfly plots, channels highlighted (*) belong to clusters in which statistical significance was
expressed. Red indicating more positive amplitude in the first condition, and blue indicating more negative amplitudes. P-values of the statistical tests are displayed next to the
respective cluster. Bottom: Time courses of the average of the voltages from the EEG channels that comprised the significant electrode clusters, depicted in the above topographical
plot (Pos Clust: Positive clusters; Neg Clust: Negative cluster), areas in cyan correspond to latencies of typical TEPs described above, shadows around the average curves correspond
to ±1 SEM. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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processing in this condition [45,46]. Induced oscillations in the
110%RMT condition presented a significantly larger power increase
in the beta band (event related synchronization/ERS) in a late time
window (650e800m s) compared to 90%RMT, suggesting that this
phenomenon might correspond specifically to the motor re-
afference. Late beta ERS (after approximately 1 s) has been shown
to correlate to somatosensory re-afference, as both intentional
finger movements and peripheral nerve stimulationwithout motor
response were able to generate beta ERS [40,47] Also, post-
movement beta rebound in latencies beyond 500m s was found
to be increased following executed movements, compared to

movement planning, suggesting a role of re-afference in this phe-
nomenon [48].

The present study has some limitations. As mentioned, the
signal at latencies up to 40m s in the sham condition was lost due
to artifacts. Analysis of these data could have added to the under-
standing of the contribution of downstreaming activity from the
motor cortex to the early TEPs. Latencies beyond 40m s in condi-
tions using suprathreshold TMS are always subject to interference
from re-afferent signals, thus limiting the comparison of the effects
between different TMS intensities. A future study might overcome
this limitation by pairing TMS with peripheral stimulation in all

Fig. 3. Left: Time-frequency plots of the induced oscillations from the average across subjects and all EEG channels of each condition (110%RMT, 90%RMT and SHAM). Black area
around time¼ 0 corresponds to the TMS artifact. Middle-Bottom: Time-frequency plot of the average across all subjects, conditions and EEG channels, dotted rectangles indicate the
time-frequencies where the cluster-based ANOVA detected a statistical difference between conditions (respective p-values to the right of the topographical plots). Topographical
plots indicate the distribution of the standardized power (z-value) of the TMS induced oscillations from each condition, within the time-frequencies where the cluster-based ANOVA
detected a statistical difference: Frequency indicated to the left of the plots (a, b1, b2), post-trigger period and p-value of the ANOVA indicated to the right of the plots.

Fig. 4. Time-frequency plots of the difference of the induced oscillations between conditions, from the averages across all subjects (n ¼ 12). Dotted rectangles indicate the time-
frequencies where the pairwise cluster-based t-tests detected a significant difference between interventions (p-values indicated next to respective topographical plots). Topo-
graphical plots indicate significant differences from the pairwise cluster based t-tests, with clusters of channels indicated by (*). The frequency bands are indicated to the left of the
plots (a, b1, b2), p-value of the t-tests are indicated to the right of the plots.
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intensities, and subtracting the evoked potential from peripheral
stimulation from the TEPs; or by blocking peripheral nerve con-
duction with local anesthetic nerve block [49]. It would also be of
interest to investigate the comparison between different TMS in-
tensities and realistic sham in other cortical areas. A recent pre-
liminary report suggests that effective TMS evoked potentials in
other brain regions, namely the frontal and parietal cortex, share
many similar features with the responses from sham stimulation
[50]. Future studies would be valuable to further confirm these
observations to provide guidance for a more accurate extraction of
signals that reflect direct cortical activation using TMS-EEG. In
summary, our data demonstrate that real TMS of motor cortex re-
sults in EEG responses that reflect to a significant extent activation
of the brain by the TMS pulse rather than by indirect sources of
auditory, somatosensory or re-afferent inputs. Our findings are in
close agreement with one previous study that demonstrated that
TEPs are genuine cortical responses because they were detectable
only when preserved cortical tissuewas stimulated in patients with
traumatic or ischemic brain lesions, in the presence of otherwise
intact nerves in the scalp and cranial muscles [51].

5. Conclusion

Realistic sham TMS of the motor cortex elicits evoked and
induced EEG potentials that are of significantly lower amplitudes
compared to real TMS. These findings reinforce the evidence that
most cortical responses observed with TMS-EEG are mostly unre-
lated to sensory evoked potentials caused by scalp stimulation and/
or auditory stimulation from the TMS pulse, provided proper
masking noise and ear protection are used. Nevertheless, the
presence of a non-zero signal caused by sensory evoked activity
might act as a confounder. Therefore, the use of a sham-controlled
design is advisable in TMS-EEG experiments to disentangle the
signal originated by direct cortical responses to TMS from auditory
and somatosensory evoked activity, to ensure that the effects of
experimental interventions are specifically attributed to the
genuine cortical response to TMS.
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3. Discussion 

In this thesis, we established for the first time a set-up that uses the 

combination of EEG and TMS to process in real-time with millisecond resolution 

electrical brain activity and to synchronize the stimulation to desired predefined 

brain states. We used this real-time EEG-triggered TMS set-up to investigate the 

dependency of corticospinal and cortical excitability and plasticity on the phase 

of the endogenously generated sensorimotor µ-rhythm. We estimated the 

instantaneous phase of the µ-oscillations and delivered single TMS pulses or 

bursts of rTMS to the left M1 of healthy participants when specific phases, i.e. 

positive and negative peak, occurred. With our experimental work, we also 

demonstrated that cortical responses to real vs. realistic sham TMS of M1 are 

characterized by different patterns of spatiotemporal activations.  

In this section, the interpretations and implications of the presented results 

will be discussed in detail and future perspective will be presented. 

In our publication “Real-time EEG-defined excitability states determine 

efficacy of TMS-induced plasticity in human motor cortex” (Zrenner et al., 2018), 

we demonstrated that corticospinal excitability fluctuates with the phase of the 

ongoing µ-oscillation. In particular, larger MEPs are obtained when TMS is 

applied at the negative vs. positive peak or random phase of the µ-rhythm. We 

also showed that 100 Hz TMS triplets repeatedly applied at the negative peak of 

the µ-rhythm caused an LTP-like increase in MEP size, while no significant 

change was observed when the same rTMS protocol was applied at the positive 

peak or at random phase of the µ-rhythm.  

In the Introduction section, we have seen that synchronized EPSPs at the 

apical dendrites of pyramidal neurons that are oriented perpendicularly to the 

scalp are the major generators of the negative deflections in the surface EEG 

(Buzsáki et al., 2012; Kirschstein & Köhling, 2009). Pyramidal neurons in dorsal 

premotor and primary somatosensory cortex are mostly radially oriented. 

According to realistic models of TMS induced electric field (Bungert et al., 2017; 

Laakso et al., 2014), when TMS is applied over the M1 hand knob, their apical 

dendritic trees are transsynaptically excited (Amassian et al., 1987) and activate 

corticospinal neurons in M1 through cortico-cortical connections (Dum & Strick, 
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2005). Therefore, it is likely that we observed larger MEPs when single TMS 

pulses were applied at the negative vs. the positive peak of the sensorimotor µ-

rhythm because this negative deflection is generated when the dendritic trees of 

pyramidal neurons in the dorsal premotor cortex or the primary somatosensory 

cortex predominantly receive excitatory synaptic inputs and are closer to firing 

threshold. As a consequence, a TMS pulse applied at the negative vs. positive 

peak of the µ-oscillation would recruit a higher fraction of these neurons, leading 

to the activation of more corticospinal neurons and finally larger MEPs. 

Similar mechanisms may explain why we observed LTP-like corticospinal 

plasticity only when rTMS was synchronized to the negative peak and not the 

positive peak or random phase of the µ-oscillation. Dendritic membrane 

potentials play a critical role for the effect size and direction of synaptic plasticity 

in in vitro experiments: LTP is obtained when synaptic stimulation is paired with 

intracellular depolarization, while synaptic stimulation paired with 

hyperpolarization leads to LTD (Artola et al., 1990; Sjöström & Häusser, 2006).  

In “Phase of sensorimotor µ-oscillation modulates cortical responses to 

transcranial magnetic stimulation of the human motor cortex” (Desideri et al., 

2019), we showed that the phase of the ongoing µ-oscillation modulates TEPs 

when TMS is applied at supra- and subthreshold stimulation intensity, but not 

TMS-induced oscillations. Importantly, µ-phase did not affect TEPs or TMS-

induced oscillations in the realistic sham TMS condition, strongly supporting the 

notion that results in the real TMS conditions were not caused by a µ-phase 

specific modulation of somatosensory and auditory inputs. 

The most relevant result of our study was an enhancement of the TEP 

component occurring approximately 100 ms after TMS, i.e. N100, When TMS 

was applied at the negative vs. the positive peak of the µ-oscillation. N100 has 

often been associated to auditory inputs caused by the click of the TMS coil 

(Nikouline et al., 1999), however its µ-phase dependency across different TMS 

intensities but not sham TMS strongly suggests that this TEP reflects 

predominantly activation of cortex directly by the TMS pulse rather than by 

auditory inputs, a notion also supported by other studies (Bonato et al., 2006; 

Ferreri et al., 2011; Gordon et al., 2018; Komssi et al., 2004). The mechanisms 
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underlying the generation of N100 seem to be related to GABABergic inhibition 

(Bender et al., 2005; Bonnard et al., 2009; Kičić et al., 2008; Nikulin et al., 2003; 

Premoli et al., 2014; Rogasch & Fitzgerald, 2013). Therefore, TMS applied at the 

negative peak of the µ-oscillation may lead to recruitment of a larger proportion 

of inhibitory neurons which would then result in the enhancement of N100 

amplitude. 

The lack of µ-phase-dependent modulation of TMS-induced EEG oscillations 

may be related to the nature of the brain processes reflected by induced 

oscillatory activity. In fact, induced oscillations result from intrinsic network 

interactions within the brain that evolve over hundreds of milliseconds (Donner & 

Siegel, 2011). Therefore, the effect of a local excitability state (µ-phase) may only 

be observed in transient responses phase-locked to stimulus onset (TEPs), while 

modulation of non-phase-locked induced activity may be observed only when 

network balances are altered, like the administration of neuroactive drugs 

(Premoli et al., 2017). 

In brief, our findings not only show that cortical excitability of the motor cortex 

fluctuates with the phase of the ongoing µ-oscillation, extending the corticospinal 

results of our previous study (Zrenner et al., 2018) at the cortical level, they also 

corroborate that TEPs are a sensitive measure of the instantaneous excitability 

state of the cortex and, therefore, a valuable tool to quantify the responsiveness 

of brain areas outside motor cortex with no other objective readout. 

In a similar way, in our publication “Nil effects of μ-rhythm phase- dependent 

burst-rTMS on cortical excitability in humans: a resting-state EEG and TMS-EEG 

study” (Desideri et al., 2018), we investigated whether 100 Hz TMS triplets 

repeatedly applied at the negative vs. positive peak of the ongoing µ-oscillation 

induced long-lasting changes in cortical excitability that could be measured with 

resting-state EEG and TMS-EEG evoked and induced responses. Our results 

showed that none of the EEG-based measurements used to assess cortical 

excitability could detect any significant and consistent plastic change with respect 

to the pre-rTMS values, even in presence of a reproducible and significant LTP-

like increase in MEP size when rTMS was applied at the negative peak of the µ-

oscillation (Zrenner et al., 2018). 
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There is sufficient evidence that LTP-like effects induced by high-frequency 

rTMS on MEPs occur at the level of the stimulated motor cortex (Peinemann et 

al., 2000; Siebner et al., 2000). Studies in animals show that rTMS can modulate 

protein expression (Benali et al., 2011; Fujiki & Steward, 1997), neurotransmitter 

and neuromodulator release and turnover (Ben-Shachar et al., 1997; Keck et al., 

2000), as well as neuronal spiking (Benali et al., 2011). 

However, several TMS-EEG studies that investigated the aftereffects of 

rTMS on EEG measures have reported substantial discrepancies between EEG-

based measures of cortical excitability and MEP amplitude as an index of 

corticospinal excitability (Gedankien et al., 2017; McAllister et al., 2011; Rocchi 

et al., 2018; Van Der Werf & Paus, 2006; Vernet et al., 2013), and our nil findings 

are in line with these conflicting results. A possible explanation for these 

discordant results is that rTMS-induced changes in cortical dynamics could not 

be detected by the EEG-based measures used in this study. In fact, rTMS 

induces complex changes in molecular and synaptic mechanisms of the cortex 

that involve both inhibitory and facilitatory effects (Funke & Benali, 2011; Labedi 

et al., 2014; Lenz et al., 2016; Vlachos et al., 2012), while EEG can infer events 

only on a macroscopic scale and does not discriminate between excitatory and 

inhibitory processes.   

In this thesis, we also showed that TMS-evoked and -induced responses in 

the motor cortex present clear distinct patterns when generated by TMS pulses 

above RMT, below RMT and by a realistic sham stimulation. These results were 

presented in the publication “Comparison of cortical EEG responses to realistic 

sham versus real TMS of human motor cortex” (Gordon et al., 2018). These 

findings reinforce the evidence that responses to somatosensory and auditory 

stimulation associated with TMS represent only a minor part of the responses 

observed in the EEG compared to responses generated through direct cortical 

activation. 

In conclusion, we demonstrated that synchronizing the stimulation to the 

negative peak of the endogenously generated µ-oscillation is crucial to obtain 

LTP-like aftereffects and to better control the directionality of the plastic changes 

obtained with our high-frequency rTMS protocol. In fact, in recent studies using 
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“excitability enhancing” NIBS protocols without information about the ongoing 

brain state only 52-61% of the investigated participants showed MEP changes in 

the expected direction (Hamada et al., 2013; Lopez-Alonso et al., 2014), while in 

our study 21/23 (91.3%) subjects exhibited an LTP-like increase in MEP 

amplitude when rTMS was synchronized to the negative peak of the µ-oscillation, 

demonstrating that taking into account the ongoing brain state leads to a 

reduction of inter-subject variability of rTMS aftereffects.  

These findings could be relevant to enhance therapeutic effects of NIBS 

treatments of brain network disorders, like stroke, epilepsy, Parkinson’s disease, 

depression, and schizophrenia. Future studies could investigate the role of other 

oscillations in the fluctuation of excitability in the motor system. Further research 

could also address whether synchronization of rTMS interventions to brain states 

that are defined using different parameters than the phase of the µ-rhythm plays 

a significant role in the effective induction of LTP-like and LTD-like effects. 

Moreover, it would be important to assess experimentally whether oscillations in 

other brain areas of clinical relevance also influence responses to TMS similarly 

to what we have observed in the motor cortex for the µ-rhythm.  
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4. Summary 

Non-invasive brain stimulation (NIBS) is a promising tool to modulate brain 

networks. Among NIBS techniques, transcranial magnetic stimulation (TMS) can 

activate cortical neurons in a spatiotemporal scale of millimeters and milliseconds 

and it has proved to have potential not only for electrophysiological, cognitive and 

behavioral research but also for the treatment of neurological and psychiatric 

disorders. Nevertheless, electrophysiological responses to TMS as well as 

clinical improvement of TMS treated patients is often characterized by a high 

variability across sessions and subjects, which limits the application of TMS in 

clinical settings. A significant part of this variability may be ascribable to the 

ongoing brain activity at the time of the stimulation.  

To experimentally verify the advantage of brain state-dependent TMS, we 

built a TMS set-up that is able to trigger TMS pulses in real-time on the basis of 

the ongoing electrical brain activity concurrently registered with 

electroencephalography (EEG). We used this real-time EEG-triggered TMS set-

up to assess dependency of electrophysiological responses to TMS of the left 

human motor cortex on the phase of the sensorimotor 8 – 12 Hz oscillation, i.e. 

µ-oscillation, in healthy participants. We synchronized single TMS pulses to the 

negative peak, positive peak or random phase of the µ-oscillation to assess µ-

phase-dependent corticospinal and cortical excitability. Moreover, we repeatedly 

applied 200 triplets of TMS at 100 Hz, i.e. repetitive TMS (rTMS), either at the 

negative peak, positive peak or random phase of the µ-oscillation, to assess 

dependency of rTMS-induced long-lasting changes in corticospinal and cortical 

excitability on µ-phase. We measured corticospinal excitability with the amplitude 

of the motor evoked potentials (MEPs) recorded in a muscle of the right hand and 

cortical excitability with the amplitude of TMS-evoked potentials (TEPs) and the 

power of TMS-induced oscillations recorded with EEG. Furthermore, we used 

part of the data acquired for the assessment of µ-phase-dependent cortical 

excitability to evaluate the differences in cortical responses between real TMS at 

intensities above and below resting motor threshold (RMT) and a realistic sham 

stimulation. 
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Larger MEPs were obtained with single TMS pulses applied at the negative 

vs. positive peak or random phase of the ongoing µ-oscillation. Moreover, a long-

lasting (>30 minutes) increase of MEP amplitude was achieved with negative 

peak synchronized rTMS, while no significant change with respect to the pre-

intervention MEP amplitude was observed after positive peak synchronized or 

random phase rTMS. Single TMS pulses applied at the negative vs. positive peak 

of the µ-rhythm produced also enhanced TEPs. In particular, the negative 

deflection occurring approximately 100 ms after TMS application was consistently 

larger in the negative vs. positive peak condition both for above and below RMT 

intensities. Importantly, evoked responses elicited by realistic sham TMS were 

not modulated by the phase of the µ-oscillation. Negative peak triggered burst-

rTMS did not significantly change any of the investigated EEG measures, despite 

the reported long-lasting significant increase in MEPs. Finally, TMS above and 

below RTM resulted in TEPs with larger amplitudes and in a significant 

modulation of the power of induced oscillatory activity compared to evoked 

potentials and induced oscillations elicited by realistic sham. 

In conclusion, we demonstrated that the negative vs. positive peak of the 

sensorimotor µ-rhythm represents a state of higher excitability of the motor 

system and that rTMS synchronized to this high excitability state leads to long-

term potentiation (LTP)-like effects on more than 90% of the tested participants. 

These findings support the notion that brain state-dependent TMS can reduce 

inter-subject variability with respect to “excitability enhancing” NIBS protocols that 

are blind to the ongoing brain activity (52-61% LTP-like responders). We also 

showed that TEPs are sensitive to instantaneous excitability fluctuations, while 

complex molecular and synaptic changes induced at the cortical level by rTMS 

may not always be detectable at the macroscopic level by EEG. Finally, cortical 

responses to real TMS of the motor cortex very likely reflect direct activation of 

neurons, rather than sensory evoked activity.  

These findings are relevant for the improvement of NIBS-based therapies of 

brain network disorders. Future studies are needed to investigate whether 

oscillations in other brain areas of clinical relevance also influence responses to 

TMS similarly to what we observed in the motor cortex for the µ-rhythm.   
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6.  German summary 

Die nicht-invasive Hirnstimulation (auf Englisch, non-invasive brain 

stimulation, NIBS) ist eine vielversprechende Methode zur Modulation von 

Gehirnnetzwerken. Die transkranielle Magnetstimulation (TMS) ist eine NIBS-

Technik, die kortikale Neuronen in einer räumlich-zeitlichen Skala von Millimetern 

und Millisekunden aktivieren kann. Ihr Potential hat die TMS nicht nur für 

elektrophysiologische und kognitive Untersuchungen und für die 

Verhaltensforschung bewiesen, sondern auch für die Behandlung neurologischer 

und psychiatrischer Störungen. Jedoch ist die klinische Anwendung von TMS 

gegenwärtig noch beschränkt, da sowohl die elektrophysiologischen Antworten 

auf TMS als auch die klinische Besserung von Patienten, die mit TMS behandelt 

wurden, häufig durch eine hohe Variabilität zwischen Sitzungen und Probanden 

gekennzeichnet sind. Ein wesentlicher Teil dieser Variabilität kann der laufenden 

Hirnaktivität zum Zeitpunkt der Stimulation zugeschrieben werden. 

Um den Vorteil von hirnzustandsabhängigen TMS experimentell zu 

beweisen, wurde im Rahmen dieser Forschungsarbeit eine TMS-Anordnung 

entwickelt, die die elektrische Gehirnaktivität mit Elektroenzephalographie (EEG) 

registriert und auf deren Grundlage TMS-Impulse auslöst. Durch die Verwendung 

dieser EEG-getriggerten TMS-Anordnung in Echtzeit, wird die Beurteilung der 

Abhängigkeit ermöglicht, die zwischen den elektrophysiologischen Antworten auf 

TMS des linken motorischen Kortex gesunder Probanden von der Phase der 

sogenannten µ-Oszillation besteht. Diese Oszillation weist eine Frequenz 

zwischen 8-12 Hz auf und wird im sensomotorischen Kortex generiert. Wir haben 

einzelne TMS-Impulse auf den negativen Peak, den positiven Peak oder die 

zufällige Phase der µ-Oszillation synchonisiert, um die Abhängigkeit der 

kortikospinalen und kortikalen Erregbarkeit von der µ-Phase zu ermitteln. 

Außerdem haben wir wiederholt 200 TMS-Tripletts mit einer Frequenz von 100 

Hz, also repetitive TMS (rTMS), und zwar entweder auf den negativen Peak, den 

positiven Peak oder die zufällige Phase der µ-Oszillation angewandt, um die 

Abhängigkeit der rTMS-induzierten dauerhaften Veränderungen in 

kortikospinaler und kortikaler Erregbarkeit von der µ-Phase zu bewerten. Wir 

haben einerseits die kortikospinale Erregbarkeit über die Amplitude der motorisch 
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evozierten Potentiale (MEPs) gemessen. Die MEPs wurden dabei an einem 

Muskel der rechten Hand aufgezeichnet. Die kortikale Erregbarkeit wurde 

andererseits über die Amplitude der TMS-evozierten Potentiale (TEPs) und über 

die Leistung der TMS-induzierten Oszillationen mit dem EEG gemessen. Darüber 

hinaus konnte ein Teil der Daten, die für die Beurteilung der µ-phasenabhängigen 

kortikalen Erregbarkeit erfasst wurden, benutzt werden, um die Unterschiede 

zwischen den kortikalen Antworten auf echte TMS bei Intensitäten über und unter 

der Ruhe-Motorschwelle (auf English, resting motor threshold, RMT), sowie auf 

eine realistische Scheinstimulation zu bewerten. 

Mit einzelnen TMS-Impulsen am negativen Peak der laufenden µ-Oszillation 

wurden größere MEPs erhalten, als am positiven Peak oder an der zufälligen 

Phase. Außerdem wurde mit negativ-Peak-synchronisierter rTMS eine 

dauerhafte (> 30 Minuten) Erhöhung der MEP-Amplitude erreicht, dahingegen 

wurde keine signifikante Änderung der MEP-Amplitude mit positiv-Peak-

synchronisierter oder mit zufälliger Phase-synchronisierter rTMS erhalten. Am 

negativen Peak des µ-Rhythmus wurden mit einzelnen TMS-Impulsen auch 

größere TEPs erzeugt als am positiven Peak. Insbesondere war die negative 

Auslenkung, die etwa 100 ms nach der TMS-Anwendung in dem EEG Signal 

auftritt, sowohl für über als auch für unter RMT-Intensitäten konsistent größer. 

Wichtig ist, dass evozierte Potentiale, die durch realistische Schein-TMS 

hervorgerufen wurden, nicht durch die Phase der µ-Oszillation moduliert wurden. 

Trotz der dauerhaften signifikanten Zunahme der MEP-Amplitude hat negativ- 

Peak-getriggerte rTMS keine der untersuchten EEG-Messdaten signifikant 

verändert. Schließlich hat TMS über und unter der RMT im Vergleich zu 

realistischer Schein-TMS TEPs mit größeren Amplituden und eine signifikante 

Modulation der Leistung der TMS-induzierten Schwingungsaktivität 

hervorgerufen. 

Zusammenfassend haben wir gezeigt, dass der negative Peak des 

sensorimotorischen µ-Rhythmus einen Zustand hoher Erregbarkeit des 

Motorsystems darstellt und dass rTMS, die mit diesem Zustand hoher 

Erregbarkeit synchronisiert ist, bei mehr als 90% der getesteten Teilnehmer zu 

einem Effekt führt, der einer Langzeitpotenzierung (LTP) ähnlich ist. Bei anderen 
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"erregbarkeitssteigernden" NIBS-Protokollen, die die aktuelle Hirnaktivität nicht 

berücksichtigen, weisen nur 52-61% der getesteten Probanden einen LTP-

ähnlichem Effekt auf. Diese Ergebnisse stützen die Ansicht, dass 

hirnzustandabhängige TMS die Variabilität zwischen Probanden verringern kann. 

Wir haben auch gezeigt, dass TEPs für momentane Erregbarkeitsschwankungen 

empfindlich sind, wohingegen komplexe molekulare und synaptische 

Änderungen, die auf kortikaler Ebene durch rTMS induziert werden, 

möglicherweise nicht immer auf makroskopischer Ebene durch EEG 

nachweisbar sind. Kortikale Antworten auf echte TMS des motorischen Kortex 

spiegeln sehr wahrscheinlich die direkte Aktivierung von Neuronen wider, und 

nicht die sensorisch hervorgerufene TMS-Aktivität.  

Diese Erkenntnisse sind für die Verbesserung von NIBS-basierten Therapien 

von Hirnnetzstörungen relevant. Zukünftige Studien sind erforderlich, um zu 

untersuchen, ob Oszillationen in anderen klinisch relevanten Bereichen des 

Gehirns ebenfalls die Antworten auf TMS beeinflussen, ähnlich wie wir es im 

motorischen Kortex für den µ-Rhythmus beobachten konnten. 
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